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Chapter 7

Superconducting Photon and Particle
Detectors

Superconducting devices can be used for the sensitive detection of various quantities. We already have
seen in Chapter 4 that SQUIDs can be used for the detection of magnetic flux at an accuracy below
10−6Φ0 and all other quantities that can be converted into a magnetic flux signal using a suitable antenna
structure. In this Chapter we discuss the application of Josephson junctions as detectors for photons rang-
ing from the microwave to the x-ray regime as well as for particles such as electrons, atoms, molecules
etc.. With respect to the detection of microwave radiation the detection principle is based on the interac-
tion of the microwave signal with the Josephson current resulting in Shapiro steps or the photon assisted
tunneling process of quasiparticles. For radiation in the optical to x-ray regime both thermal detectors
and nonthermal detector are used. The former are based on the sensitive measurement of the temperature
rise induced by the incident radiation making use of the strong temperature dependence of the resistance
or inductance of a superconducting thin film. The latter are based on the counting of excess quasiparticles
generated in a superconductor due to the absorption of photons or particles.

In general, superconducting detectors can be classified in the following three categories

detector class range fs (Hz) λ (µm) example mechanism

modulation radio, microwave < 1012 > 1000 heterodyne detector, coherent
direct detector incoherent

thermal infrared 1011−1015 1−1000 bolometer incoherent

photon visible, UV, x-ray > 1014 < 1 tunnel junction incoherent
photon detector

In the low frequency regime up to microwave frequencies, a modulation detector is fast enough to
follow the incoming electromagnetic signal directly. In the intermediate regime, typically the infrared
regime, the detector can no longer follow the signal directly so that modulation detectors do not work.
Furthermore, the photon energy is too small to allow single photon detection. In this regime often
thermal detectors are used, which measure the thermal response due to a larger number of absorbed
photons. In the high frequency regime, typically from the visible to the x-ray regime, the detector is
sensitive enough to measure the response due to the absorption of a single photon or particle. In this
regime superconducting detectors can be used as single photon or particle detectors.
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7.1 Superconducting Microwave Detectors: Heterodyne Receivers

Heterodyne receivers are modulation detectors used for the detection of high frequency signals in
telecommunication systems and microwave instrumentation ranging from the radio to the mobile phone,
television and satellite systems. The high frequency signal to be received is mixed with a so-called local
oscillator signal thereby generating an intermediate frequency signal at the much lower difference fre-
quency, which is processed further. One distinguishes between the heterodyne receiver, where the signal
frequency fs and the local oscillator frequency flo are different and the homodyne receiver, where fs and
flo are the same.

The development of low-noise superconducting heterodyne receivers was strongly stimulated by radio
astronomy dealing with the observation of molecules and atoms in interstellar clouds. Most molecules
are observed through their rotational emission lines. After the discovery of the spectral emission of car-
bon monoxide in 1970,1 millimeter-wave radio astronomy became one of the most important branches
of observational astronomy. Usually the associated signals are very weak corresponding about 106 mi-
crowave photons per second in a frequency interval of several 10 MHz. For the electronic processing of
such weak signals with frequencies ranging from about 100 GHz to several THz amplifiers with suffi-
ciently low noise temperatures do not exist. Therefore, heterodyne receivers have to be used for signal
detection. Here, due to their superior noise performance receivers based on superconducting mixers play
a dominating role.2,3,4

7.1.1 Noise Equivalent Power and Noise Temperature

Before discussing the functional principle of superconducting heterodyne receivers, we introduce the
quantities Noise Equivalent Power (NEP) and noise temperature TN of detectors. As already discussed
in Chapter 3, there are various sources of fluctuations of physical quantities that can be characterized by
a noise power spectral density S( f ). Depending on the frequency dependence and the physical origin of
the noise we distinguish between Nyquist noise and shot noise with white frequency spectrum, or 1/ f
noise (cf. section 3.1.4).

In order to detect a signal, the signal-to-noise ratio (SNR) must be larger than one, that is, the signal has
to be larger than the noise floor. In this context, one can define the NEP of a detector as the equivalent
signal power resulting in a SNR of one. That is, the NEP is equivalent to the signal power within
a bandwidth B = 1 Hz, which generates the same signal in the detector as the noise within the same
bandwidth. In order to give an example we consider a detector, in which an incident signal power Ps

generates a current response Is. If the current noise power spectral density of this detector is SI( f ) =
〈∆I2〉/B, then the NEP in W/

√
Hz can be written as

NEP =
√

SI( f )
Ps

Is
=

√
〈∆I2〉

B
Ps

Is
. (7.1.1)

1R.W. Wilson, K.B. Jefferts, A.A. Penzias, Carbon monoxide in the Orion nebula, Astrophysics J. 116, L43 (1970).
2J.E. Carlstrom, J. Zmuidzinas, Millimeter and sub-millimeter techniques, Reviews of Radio Sciences 1993-1995, W.R.

Stone ed., Oxford University Press, Oxford (1996).
3R. Blundell and C.-Y. E. Tong, Sub-millimeter receivers for radio astronomy, Proc. IEEE 80, 1702 (1992).
4T. Noguchi, S.-C. Shi, Superconducting heterodyne receivers, Handbook of Applied Superconductivity Vol. 2, B. Seeber

ed., Institute of Physics Publishing, Bristol (1998).
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We can divide the NEP by Boltzmann’s constant and
√

B to obtain the noise temperature

TN =

√
SI( f )

B
Ps

kBIs
=

√
〈∆I2〉
B

Ps

kBIs
. (7.1.2)

A further common quantity is the detectivity D = 1/NEP or the specific detectivity D? = D/
√

A, where
A is the detector area. In order to compare different detectors often the energy resolution in units of J/Hz
is used. This quantity we already have used to characterize SQUID detectors in Chapter 4. It gives the
energy per bandwidth of 1 Hz, which is associated with the detector noise.

Quantum Limit

In the ideal case the energy resolution or the noise temperature are limited only by quantum fluctuations,
which can be obtained from quantization of the external circuit. The energy resolution or noise tem-
perature due to quantum fluctuations represents the limiting value that can be reached under optimum
conditions. According to (3.5.28) the average energy E(ω,T ) of a quantum oscillator with frequency ω

at temperature T is

E(ω,T ) =
Pq

N
B

=
h̄ω

2
coth

(
h̄ω

2kBT

)
. (7.1.3)

At T = 0 this gives a minimum noise power h̄ωB/2 due to quantum fluctuations. We now can define a
noise temperature T q

N by setting h̄ωB/2 equal to kBT q
N B. This results in5

T q
N =

h̄ω

2kB
=

h f
2kB

. (7.1.4)

Putting in numbers we obtain T q
N ' 0.025 K/GHz, i.e. a quantum limited noise temperature of about

2.5 K at f = 100 GHz.

7.1.2 Operation Principle of Mixers

The operation principle of a heterodyne receiver is shown in Fig. 7.1. The key element of a heterodyne
receiver is a frequency mixer, which is a nonlinear circuit or device (e.g. a Schottky diode or a Josephson
junction) which mixes the weak (e.g. astronomical) signal at the frequency fs with a stronger signal from
a local oscillator (LO) at the frequency flo. The resulting intermediate frequency (IF) fIF = | fs− flo| is
amplified by a broadband IF amplifier within a bandwidth ∆ fIF of typically less than 1 GHz around a cen-
ter frequency typically ranging between 1.5 and 4 GHz. For this frequency regime amplifiers with noise
temperatures below 10 K are available. The output of the IF amplifier is then analyzed by a spectrum
analyzer or a filter spectrometer. The resulting spectrum obtains information on the signal in a frequency
range determined by the bandwidth of the IF amplifier.

5This result also can be obtained by the following qualitative arguments: If we are measuring a signal for the period
τ = 1/∆ f , according to the energy-time uncertainty relation the energy uncertainty must be at least ∆E/∆ f = h̄/2. If we are
detecting a radiation field of frequency ω within this bandwidth, this corresponds to minimum noise energy of h̄ω/2.
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antenna
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mixer

IF amplifier
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detectors

∼local oscillator
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∆fIF
fs= |flo- fIF |

-∆fIF /2 
fs= |flo- fIF |

+∆fIF /2 

Figure 7.1: Block diagram of a heterodyne receiver with a backend filter spectrometer.

An ideal mixer consists of a switch that can be opened and closed at frequency flo without dissipation.
Then, as it is evident from the equivalent circuit shown in Fig. 7.2a, we obtain a signal at the interme-
diate frequency fIF = | fs− flo|. This phenomenon is well known from the stroboscopic illumination at
frequency flo of an object rotating at frequency fs. Of course, for a proper operation of the mixer the
closing period of the switch must be smaller than 1/ flo. That is, a very fast switch is required for the
realization of mixers for high signal frequencies. As has been discussed already in Chapter 5, Josephson
junctions are such fast switches with switching times in the ps regime. Fig. 7.2b illustrates how a switch
can be realized using the nonlinear quasiparticle IVC of a superconducting tunnel junction. During one
half-period of the local oscillator signal the switch is open (R = Rsg → ∞), whereas during the other
half-period of the LO signal the switch is closed (R = RN). The resulting mixing device is the SIS mixer
discussed below.

V

I

flo

V0 ~ 2∆/e
flo

fs

(a) (b) open

closed

Figure 7.2: (a) Realization of an ideal mixer by a switch that is opened and closed at frequency flo. (b)
Realization of the switch by the nonlinear IVC of a superconducting SIS junction.

More mathematically, a mixer is a nonlinear circuit or device that accepts as its input two different
frequencies and presents at its output (i) a signal equal in frequency to the sum of the frequencies of
the input signals, (ii) a signal equal in frequency to the difference between the frequencies of the input
signals, and, if they are not filtered out, (iii) the original input frequencies. If the two frequencies that are
to be mixed are e.g. sinusoidal voltage waves, they can be represented as:

vs(t) = as cos(2π fst) = as cos(ωst) (7.1.5)

vlo(t) = alo cos(2π flot) = alo cos(ωlot) , (7.1.6)

where vs and vlo represent the two varying voltages, as and alo the respective voltage amplitudes, and fs

and flo their frequencies (e.g. the signal and the LO frequency), respectively. If we can find a way to
multiply these two signals by each other at each instant in time, we could apply the trigonometric identity
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Figure 7.3: (a) Schematic circuit diagram and (b) spectrum of current response of a heterodyne mixer. Usually
only the IF frequency ωIF = ωs−ωlo is amplified and the other components are filtered out.

cos(A) · cos(B)≡ 1
2 [cos(A−B)+ cos(A+B)] and get

vs(t) · vlo(t) =
asalo

2
{cos([ωs−ωlo]t)+ cos([ωs +ωlo]t)} . (7.1.7)

That is, we obtain the sum (ωs +ωlo) and difference (ωs−ωlo) frequencies as required.

The next question is, how are we going to achieve this multiplication? In order to see this we assume
that the mixer is a device with a nonlinear I(V ) dependence (IVC). For not too large voltage amplitudes
we can express the current response by a power series (Taylor series)

I(t) = I0 +
∂ I
∂V

∣∣∣∣
I=I0

V +
1
2

∂ 2I
∂V 2

∣∣∣∣
I=I0

V 2 +
1
6

∂ 3I
∂V 3

∣∣∣∣
I=I0

V 3 + . . . . (7.1.8)

If V (t) = as cosωst, the linear term is proportional to cosωst and the quadratic proportional to cos2 ωst =
1
2 [1− cos2ωst]. That is, the quadratic term yields a static contribution to I as well as a contribution at
2ωs. The cubic term yields contributions at ωs and 3ωs etc.. We see that the nonlinear terms yield higher
harmonics of the incoming signal.

If we now use as input signal the sum of two voltage signals at frequencies ωs and ωlo, the quadratic
term results in a contribution of the form cosωst cosωlot given by (7.1.7). For ωs ' ωlo we obtain
ωIF = |ωs−ωlo| � ωs and we say that the signal is downconverted to the intermediate frequency. In
the same way, the higher order terms in (7.1.8) yields frequency components at |2ωs−ωlo|, |2ωlo−ωs|,
|3ωlo−ωs|, etc.. We also see that the prefactor of the of the contribution resulting from the quadratic
term is proportional to the second derivative of the IVC. Therefore, the nonlinearity of the IVC should
be large in order to give a large value of ∂ 2I

∂V 2 . Fig. 7.3 shows the schematic circuit of a heterodyne mixer
and the spectrum a current responses.

Single and Double Side Band Detection

The basic goal of a mixer is to effectively convert the signal at frequency fs = ωs/2π down to the
intermediate frequency fIF without adding much noise. In this process both the signal frequency fs =
flo + fIF and its mirror frequency fs = flo− fIF can contribute. Depending on whether both frequencies
are accepted or whether one of them is filtered out we distinguish between Double Side Band (DSB) or
Single Side Band (SSB) receivers.

For most heterodyne receivers response is obtained from both sidebands ωs = ωlo±ωIF. Therefore,
care must be taken in obtaining the noise temperature of SSB receivers from the measured DSB. When
ωIF� ωs, the receiver response is fairly flat in frequency so that TN(SSB)' 2TN(DSB).
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Figure 7.4: IVCs of an Nb/AlOx/Nb SIS mixer (two junctions in series) with the LO switched on and off. The
photon step corresponding to the LO frequency of 332GHz is clearly seen. The curves in the lower-right-hand
corner show the IF output power versus the bias voltage (according to H. Rothermel et al., J. Physique IV C6,
267 (1994)).

Conversion Loss

An important quantity of a mixer is the conversion loss

LM =
Ps

PIF
=

signal power available at input
IF power coupled to IF amplifier

. (7.1.9)

Generally, mixers have a conversion loss, i.e. LM > 1 for DSB and LM > 2 for SSB. However, some
mixers also can produce conversion gain so that LM(DSB) < 1 and LM(SSB) < 2. The signal conver-
sion is the larger the more nonlinear the mixer IVC. The ideal case would be a step-like change of the
conductance as it is the case for an ideal switch shown in Fig. 7.2.

Figure 7.4 shows the IVCs of two series connected Nb junctions without and with LO power injection
at 332 GHz. Note the low leakage current below and the sharp current onset at the gap voltage. Also
shown are the IF output power curves for hot (290 K) and cold (77 K) loads, i.e. 290 and 77 K black body
radiation. The receiver noise temperature determined for this receiver was 80 K.6

7.1.3 Noise Temperature of Heterodyne Receivers

Although there are various kinds of heterodyne receivers, they all fulfill the Dicke7 radiometer equation.8

If TN is the noise temperature of the heterodyne receiver, according to the Dicke radiometer equation the

6H. Rothermel, K.H. Gundlach, and M. Voß, J. Physique IV C6, 267 (1994).
7Robert Henry Dicke, born May 6, 1916, died March 4, 1997, was an American experimental physicist, who made im-

portant contributions to the fields of astrophysics, atomic physics, cosmology and gravity. Robert Dicke is also responsible for
developing the lock-in amplifier, which is an indispensable tool in the area of applied science and engineering.

8J.D. Kraus, Radio Astronomy, 2nd edition, Powell, OH, Cygnus-Quasar (1986).
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temperature corresponding to the minimum detectable input signal is

T min
s =

TN√
∆ f · τ

. (7.1.10)

Here, τ is the observation time in a frequency channel of bandwidth ∆ f . It is evident that by increasing
the observation time we can reduce T min

s by signal averaging. For a signal strength just corresponding to
T min

s we have SNR=1. Taking into account not only the noise of the receiver but also the contributions
due to the atmosphere (Tatm) and the antenna system (Tant) we can write the SNR as

SNR =
TS
√

∆ f · τ
TN +Tatm +Tant

. (7.1.11)

For radiotelescopes, under good conditions Tatm + Tant is 40-50 K at about 100 GHz and an altitude of
2500 m. Hence, the receiver noise should be below about 30-50 K in order not to dominate the noise of
the complete system. Whereas this is achieved for the 100 GHz regime, the situation is different at THz
frequencies and high altitudes, where Tatm +Tant� TN .9 Then according to (7.1.11) the observation time
τ decreases proportional to T 2

N on reducing the noise temperature of the receiver.

Referring to the block diagram shown in Fig. 7.1, the receiver noise temperature may be written as

TN = Tin +LinTM +LinLMTIF . (7.1.12)

Here, Tin, TM, and TIF are the noise temperatures of the receiver input section, the mixer and the IF
amplifier, respectively. The input section has the loss Lin and the mixer conversion loss LM = Ps/PIF is
the ratio of the signal power Ps at the mixer input to the power PIF coupled to the IF amplifier.

Eq.(7.1.12) reveals the sensitivity of the receiver noise to the mixer performance. The mixer should
not only have a low noise temperature but also a low conversion loss. A mixer with conversion loss
enhances, and a mixer with conversion gain reduces the IF amplifier noise contribution to the receiver
noise temperature. Although for some mixers conversion gain is possible, practical receivers usually
operate at LM(DSB) ' 1 and LM(SSB) ' 2, since conversion gain can lead to instabilities in the IF
output. It has been shown by Barber that TM ≈ 0 can be achieved if the conductance waveform of a
mixer consists of a series of narrow pulses, which can be realized by a switch with a small pulse-duty
ratio t/tlo where tlo = flo.10

Before the development of superconducting SIS mixers, heterodyne receivers for radioastronomical and
atmospheric observation were commonly based on Schottky diode mixers.11,12 Typical receiver noise
temperatures in the 690 and 830 GHz atmospheric window are above 2000 K DSB. Therefore, the reduc-
tion of the receiver noise to achieve shorter observation time, which is limited for example by weather
conditions, was the motivation to look for other mixers. A further important limitation for Schottky mix-
ers is the high LO power requirement for optimal mixing. This power usually ranges up to a few mW
above 600 GHz, which is difficult to generate with sufficient frequency and amplitude stability.13

9In radioastronomy ground based observations are restricted to the so-called atmospheric frequency windows, where the
atmospheric water vapor does not absorb the signals of interest. Therefore, especially in the lower THz range, astronomical
measurements must be made from very high mountains, high flying aircrafts, balloons or from satellites. A project (ALMA,
Atacama Large Millimetre Array) is under discussion to set up an array of 64 antennae at an altitude of 5000 m in Chile. The
KAO (Kuiper Airborne Observatory), flying at an altitude of 14 km, was in use for many years. The successor will be SOFIA
(Stratospheric Observatory For Infrared Astronomy), for which a telescope with the receivers will be mounted in a modified
Boeing 747. Another project is the satellite FIRST (Far InfraRed and Submillimeter Space Telescope). The latter two projects
aim for frequencies up to 2.5 THz.

10M.R. Barber, IEEE Trans. Microwave Theory Techniques 15, 629 (1967).
11J. Zmuidzinas, A. Betz, and D.M. Goldhaber, Astrophys. J. L75, 307 (1986).
12A.I. Harris, D.T. Jaffe, J. Stutzki, and R. Genzel, Int. J. Infrared Millimeter Waves 8, 857 (1987).
13K.F. Schuster, A.I. Harris, and K.H. Gundlach, Int. J. Infrared Millimeter Waves 14, 1867 (1993).
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7.1.4 SIS Quasiparticle Mixers

The desired switching type behavior required for an ideal mixer can be obtained with the quasiparticle
tunneling IVC of an SIS junction shown schematically in Fig. 7.2b, because for T → 0 the subgap
conductance should go to zero. Biasing the junction just below the gap voltage Vg = 2∆/e, already a
small local oscillator signal is sufficient to periodically switch the junction between the high- and low-
conductance state. Note that the Josephson current has to be suppressed to zero by applying a magnetic
field parallel to the junction.

It was, however, soon realized that this classical picture for frequency mixing is too simple because
SIS junctions exhibit photon-assisted tunneling when exposed to radio frequency (RF) irradiation. As
discussed in section 3.3.4, the absorption/emission of n local oscillator photons by a quasiparticle pro-
vides/costs the energy nh̄ωlo thereby opening an additional photon assisted path for tunneling at the bias
voltages

Vn =
2∆±nh̄ωlo

e
. (7.1.13)

This quantum effect leads to steps of the width h̄ωlo/e in the IVC (cf. Fig. 3.15 or 7.4).

The quantum theory of quasiparticle SIS mixers was developed by Tucker14,15 and thereafter analyzed
in detail by Richards et al.,16 Shen et al.,17 Hartfuß and Tutter,18 Tucker and Feldman,19 Winkler20

and others. Although the quantum theory of SIS mixers is quite complicated, the essential results can be
summarized as:

1. the mixer can have conversion gain.

2. the mixer noise temperature can reach the quantum limit T q
N = h̄ω/2kB.21

3. the optimum local oscillator power is relatively small. If the mixer operates in the middle of the
first photon step below the gap voltage, the optimum local oscillator power is22

Popt
lo =

2(h̄ωlo)2

e2RN
. (7.1.14)

With a junction normal resistance RN = 50Ω this gives Popt
lo ' 0.4 µW at 750 GHz as compared to

a few mW required for Schottky mixers at the same frequency.

Danchi and Sutton23 found that quasiparticle SIS mixers can, in principle, be used up to twice the gap
frequency f2g = 4∆/eh. However, Feldman24 predicted that the noise of an optimized receiver increases

14J.R. Tucker, Quantum limited detection in tunnel junction mixers, IEEE J. Quantum Electron 15, 1234-1258 (1979).
15J.R. Tucker, Appl. Phys. Lett. 36, 477 (1980).
16P.L. Richards, T.M. Shen, R.E. Harris, and F.L. Lloyd, Quasiparticle heterodyne mixing in SIS tunnel junctions, Appl.

Phys. Lett. 34, 345-347 (1979).
17T.M. Shen, P.L. Richards, R.E. Harris, and F.L. Lloyd, Appl. Phys. Lett. 36, 777 (1980).
18H.J. Hartfuß and M. Tutter, Int. J. InfraRed Millimetre Waves 5, 717 (1984).
19J.R. Tucker and M.J. Feldman, Quantum detection at millimeter wavelength, Rev. Mod. Phys. 57, 1055 (1985).
20D. Winkler, PhD Thesis, University of Göteborg (1987).
21M.J. Feldman, IEEE Trans. Magn. MAG-23, 1054 (1987).
22K.H. Gundlach, Principles of direct and heterodyne detection with SIS junctions, in Superconducting Electronics, Nato

ASI Series, Springer, Berlin (1989), p. 259-284.
23W.C. Danchi and E.C. Sutton, J. Appl. Phys. 60, 3967 (1984).
24M.J. Feldman, Int. J. InfraRed Millimetre Waves 8, 1287 (1987).
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N of a SIS quasiparticle mixer plotted versus the signal
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strongly when the signal frequency reaches fg = 2∆/eh but remains still reasonably low up to f2g, above
which the mixer performance drops very sharply. This result is summarized in Fig. 7.5. It is seen that
over a wide frequency range the noise temperature of SIS quasiparticle mixers approaches the quantum
limit. Practical devices do not reach the calculated optimum noise temperature. For example, mixers
based on Nb junctions and an integrated Al matching circuit reach noise temperatures ranging between
680 and 1 700 K at frequencies ranging between 800 GHz and 1 THz.25 A summary of experimentally
determined noise temperatures is given in Fig. 7.6.

Frequency Limitations

As shown by Fig. 7.5 the energy gap of the superconducting material sets fundamental frequency limits
for the mixing process and, moreover, for the surface resistance of the embedding circuit, which usually
also contains a planar antenna. The gap frequency is about 700 GHz for Nb, 1.2 THz for NbN and several
THz for high temperature superconductors.

Whereas Nb junctions with Nb embedding circuits are the first choice for frequencies below about
700 GHz, since Nb technology is well understood and presently provides lowest receiver noise tem-
peratures, for frequencies above about 700 GHz Nb should be replaced by NbN. However, so far it is
difficult to fabricate good tunnel junctions for this materials. Reasonable results have been obtained
with NbTiN/MgO/NbTiN or Nb/Al-AlNx/NbTiN structures.26,27,28 These junctions could be used up to
about 1 THz. An alternative material is the recently discovered superconductor MgB2. However, it is not
known whether tunnel junctions of sufficient quality can be made from this material. The high tempera-
ture superconductors are not used for SIS mixer. Due to the dx2−y2 symmetry of the order parameter, for

25for a recent review see K.H. Gundlach, SIS and bolometer mixers for terahertz frequencies, Supercond. Sci. Techn. 13,
R171-R187 (2000).

26M. Schicke, PhD Thesis, University of Hamburg, Germany (1998).
27J.W. Kooi, J.A. Stern, G. Chattopadhyay, H.G. LeDuc, B. Bumble, and J. Zmuidzinas, Proc. 9th Int. Symp. on Space

Terahertz Technol. , Pasadena, CA (1998), p. 283.
28B. Bumble, H.G. Leduc, and J.A. Stern, Proc. 9th Int. Symp. on Space Terahertz Technol., Pasadena, CA (1998), p. 295.
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Figure 7.6: Measured DSB noise temperature of Nb based SIS quasiparticle mixers developed at different
laboratories. The receiver noise temperatures fall in the range of 3−5h̄ωs/kB in the frequency range between
100 and about 600GHz.

these junctions no sharp quasiparticle IVCs with negligible subgap conductance and a sharp increase of
conductance at the gap voltage can be obtained.

A further frequency limitation is related to the junction capacitance. The geometrical capacitance of
the SIS junction tends to short circuit the high frequency signal. The junctions are therefore usually
embedded in a tuning circuit, which compensates for the SIS capacitance C and performs impedance
transformation if required. Nevertheless, the large specific capacitance increasingly poses problems with
increasing signal frequency.

The parallel-plate capacitor formed by the SIS junction is treated as an element of the embedding RF
circuit. For its capacitance one has to find a compromise. To short circuit higher harmonics in the mixing
process C should be sufficiently large. However, if C is too large it cannot be tuned out over the desired
signal frequency bandwidth. Empirically, one came to the conclusion that optimized receivers must be
designed with

ωs RNC ' 2−4 . (7.1.15)

Inserting RN ' 4/ωsC into the BCS expression Jc ' π

4
2∆

e
1

RNA for the critical current density, we arrive at
the expression

Jc '
π

16
2∆

e
C
A

ωs . (7.1.16)

The specific capacitance Cs = C/A = εε0A/t, where A is the junction area, ε the relative dielectric
constant and t the thickness of the tunnel barrier, only varies proportional to 1/t, whereas Jc depends
exponentially on t. Therefore, in first order approximation Cs can be assumed constant and Jc has to
increase linearly with increasing signal frequency. Furthermore, the normal resistance RN is constrained
to be in a narrow range around 50Ω to ensure proper impedance matching at the mixer input and out-
put. Then, keeping RN constant the junction area A has to decrease as 1/ωs. That is, going to higher
frequencies smaller junctions with higher current densities are required. However, this goal is difficult
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to achieve, because the junction quality usually decreases with increasing current density (e.g. larger
subgap conductance due to pinholes in the very thin tunneling barrier). Furthermore, for lower junction
quality the optimum noise temperature may be by almost an order of magnitude larger than the optimum
noise temperature plotted in Fig. 7.5. For example, for Nb we have IcRN ' π∆/2e' 2 mV, which gives
Ic ' 40 µA for RN ' 50Ω. At fs = 500 GHz the condition ωs RNC ' 4 results in C ' 25 fF. With the
specific capacitance of Nb/AlOx/Nb junctions of about 50 fF/µm2, the required junction area is about
A' 0.5 µm2 and, in turn, the required current density is as high as Jc ' 8 000 A/cm2.

High Frequency Design

An important aspect for the design of high frequency receivers is the coupling structure for the high
frequency radiation. Since the junction size is much smaller than the free-space wavelength (3 mm at
100 GHz), a carefully designed waveguide and antenna structure is required (see Fig. 7.7). Waveguides
are intrinsically relatively narrow band and become more difficult to work with as the wavelength moves
into the submillimeter regime. In this regime, a thin film antenna structure is preferable including bow-tie
and spiral antennas.29 These antennae can be fabricated lithographically using the same material as for
the junctions or using a material with a larger energy gap to reduce the surface resistance. The radiation
may be focused on the antenna quasi-optically using a lens made out of an appropriate material (e.g.
quartz or Teflon).

29M.J. Wengeler, Submillimeter wave detection with superconducting tunnel diodes, Proc. IEEE 80, 1810 (1992).
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7.1.5 Josephson Mixers

A mixer also can be realized by using the nonlinear IVC of a strongly overdamped Josephson junction.
At this point we make a few remarks on the Josephson mixer.30 The Josephson mixer can also have con-
version gain31 and needs little local oscillator power. Experimental and theoretical results indicate that
the best noise temperature of Josephson mixers is of the order of 40 times the larger of either the physical
temperature or the quantum limit h fs/2kB.32,33 The noise is partly related to the fact that the Josephson
junction is a nonlinear oscillator, which downconverts many high frequency noise components. Despite
a variety of experiments, and some results which surpassed the above mentioned noise figures, up to now
experimental Josephson mixers are not competitive with the quasiparticle mixers, if lowest noise temper-
atures are required. Note that in the quasiparticle mixer the Josephson currents and effects related to it,
such as the return voltage Vr (cf. section 3.3) and Shapiro steps, can conflict with the optimal operation
of the quasiparticle mixer. To avoid or reduce these effects pair tunneling is suppressed by an external
magnetic field.

Of course, the high temperature superconductors can be used for the fabrication of Josephson mixers.
However, the noise temperature of the best high-Tc Josephson mixers is also still considerably higher
than that of corresponding low-Tc SIS mixers (Harnack et al 1998). Nevertheless, high-Tc Josephson
mixers can be of interest for the THz frequency range because their upper frequency limit is set by the
Josephson characteristic frequency ωc = 2eIcRN/h̄ with IcRN ' π∆/2e and therefore is about a factor
of 10 above the low-Tc mixers. Recently, the Josephson mixer theory has been re-examined and it was
found that under appropriate conditions (e.g. device parameters IcRN ' 10 mV, RN ' 50Ω) the noise
temperature can be as low as about five times the physical temperature T for h̄ωlo < kBT and 10 times
the quantum noise for h̄ωlo > kBT . These promising new predictions have not yet been confirmed by
experiments.

30P.L. Richards, The Josephson junction as a detector of microwave and far-infrared radiation, in Semiconductors and
Semimetals, R. C. Willardson and A. C. Beer eds., Vol. 12, Academic, New York (1977), pp. 395-440.

31J. Taur, J. Claassen, and P.L. Richards, Appl. Phys. Lett. 24, 101 (1974).
32J.R. Tucker and M.J. Feldman, Quantum detection at millimeter wavelength, Rev. Mod. Phys. 57, 1055 (1985).
33J.H. Claasen and P.L. Richards, J. Appl. Phys. 49, 4117 (1987).
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7.2 Superconducting Microwave Detectors: Direct Detectors

A further modulation detector is the quasiparticle direct detector, which is also called square-law detector.
This detector uses the nonlinearity of the quasiparticle tunneling IVC of SIS junctions to rectify an high-
frequency signal.34 In this case the incoming signal of power Ps is converted into a change ∆I of the dc
current. Classically, the current to voltage conversion factor of such detector can be obtained form the
Taylor’s expansion (7.1.8) with the input signal vs(t) = as cos(ωst). We obtain

I(t) = I0 +
∂ I
∂V

∣∣∣∣
I=I0

as cos(ωst)+
1
2

∂ 2I
∂V 2

∣∣∣∣
I=I0

[as cos(ωst)]2 + . . . . (7.2.1)

Neglecting higher order terms the current response ∆I is the time average of the third term on the right
hand side (the time average of the second term vanishes), which is

∆I = 〈I(t)〉− I0 =
1
4

∂ 2I
∂V 2

∣∣∣∣
I=I0

a2
s . (7.2.2)

The time average of the power absorbed by the junction is

αPs =
a2

s

2Rd
=

1
2

∂ I
∂V

∣∣∣∣
I=I0

a2
s . (7.2.3)

Here, α ≤ 1 is a constant and Rd is the differential resistance at I = I0. With (7.2.3) and (7.2.2) we obtain
the current-to-power conversion factor ηc = ∆I/Ps of the junction to

ηc =
α

2

∂ 2I
∂V 2

∣∣
I=I0

∂ I
∂V

∣∣
I=I0

. (7.2.4)

This result obtained by a purely classical treatment is a good approximation as long as the onset of
the quasiparticle current at the gap voltage is not too sharp. If not, a quantum mechanical treatment is
required yielding35,36

ηq = α
e

h̄ωs

I(V0 + h̄ωs/e)−2I(V0)+ I(V0− h̄ωs/e)
I(V0 + h̄ωs/e)− I(V0− h̄ωs/e)

. (7.2.5)

We see that the derivatives in the classical expression (7.2.4) are now replaced by the second difference
of the unpumped IVC computed for the three points V = V0 and V = V0± h̄ωs/e, divided by the first
difference computed between V = V0± h̄ωs/e. If the current changes slowly on the voltage scale h̄ωs/e,
then the (classical) differential expression is a good approximation. For a tunnel junction with a sharp

34H.J. Hartfuß and K.H. Gundlach, Video detection of mm-waves via photon assisted tunneling between two superconduc-
tors, Int. J. Infrared and Millimeter Waves 2, 809 (1981).

35J. Tucker, Quantum limited detection in tunnel junction mixers, IEEE J. Quantum Electronics 15, 1234-1258 (1979).
36J.R. Tucker and M.J. Feldman, Quantum detection at millimeter wavelength, Rev. Mod. Phys. 57, 1055 (1985).

2005



298 R. GROSS AND A. MARX Chapter 7

onset of the quasiparticle current we can use the approximations I(V0) = I(V0− h̄ωs/e) ' 0. Then with
α = 1 we obtain the quantum limit of the current-to-power response to

ηq =
e

h̄ωs
. (7.2.6)

This corresponds to about 2500 A/W at a frequency of 100 GHz in good agreement with experiments.37

We also could derive the quantum result by a qualitative discussion of the quantum nature of the detection
process. To see this we note that for a purely classical detector the signal amplitude can be arbitrarily
small resulting in a smooth change of the IVC due to the incoming signal. However, quantum effects
become important, when the amplitude eas of the energy per electron is small and becomes comparable
to the photon energy h̄ωs. In the picture of photon assisted tunneling described in section 3.3.4, we
obtain steps in the IVC at voltages Vn = (2∆± nh̄ωs)/e. For large rf signals or small signal frequency
ωs, multi-photon events are likely and we obtain a series of voltage steps near the gap voltage which
well approximate the rounded dc average obtained from classical theory. In contrast, for small signal
amplitude and/or large photon energy only a single step is obtained since the multi-photon events are of
higher order. Then, in the IVC only a single step would appear what is no longer in good agreement
with the smooth classical IVC. That is, the classical result is a good approximation only for large signal
amplitudes and/or small photon energy. Moreover, if the rise of the IVC at the gap voltage would be
more gradual, also the series of discrete photon assisted steps would be smeared out making a classical
treatment more appropriate. We finally note that that the discrete steps are not a particular feature of SIS
tunnel junctions. The special feature is only their observability due to the sharpness of the gap structure
in the IVC.

7.2.1 NEP of Direct Detectors

The sensitivity of the detector can be described by the noise equivalent power

NEP =
√

SI( f )
Ps

∆I
=

√
〈∆I2〉

B
1

ηq
, (7.2.7)

where SI( f ) is the current noise power spectral density in A2Hz. At low temperature the Nyquist noise
SI = 4kBT/R usually can be neglected due to the small T and large R in the subgap regime of the SIS
junction. The dominating noise source is shot noise SI( f ) = 2eI. With SI( f ) = 2e(I0 + Is), where I0 is
the dark current and Is the additional current due to the detected signal, we obtain

NEP =
√

2e(I0 + Is)B
h̄ωs

e
=
√

2(N0 +Ns)B h̄ωs . (7.2.8)

Here, (N0 +Ns)B = (I0 + Is)/e is the number of electrons flowing through the junction per time ∆t = 1/B.
For I0 → 0 the NEP approaches the value

√
2NsB h̄ωs. For example, for NsB = 1/s we obtain NEP '

9×10−23W/
√

Hz at f1 = ω1/2π = 100 GHz. However, the experimentally measured values only range
in the low 10−16W/

√
Hz regime for several 10 GHz.38 That is, we require more than 1012 photons/s to

37P.L. Richards, T.-M. Shen, R.E. Harris, F.L. Lloyd, Superconductor-insulator-superconductor quasiparticle junctions as
microwave photon detectors, Appl. Phys. Lett. 36, 480-482 (1980).

38Qing Hu and P.L. Richards, Quasiparticle mixers and Detectors, in Superconducting Devices, Steven T. Ruggiero and
David A. Rudman (eds.), Academic Press Inc., San Diego (1990).
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achieve SNR=1. Evidently, we are far from single photon detection. The obvious reason is the fact that
we cannot operate the detector at I0 ' 0 but require a finite bias current that introduces shot noise.

We also can estimate the optimum achievable NEP for SIS direct detectors. Doing so we point out that
a specific advantage of SIS direct detectors is the fact that the current density in the subgap regime, i.e.
the dark current, decreases exponentially with temperature due to the freeze out of thermally excited
quasiparticles. For a dark current as small as 1 pA corresponding to about 107 electrons/s the sensitivity
limit would be NEP ' 3× 10−19W/

√
Hz at 100 GHz. However, one has to take into account that the

dark current of a SIS detector increases with the detector area A. In order to get orders of magnitude
we consider a Nb based SIS junction with IcRn ' 2 mV. For A = 100× 100 µm2 we obtain a normal
resistance Rn ' 2Ω at a low current density Jc ' 10 A/cm2. For a very high quality junction at low
temperature the subgap resistance Rsg may be by a factor of about 1000 larger. Then, the dark current
is I0 ' 2mV/2000Ω = 1 µA. The corresponding shot noise limited sensitivity would be NEP ' 2×
10−16W/

√
Hz at 100 GHz.
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7.3 Thermal Detectors

As the frequency of the incoming signal is increasing, we arrive at a situation where the detector can
no longer follow the electromagnetic wave directly. Furthermore, in this regime, which is including
the entire infrared regime, the signal due to individual photons is smaller than the noise floor making
the detection of single photon events impossible. The detectors measure the average number of pho-
tons absorbed per unit of time, that is, the average power dissipated by the radiation. The simplest way
to do this is with a thermometer, which determines the temperature rise δT in the detector due to the
incoming radiation. Such detector is then denoted as thermal detector. In some cases thermal equi-
librium is not strictly reached in the detector and we have to deal with some effective temperature. In
this case we usually speak about quasi-thermal detectors. The most simple superconducting thermal
detector is a superconducting transition edge bolometer, which uses the sharp change of the resistance of
a superconducting film close to the critical temperature Tc. Thin film bolometers based on the metallic
superconductors have been developed for sensitive infrared detection. With the discovery of the high
temperature superconductors the superconducting bolometers have found renewed interest due to the
relaxed cryogenic requirements for operation temperatures above 77 K.

7.3.1 Principle of Thermal Detection

The principle of thermal detection is sketched in Fig. 7.8. An incoming electromagnetic radiation of
power Ps is absorbed by an absorber mass M, which has large absorptivity determined by its surface
emissivity ε . The absorbed power heats up the complete sensor with the temperature rise determined by
the heat capacity C of the sensor and Ps. Of course the sensor has to get rid again of the absorbed energy.
This is happens by the following processes:

• radiation emission with the emitted power proportional to εAσT 4. Here, T is the detector temper-
ature, A the area and σ = 5.67×10−8W/m2K4 the Stefan-Boltzmann constant.

• direct thermal coupling to a heat sink of temperature TS with the transferred heat being proportional
to the thermal conductance G and the temperature difference δT = T −TS.

If we take into account that the sensor is also heated up by the incident thermal radiation Pb = bAσT 4
b (b

is a geometry dependent constant) from the background of temperature Tb, we can write down the heat
balance equation as

ε(Ps +Pb) = C
d(δT )

dt
+G δT +aεAσT 4 . (7.3.1)

Here, a is also a geometry dependent constant. Knowing the boundary conditions and the quantities C,
G, and ε we can solve for δT , the quantity detected in an experiment, e.g. by the resistance change
δR = ∂R

∂T δT of a superconducting film.39

For sufficient input power Ps we can usually neglect Pb and the radiative power emitted by the detector.
However, one has to keep in mind that these powers introduce a certain amount of background noise.
Assuming that the incoming power has a steady part P0 and a time varying part P1eıωt we obtain from
(7.3.1)

ε(P0 +Pseıωt) = ıωC δT eıωt + G̃δT0 +GδT eıωt . (7.3.2)

39P.L. Richards, Bolometers for infrared and millimeter waves, J. Appl. Phys. 76, 1-24 (1994).
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Figure 7.8: (a) Sketch of the general configuration of a thermal detector for electromagnetic radiation and
(b) possible realization by weakly attaching a small mass to a heat sink.

Here, G̃ is the heat conductance ∆P/∆T and G the dynamic heat conductance dP/dT . Equating the
time independent terms gives the steady state heat flow equation that determines the average operation
temperature T0 of the bolometer

δT0 = T0−TS =
εP0

G̃
. (7.3.3)

Equating the time varying terms yields

δT
Ps

=
ε

G+ ıωC
=

ε

G(1+ ıωτth)
(7.3.4)

with the thermal time constant τth = C/G.

Bolometers and Antenna-Coupled Microbolometer

Depending on whether the dissipative layer is larger or smaller than the wavelength of the incident
radiation we can distinguish two different detector types. On the one hand, for infrared radiation the
dissipative layer usually is much thicker than the wavelength. The radiation is absorbed completely by a
layer of high absorptivity ε close to one. If the thermometer is a temperature-dependent resistance, we
call this detector a bolometer.

On the other hand, for far-infrared or sub-millimeter radiation, the dissipative layer is usually much thin-
ner than the wavelength. The radiation power is collected via a dipole, bow-tie, logarithmic spiral or
log-periodic antenna with efficiency η and the radiation induced electric power is dissipated in a few
micrometer-sized thermal active element. This type of detector is called antenna-coupled microbolome-
ter.

Thermal Time Constants

In order to obtain a large detector response δT/Ps, the thermal conductance G, i.e. the coupling to the
heat sink, should be small. However, a small G also results in a large thermal time constant τth = C/G.
This immediately shows that in order to obtain a large sensitivity and a reasonably fast response one has
to reduce C to a minimum. For example, this can be achieved by fabricating the detector element on a
very thin substrate such as a membrane.

In order to give an example we estimate the thermal time constant of a YBCO microbolometer. For
a 100 nm thick YBCO film with area 10 µm2 we have a heat capacity of C ' 10−11J/K at 90 K. If the
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Figure 7.9: Operation principle of superconducting transition edge bolometer. (a) Circuit diagram of current
biased superconducting strip. (b) Resistance vs. temperature curve (the dashed line shows the simplest
approximation) and (c) typical response δR(T ).

thermal link is formed by four YBCO microbridges of length 10 µm and width 1 µm, we have G '
10−7W/K resulting in τth ' 100 µs. This demonstrates that small bolometers can have fast response
times. Note however, that in our simple estimate we have neglected substrate contributions. The situation
in real thermal detectors is likely to be more complicated.

7.3.2 Bolometers

The operation principle of a superconducting transition edge bolometer is shown in Fig. 7.9. At T0 the
superconducting film has a resistance R0 and a slope dR/dT . Usually, the temperature T0 is chosen
to have maximum slope dR/dT at T0. Upon irradiation we obtain a temperature rise δT . However, the
temperature rise also increases the resistance of the film. This results in an increase of the heat dissipation
due to the external circuit (current source) equal to I2(R0 + δR) = I2R0 + I2(dR/dT )δT eıωt . The heat
balance equation for the time-varying terms gives then

εPs + I2
δR = C

d(δT )
dt

+G δT (7.3.5)

and further with δR = (dR/dT )δT

εPs = δT
(

G− I2 dR
dT

+ ıωC
)

. (7.3.6)

With this expression we can obtain the responsivity S (in V/W) of the bolometer

S = I
δR
Ps

=
I
Ps

dR
dT

δT =
dR
dT

εI
G− I2(dR/dT )+ ıωC

. (7.3.7)

We see that we need a large dR/dT and small G and C to obtain a large responsivity . We can introduce
the effective thermal conductance

Geff = G− I2 dR
dT

= G− I2R0β , (7.3.8)

where

β =
1

R0

dR
dT
' 1

∆T
(7.3.9)
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is the temperature coefficient of the resistance R0. For superconducting materials we have β > 0 and
Geff < G and we obtain

|S| =
dR
dT

εI
Geff(1+ω2τ2

eff)1/2 =
εIR0β

Geff(1+ω2τ2
eff)1/2 (7.3.10)

with the effective thermal time constant τeff = C/Geff. We see that we have to limit the bias current to

I2 . K G
dT
dR

or I .

√
K G∆T

R0
(7.3.11)

with typically K ' 0.3−0.5 in order to avoid a value Geff too close to zero. For example, for K = 0.3 we
have Geff = 0.7G and τeff = 1.43τ .

Noise Equivalent Power

In order to estimate the noise equivalent power (NEP) of bolometers we have to discuss the following
noise contributions:

• Photon Noise:

The photon noise originates from the quasi-random emission of photons. Neglecting the fluctu-
ations due to radiation emitted by the sensor, the NEP is determined by the total radiative power
fluctuations. The square of the NEP is proportional to the detector area and the sum of the two
terms due to contributions of the background (e.g. 300 K radiation through the detector field of
view) and the cold shields. Both terms are proportional to T 5. The associated NEP is usually de-
noted as NEPBLIP (BILP: Background Limited Infrared Photodetector).40 A more detaile treatment
of photon noise is given in Appendix D.

• Thermal Fluctuation Noise:

This noise results from thermodynamic energy fluctuations in the detector due to the random ex-
change of phonons (or electrons) through the thermal link which connects the detector to the heat
sink at temperature T0. It is usually referred to as phonon noise. The corresponding noise equiva-
lent power is41

NEPth =

√
4kBT 2

0 G

ε
. (7.3.12)

40P.L. Richards, Bolometers for infrared and millimeter waves, J. Appl. Phys. 76, 1-24 (1994).
41We use the thermal equilibrium mean square energy fluctuations 〈∆u2〉 = kBT 2

0 C in the system. In the bolometer there is
a thermometer which reads out the fluctuation as ∆T = ∆u/C. The mean square temperature fluctuation can be written as an
integral over the temperature spectral density ST ( f ) such that

〈(∆T )2〉=
kBT 2

0
C

=
∞∫

0

ST (ω)
dω

2π
.

We now use (7.3.4) (omitting for simplicity the thermal feedback due to the bias current) to relate the power fluctuations SP
to the temperature spectral density as ST = ε2SP/(G2 + ω2C2). From the above integral we obtain SP(ω) = 2kBT 2

0 G/πε2 or
SP( f ) = 4kBT 2

0 G/ε2.
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• Nyquist Noise:

This noise is introduced by the voltage fluctuations with power spectral density SV = 4kBT0R0 (cf.
section 3.1.4 and 3.5.5) in an ohmic resistor caused by the random motion of the charge carriers.
In order to refer this voltage noise in the thermometer resistance to the detector input we can use
the responsivity S. The corresponding noise equivalent power is

NEPNyquist =
√

4kBT0R0

|S|
. (7.3.13)

For Geff ∼ G and τeff ∼ τ we obtain

NEPNyquist =
G∆T

εI

(
4kBT0

R0
(1+ω

2
τ

2)
)1/2

(7.3.14)

resulting in

NEPth

NEPNyquist
=
|S|2T0G

ε2R0
. (7.3.15)

We see that thermal noise dominates for large |S|, T0 and G. This is for example the case for
bolometers based on the high temperature superconductors operating at T0 > 70 K.

• 1/ f Noise:

Low frequency 1/ f noise originating from various sources (e.g. flux motion, trapping of charge
carries in defects, etc.) causes fluctuations δR f of the film resistance. The corresponding noise
equivalent power is

NEP1/f = I
δR f

|S|
=

δR f ∆T
εR0

G(1+ω
2
τ

2)1/2 . (7.3.16)

• Amplifier Noise:

Amplifier noise usually is small and can be neglected.

If all the different noise sources are uncorrelated, the total NEP is obtained to

NEP =
(

NEP2
BLIP +NEP2

th +NEP2
Nyquist +NEP2

1/f

)1/2

=
(

NEP2
BLIP + ÑEP

)1/2
. (7.3.17)

For small enough bias current we can use Geff ∼G and τeff ∼ τ and obtain for the equivalent noise power
contributed by the nonradiative effects as

ÑEP =
1
ε

(
4kBT 2

0 G+
4kBT0

I2R0
(G∆T )2(1+ω

2
τ

2)+
δR2

f

R2
0

(G∆T )2(1+ω
2
τ

2)

)1/2

. (7.3.18)

This expression shows the important influence of the thermal conductance. In order to have high respon-
sivity and low NEP, G should be as small as possible. However, this also increases the response time,
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Figure 7.10: Sketch of a high temperature superconducting bolometer consisting of a meander shaped
YBa2Cu3O7−δ film deposited on a Si/Si3N4 substrate. Between the film and the Si3N4 usually a thin YSZ
buffer layer is deposited. The SI substrate is removed below the bolometer area after the deposition process
to achieve a free-standing structure with small heat capacity and small thermal coupling to the heat sink.
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Figure 7.11: Specific detectivity D? as a function of wavelength. The dashed lines show the predicted D?

for the high-Tc bolometers on silicon and Si3N4 membranes using YBCO thermometers. These lines were
calculated using estimates for the minimum achievable heat capacity and thermal conductance and using
measurements of the voltage noise of high-Tc thermometers. Typical values of D? for InSb, PtSi, and HgCdTe
detectors in two-dimensional staring arrays operated at 77K are shown for comparison. Also shown are the
photon noise limits for photovoltaic (PV) and photoconductive (PC) detectors, which view 300K radiation in
a 0.02 sr field of view (according to P.L. Richards, J. Appl. Phys. 76, 1 (1994)).

which can be kept small by making C as small as possible. That is, both G and C should be as small as
possible to achieve good detector performance.

In general, different detectors are compared with respect to their specific detectivity D? =
√

A/NEP. Su-
perconducting transition edge bolometer with D?' 1014cm

√
Hz/W at a wavelength of 500 µm and a tem-

perature of 1.27 K have been fabricated using superconducting aluminium films on sapphire suspended
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by threads.42 For microbolometers based on high temperature superconductors D?∼ 1010cm
√

Hz/W and
NEP ∼ 10−12W/

√
Hz have been achieved at about 70-90 K. This detectivity is significantly better than

D? ∼ 108cm
√

Hz/W achieved for room temperature detectors. For instance, YBa2Cu3O7−δ meander-
shaped films (see Fig. 7.10) have been deposited on micrometer thick Si3N4 membranes with interme-
diate yttria-stabilized zirconia (YSZ) buffer layers.43,44 Typical values obtained for various detectors are
summarized in Fig. 7.11 including some cooled semiconductor detectors.45

Nonequilibrium Effects

So far we have assumed that the detector element always is in thermal equilibrium at an elevated tem-
perature T . However, this is true only on sufficiently long time scales that allow for establishing thermal
equilibrium. Fig. 7.12 illustrates the various interaction processes going on in a solid after the absorp-
tion of electromagnetic radiation. If the frequency of the incoming radiation is small, the energy usually
is directly coupled to the electronic system and results in Joule heating of the electronic system. The
heating only results in a change of energy distribution within a single band. If however the frequency is
larger the absorption of a single photon can result in band to band transitions. The resulting high energy
electronic excitations relax down to lower energies on a very short time scale τee of the order of ps via
electron-electron interactions. In this process a large number of low energy excitations is generated. This
process again results in heating up the electronic system to an effective temperature T el

eff. That is, after a
very short time scale only the electronic system has established thermal equilibrium but there is no ther-
mal equilibrium between electrons and phonons. Therefore, we can attribute an effective temperature
T el

eff only to the electronic systems but not to the sample as a whole. The value of T el
eff is given by the

radiation power and the heat capacity of the electronic system.

In a second step the electronic systems establishes equilibrium with the phonon system by electron-
phonon interaction. This process occurs on a much longer time scale τep ∼ 100 ps. After this thermal
equilibrium is established within the sample and we can can assign an effective temperature T0 to the
whole sample, which is of course above the temperature TS of the heat sink. T0 is determined by the
total heat capacity of the sample. Finally, the excess heat is transferred to the heat sink of temperature TS

by thermal conduction. If the coupling to the heat sink is via an insulator, only the phonons contribute
to this process and the characteristic time scale is given by the so-called phonon escape time τes. At
low temperature this time depends on the temperature (roughly proportional to 1/T 3) and the acoustic
mismatch between the different materials. Typically, the phonon escape time is more than an order of
magnitude larger than τep. It becomes small for very thin films as discussed in section 7.3.3. Summariz-
ing the discussion of the relaxation processes we can state that in most cases we have a three step process
with τee� τep� τes. A simple description of the relaxation processes going on after the absorption of
the incoming radiation can be given by rate equation.46,47

42J. Clarke, G.I. Hoffer, P.L. Richards, N.H. Yeh, Superconductive bolometers for submillimeter wavelengths, J. Appl. Phys.
48, 4865-4879 (1977).

43S. Verghese, P.L. Richards, K. Char, D.K. Fork, T.H. Geballe, Feasibility of infrared imaging arrays using high-Tc super-
conducting bolometers, J. Appl. Phys. 71, 2491-2498 (1992).

44S.J. Berkowitz, A.S. Hirahara, K. Char, E.N. Grossman, Low noise high temperature superconducting bolometers for
infrared imaging, J. Appl. Phys. 69, 2125-2127 (1996).

45P.L. Richards,Bolometers for Infrared and Millimeter Waves, J. Appl. Phys. 76, 1 (1994).
46R. Gross, M. Koyanagi, Effect of Electron Beam Irradiation on Superconducting Films , J. Low Temp. Phys. 60, 277

(1985).
47A.M. Kadin, A.M. Goldman, Dynamical effects in nonequilibrium Superconductors, in Nonequilibrium Superconductivity,

D.N. Langenberg ed., North-Holland, Amsterdam (1986).
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Figure 7.12: (a) Schematic illustration of the relaxation processes in a superconducting film deposited on a
substrate after the absorption of electromagnetic radiation. (b) Equivalent circuit for the relaxation processes.
The effective conductances are related to the relaxation times as Gi = Ci/τi.

7.3.3 Antenna-Coupled Microbolometers

Antenna-coupled microbolometers are used for the thermal detection of far-infrared or millimeter radia-
tion or the realization of so-called hot electron bolometers used for the direct detection and heterodyne
detection of the same radiation. The typical configuration of an antenna-coupled microbolometer is
shown in Fig. 7.13. The radiation is collected via an antenna structure (e.g. log-periodic or spiral an-
tenna). Then the radiation induced electrical power is dissipated by a micrometer-sized thermometer
such as a transition edge bolometer, a SIS junction, an inductance thermometer etc..

Transition-edge Microbolometers

For transition edge microbolometers the thermally active element is superconducting film positioned at
the center of the antenna structure, which thermalizes the currents induced by the detected electromag-
netic radiation. The impedance of the detector (about 80Ω) has to match the broadband antenna structure,
which may be either normal or superconducting. A typical example is a high temperature supercon-
ducting microbolometer coupled to a log-periodic antenna as shown in Fig. 7.13. The thermally active
element is for example an YBa2Cu3O7−δ microbidge with width and length in the micrometer regime,
which is suspended on a YSZ air-bridge. The free-standing YSZ structure is obtained by anisotropic
chemical etching of the Si substrate. In this way a small thermal conductance between the bolometer and
the substrate is established. At a temperature of about 85 K a responsivity of 1070 V/W was obtained for
such structure and the estimated NEP was 3.2× 10−12W/

√
Hz.48 Due to the small size and suspended

structure both a small thermal conductance and small heat capacity could be realized resulting in a small
thermal time constant of about 2 µs.

Hot Electron Microbolometers

A hot electron microbolometer consists of a superconducting antenna, a thin strip of normal metal acting
as antenna load and a thermometer to measure the electron temperature in the piece of normal metal.
Such structure is advantageous at very low operation temperatures and can act as sensitive detector for
far-infrared and millimeter wave radiation.

At low operation temperatures the thermal insulation of the dissipative element (normal metal) as well
as its temperature rise due to the detected radiation is enhanced due to the following reasons. Firstly, the

48M. Nahum, Qing Hu, P.L. Richards, S.A. Sachtjen, N. Newman, B.F. Cole, Fabrication and measurement of high-Tc
superconducting microbolometers, IEEE Trans. Magn. MAG-27, 3081-3084 (1991).
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incident radiation

log-periodic antenna
thermal detector

Figure 7.13: Schematic illustration of an antenna-coupled microbolometer. The thermal detector in the center
of the antenna structure can be fabricated on a suspended structure (cf. Fig. 7.10) in order to realize a small
heat capacity and thermal conductance and hence short thermal time constant.

thermal conductivity of insulators varies as T 3 and further the thermal conductance between the active
element and the substrate varies roughly as T 3 (Kapitza thermal boundary resistance). This allows for
a very efficient thermal decoupling of the absorber element from the environment going to low temper-
atures. Secondly, going to low temperatures the electron-phonon scattering time increases roughly as
1/T 3 and reaches τep & 10 µs at T < 0.1 K for copper.49 Due to the large τep the electron system effec-
tively decouples form the lattice. That is, only a small amount of the detected radiation power is going
into the lattice and mainly results in an increased electron temperature. Due to the decoupling between
electron and phonons we can speak about hot electrons. Thirdly, if the active element is a normal con-
ductor which is surrounded by superconducting material, the electronic excitations in the normal metal
are trapped there due to Andreev reflection.50 We see, that both the electrons and the phonons are trapped
for a long time in the active detector area.

As a thermometer for the increased electron temperature T el
eff of the normal metal absorber a

superconductor-insulator-normal metal (SIN) type junction is used. The normal electrode of this junction
is just the absorber element. The electron temperature in the N layer can be measured via the quasiparti-
cle tunneling current through the insulator. For such kind of microbolometer an extremely low NEP of a
few 10−19W/

√
Hz and a high responsivity of a few 109V/W is expected for an operation temperature of

0.1 K and a normal metal volume of about 1 µm3. The thermal conductance G between the electron and
phonon systems is expected to be as low as about 10−13W/K in this case. In experiments a responsivity
of 109V/W was measured for G = 2×10−13W/K and a normal metal (copper) volume of about 1.5 µm3.
The measured noise of 3×10−18W/

√
Hz was amplifier limited.51

Hot Electron Bolometer Mixer

The lack of SIS mixer technology for frequencies higher than about 1 THz (cf. section 7.1.4) initiated the
search for alternatives. At present the most promising solution appears to be the hot electron bolometer
(HEB) mixer shown in Fig. 7.14. It predominantly uses Nb or NbN microbridges as sensitive elements
and offers the following advantages:

49M. Nahum, P.L. Richards, C.A. Mears, Design analysis of novel hot electron microbolometers, IEEE Trans. Appl. Super-
cond. AS-3, 2124-2127 (1993).

50An electron that wants to enter the superconducting material from the normal metal side cannot do so for energies smaller
than the gap energy, since there are no available states in the superconductor below the gap energy.

51M. Nahum, J.M. Martinis, Ultrasensitive hot electron microbolometers, Appl. Phys. Lett. 63, 3075-3077 (1993).
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Figure 7.14: Schematic illustration of the hot electron bolometer mixer. The signal power Ps and the local
oscillator power Plo are detected by an antenna structure and transmitted through a superconducting micro-
bridge operated as a transition edge bolometer. The heat is removed from the active area by phonon escape
to the substrate and diffusion of hot electrons into the leads.

• the maximum signal frequency is not limited by the energy gap of the superconductor, enabling
mixing up to several THz.

• the required local oscillator power is very low (about 20-1000 nW) and does not increase with
frequency as for SIS mixers.

• for fs > 2∆(T )/h the rf impedance is expected to be essentially resistive and frequency indepen-
dent. There are no harmonics of the LO and signal frequency because the thermal response of the
bolometer is too slow. These two properties simplify the rf circuit design.

• a magnetic field to suppress Josephson currents is not required.

In contrast to diodes or SIS junctions with strongly nonlinear IVCs, the HEB is not switched by the local
oscillator between high- and low-conductance states. The switching model mentioned in section 7.1.2
is therefore not appropriate for HEB mixers. The dissipated rf power coupled via the antenna into the
microbridge can be written as

P(t) =
1
R

[vlo cos(ωlot)+ vs cos(ωst)]
2 . (7.3.19)

Due to the finite thermal time constant, the bolometer is too slow to follow the power variation at flo, fs,
and higher frequencies, but it should be fast enough to instantaneously respond to a power variation at
the desired IF frequency fIF = | flo− fs| of several GHz. We therefore obtain

P(t) = Plo +Ps +2
√

PloPs cos(ωIFt) (7.3.20)

with Plo = v2
lo/2R and Ps = v2

s/2R. The IF voltage amplitude can be written as

vIF = S ·2
√

PloPs =
dR
dT

I
Geff

2
√

PloPs

(1+ω2
IFτ2

eff)1/2 (7.3.21)
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with the responsivity S given by (7.3.10).

For h fS and h flo > 2∆, the superconductor behaves nearly as a normal conductor and R ' RN in good
approximation. Note that in the SIS mixer absorption of photons occurs by photon assisted tunneling.
The absorber itself, the SIS junction, stays at the bath temperature. In contrast, in the HEB the absorption
of photons results in a considerable increase in the electron temperature. Consequently, mixing is not
limited by the energy gap and good performance is expected up to tens of THz. Equation (7.3.21) is
misleading in the sense that an infinite increase of the LO power induces an infinite increase of the IF
output voltage. This is in principle correct, but other effects not included in (7.3.21) limit the LO power
level for bolometers. For the transition-edge bolometer the LO power must remain below the level at
which it would heat the electron gas in the microbridge above Tc. Usually the temperature of the heat
sink is chosen well below Tc and the LO power adjusted to a value that heats up the electron gas close to
Tc.

A few conditions have to be satisfied to achieve the desired high intermediate frequency of several GHz.
Firstly, only the electron gas but not the lattice should be heated. As discussed above, this can be
achieved, if the electron-electron scattering time τee is much shorter than the electron-phonon scattering
time τep. Then the the electronic system reaches thermal equilibrium within a short time scale without
the energy leaking into the phonon system. At low temperature, short τee between 10−10 and 10−12s is
obtained for very thin films in the dirty limit. Such films have large sheet resistance Rsh = ρ/d, where ρ

is the resistivity and d the film thickness. In good approximation we can express τep as52,53

τee ∼
10−8 [s]

Rsh[Ω/�] Tc[K]
(7.3.22)

For 10 nm thick Nb films sheet resistances between 12 and 28Ω/� have been reported.54,55 These films
typically have Tc' 5 K. For 10 nm thick NbN films, Rsh' 70Ω/� and Tc' 14 K.56 Fig. 7.15 shows opti-
cal micrographs of HEB mixers consisting of a NbN superconducting bridge with submicron dimensions
contacted by thick gold pads.

The hot electrons can be cooled down by phonon emission, which escape into the substrate, and/or by
the diffusion of hot electrons into normal metal contact pads. Depending on the dominating mechanism
one speaks about phonon or diffusion cooling.

Phonon Cooling: For phonon cooling we have an effective thermal time constant

τeff = τep + τes � τee . (7.3.23)

For Nb the electron-phonon scattering time can be expressed as57

τep ∼ 10−8 [s]
T 2

ph [K2]
, (7.3.24)

52P. Santhanam and D. Prober, Phys. Rev. B 29, 3733 (1984).
53E.M. Gershenzon, M.E. Gershenzon, G.N. Gol’tsman, A.M. Lyul’kin, A.D. Semenov, and A.V. Sergeev, Sov. Phys. Tech.

34, 195 (1989); see also Sov. Phys. JETP 3, 505 (1990).
54R.J. Schoelkopf, P.J. Burke, D.E. Prober, B. Karasik, A. Skalare, W.R. McGrath, M.C. Gaidis, B. Bumble, and H.G. LeDuc,

IEEE Trans. Appl. Supercond. AS-7, 3576 (1997).
55M. Frommberger, M. Schicke, P. Sabon, K.H. Gundlach, and K.F. Schuster, Proc. 4th Eur. Conf. on Appl. Supercond. Vol

2, 667 (1999).
56S. Cherednichenko, P. Yagoubov, K. Il’in, G. Gol’tsman, and E. Gershenzon, Proc. 8th Int. Symp. on Space Terahertz

Technol., Harvard University, Cambridge, MA (1997), p. 245.
57D.E. Prober, Appl. Phys. Lett. 62, 2119 (1993).
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(a) (b)
Au pads

HEB

Figure 7.15: Optical micrographs of hot electron bolometer mixers consisting of a NbN superconducting
bridge with submicron dimensions (not resolved in the micrograph) contacted by thick gold pads. (a) Spiral
antenna and (b) twin slot antenna (micrographs curtesy of SRON, The Netherlands).

where Tph is the phonon temperature. The escape time of phonons into the substrate can be written as58

τes ∼
4d

γvph
, (7.3.25)

where d is the film thickness, vph the sound velocity in the bolometer material and γ the transmission
coefficient of phonons at the bolometer/substrate interface, which includes acoustic mismatch.

To obtain effective phonon cooling the phonons generated in the microbridge by hot electrons should
escape as fast as possible into the substrate and not feed back energy into the electron system. This
requires τes� τep,τB. Here, τB is the pair breaking time of phonons with energy larger than 2∆. These
phonons can break up Cooper pairs and feed back their energy into the electron system. According to
(7.3.25), τes � τep can be obtained by using very thin films. Then, τeff ' τep, i.e. the electron-phonon
scattering time determines the speed of the HEB, which in turn determines the IF bandwidth 1/2πτep
of the mixer. For Nb we have τep ' 1 ns giving 1/2πτep ' 160 MHz. This is too narrow for radio
astronomy applications. Better results are expected for NbN. Here, τep ' 15 ps for d < 5 nm giving
1/2πτep ' 10 GHz.

The SSB conversion gain 1/LM = PIF/Ps has been calculated from (7.3.21). Assuming that the IF power
is coupled into the matched load we obtain59

1
LM

=
(

dR
dT

I
Geff

)2 PloPs

2RL

1
1+ω2

IFτ2
eff

. (7.3.26)

Here, RL is the load resistance and Geff is the electron-phonon thermal conductance, which is proportional
to the volume V of the bolometer. We see that the conversion gain is increasing with increasing LO power
and with larger dR/dT , i.e. with steeper R(T ) curves at the superconducting transition.60

The mixer noise is dominated by thermal fluctuations of the electron temperature. The contribution of
the Nyquist noise is generally smaller and the contribution of the shot noise is negligibly small. The

58W.R. McGrath, J.A. Stern, H.H. Javadi, J.R. Cypher, B.D. Hunt, and H.G. LeDuc, IEEE Trans. Magn. MAG-27, 2650
(1995).

59W.R. McGrath, J.A. Stern, H.H. Javadi, J.R. Cypher, B.D. Hunt, and H.G. LeDuc, IEEE Trans. Magn. MAG-27, 2650
(1995).

60B.S. Karasik and A.I. Elant’ev, Proc. 6th Int. Symp. on Space Terahertz Technol., Pasadena, CA (1995), p. 229.
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ultimate (SSB) mixer noise temperature, when the device is operated at temperatures T � Tc, can be
expressed as61

TM = (n+2) Tc . (7.3.27)

For phonon cooled NbN mixers n' 1.6.

Diffusion Cooling: The idea of diffusion cooling is that the hot electrons escape from the absorber
into the normal metal contact pads at the ends of the microbridge in a time shorter than the electron-
phonon scattering time τep.62 To achieve this the length L of the bridge should be smaller than the
diffusion length

√
Dτep of the hot electrons within the time scale τep. The diffusion constants of 10 nm

thick superconducting films where found to range between 0.2 (NbN) and about 10 cm2/s (Al). With
τep ∼ 10−10s this results in L. 0.1 µm at D = 1 cm2/s. The related IF bandwidth is 1/2πτep = 1.6 GHz.
Note that the IF bandwidth increases as 1/L2, if the length of the microbridge is reduced further.

The theory of diffusion cooled HEB mixers is still a matter of controversy. Because it is a topic of
ongoing actual research it will not be discussed in more detail here.

Superconducting Inductance Thermometers

Thermometers based on a resistive read-out have certain disadvantages. For example, biasing of the
superconductor in the middle of the resistive transition is required. Furthermore, self-heating due to
the bias currents limits the bias current range and in turn the available output voltage. Finally, nonzero
resistance always gives rise to Nyquist noise limiting the sensitivity. Therefore, it would be advantageous
to use a superconductor as a thermometer in the R = 0 state. This can be realized by superconducting
inductance thermometers.

The inductance of superconducting circuit elements is given by the sum of the geometric inductance Lgeo
and the kinetic inductance Lkin, which results from the inertia of the superconducting charge carriers. For
a thin film element the total inductance per square can be expressed as

L� = Lgeo +Lkin = µ0λL coth(d/λL) . (7.3.28)

Here, d is the film thickness and λL the London penetration depth. The latter is strongly temperature
dependent following

λL(t) =
λL(0)√
1− t4

, (7.3.29)

where t = T/Tc is the reduced temperature. For thin films (d/λL . 0.4) the kinetic inductance is domi-
nant. Approximating cothx' 1/x we obtain

L� ' Lkin ' µ0
λ 2

L

d
= µ0

λ 2
L (0)

d(1− t4)
. (7.3.30)

Then

dL�
L�dT

' dLkin

LkindT
' 4t3

(1− t4)Tc
. (7.3.31)

61B.S. Karasik and W.R. McGrath, Proc. 9th Int. Symp. on Space Terahertz Technol., Pasadena, CA (1998), p. 73.
62D.E. Prober, Appl. Phys. Lett. 62, 2119 (1993).
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We see that dL�/dT becomes larger when T approaches Tc, e.g. ∆L�/L� ' 18.5∆T/Tc at t = 0.95.

The strong temperature dependence of the kinetic inductance close to Tc results from the strong temper-
ature dependence of the Cooper pair density in this temperature regime. It can be used for the realization
of sensitive inductance thermometers. For the measurement of the inductance value sensitive SQUID
sensors can be used. Although the kinetic inductance thermometers have not yet been fully optimized,
a noise equivalent power of a few times 10−11W/

√
Hz and a responsivity of a few times 106V/W have

been achieved at t = 0.8 with a niobium device.63

63J.E. Sauvageau, D.G. McDonald, E.N. Grossman, Superconducting kinetic inductance radiometer, IEEE Trans. Magn.
MAG-27, 2757-2760 (1991).
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7.4 Superconducting Particle and Single Photon Detectors

With increasing quantum energy of the incoming radiation, the signal due to individual photons may
become larger than the noise floor making the detection of single photon events possible. This is in
contrast to the situation discussed in sections 7.2 and 7.3, where we have discussed the case that single
photon events cannot be resolved and the detector only can measure the average number of photons
absorbed per unit of time.

If for sufficiently large photon energy (e.g. in the visible, UV or x-ray regime) the signal generated by the
absorption of a single photon exceeds the noise level, a measurable electrical signal is generated by the
absorption of every single photon. Then, if the time interval between the incoming photons is larger than
the characteristic time constant of the detector, one can use the detector to count the number of absorbed
photons (photon counting mode). We also can average over the individual signal pulses to obtain the
average rate of incoming photons (photon integrating mode). If we are able to resolve the dependence of
the signal amplitude on the energy of the absorbed photon, we even can use the detector to determine the
energy of each incoming photon. That is, we can use the detector as a radiation spectrometer. In this case
for thermal detectors one usually refers to a microcalorimeter rather than a bolometer. Of course the
various operation modes cannot only be applied to photon detection but also to the detection of particles
such as electrons, protons, neutrons, α-particles, etc. which deposit their kinetic energy in the detector on
absorption. Here, the particle absorption process also generates high energy excitations in the absorber
material, which quickly relax down thereby heating up the electron and phonon systems in a similar way
as during photon absorption.

At present two main types of high energy resolution superconducting photon/particle detectors exist. The
first type, the superconducting tunnel junction detector (STJD), is a non-thermal detector. It extracts the
charge carriers generated by the photon/particle absorption before they thermalize with the lattice. The
other type, the microcalorimeter, is a thermal detector. It measures a temperature variation generated
by the photon/particle absorption. Both detector types are briefly addressed in the following subsec-
tions. Until today, superconducting particle/photon detector and spectrometers have been developed into
a powerful technology. In particular, cryogenic spectrometers are beginning to enable new types of mea-
surements. Spectrometers based on superconducting tunnel junctions (STJ) and transition edge sensors
(TES) already have been used in various applications such as high sensitivity astronomical imaging in the
optical to soft x-ray regime or x-ray microanalysis of biological and industrial materials.64,65,66,67,68,69

7.4.1 Thermal Photon and Particle Detectors: Microcalorimeters

The operation principle of a thermal single photon/particle detector is the same as that described in
section 7.3. The absorption of a single photon or particle heats up the sensor volume and the temperature
rise is measured by a sensitive thermometer. If a transition-edge bolometer is used as thermometer
the detectors are referred to as transition edge sensors (TES). We note that in contrast to the antenna-
coupled microbolometers we do not need a collecting antenna structure, because the wavelength of the
detected photons (visible to x-ray regime) and particles is smaller than the detector size. The incoming
photon/particle is rather absorbed directly in the sensor volume, which may be covered by a layer of high

64D. Twerenbold, Cryogenic particle detectors, Rep. Prog. Phys. 59, 349-426 (1996).
65K. D. Irwin, G. C. Hilton, D. A. Wollman, and J. M. Martinis, Appl. Phys. Lett. 69, 1945 (1996).
66F. Scott Porter, Nucl. Instrum. Methods Phys. Res. A 520, 354 (2004).
67D. A. Wollman, K. D. Irwin, G. C. Hilton, L. L. Dulcie, D. E. Newbury, and J. M. Martinis, J. Microsc. 188, 196 (1997).
68S. Friedrich et al., IEEE Trans. Appl. Supercond. AS-7, 3383-3386 (1997).
69A. Peacock, P. Verhoeve, N. Rando, A. van Dordrecht, B. G. Taylor, C. Erd, M. A. C. Perryman, R. Venn, J. Howlett, D. J.

Goldie, J. Lumley, and M. Wallis, Single optical photon detection with a superconducting tunnel junction, Nature 381, 135-137,
(1996).
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Figure 7.16: Optical micrographs of (a) a single TES and (b) a 5x5 array of TES based on Cu absorbers and
Ti/Au transition-edge sensors (micrographs curtesy of SRON, The Netherlands).

absorptivity ε ∼ 1. Note that the counting rate of the detectors is limited by the thermal time constant,
which should be kept small by reducing the heat capacity of the detector.

As discussed in section 7.3.2 the energy resolution of microcalorimeters using transition edge sensors is
ultimately limited by thermodynamic energy fluctuations in the detector due to the random exchange of
phonons through the thermal link which connects the detector to the heat sink at temperature T0 (phonon
noise), and the Nyquist noise of the transition edge sensor. Photon noise and 1/ f noise usually are
negligible. At low temperatures in most cases the thermal noise is limiting the energy resolution. With

the noise equivalent power NEP =
√

4kBT 2
0 G (for ε = 1, compare (7.3.12)) of the thermal fluctuation

noise we obtain with the thermal time constant τ = C/G the energy resolution ∆E = NEP
√

τ (i.e. we set
the bandwidth equal to 1/τ) to70

∆EFWHM = 2.355
√

4kBT 2
0 C . (7.4.1)

Here, the factor 2.355 = 2
√

2ln2 converts from one standard deviation to FWHM. As an example, for
T0 = 0.1 K and C = 10−12J/K, corresponding to a detector volume of 100 µm3 for a specific heat capacity
cv ∼ 1J/m3K, we expect ∆EFWHM ' 10 eV. We see that we can improve the energy resolution by reducing
T0 and C. However, in practice this is difficult to do. Firstly, a reduction of T0 increases the cryogenic
effort in particular when going to T < 0.1 K. Secondly, C cannot be reduced arbitrarily by reducing the
detector volume because a finite absorber volume is required to have a sufficient quantum efficiency of
the detector. Thirdly, a reduction in T0 results in a strong reduction of G (typically, due to the Kapitza
boundary resistance between heat sink and sensor we have G ∝ T 3) thereby increasing τ and hence
decreasing the maximum counting rate of the detector. Therefore, one has to make a trade-off between
energy resolution, cryogenic effort and counting rate. Note that the energy resolution of a detector can
be derived from the NEP. For example, as already discussed in sections 7.2 and 7.3 the NEP of direct
detectors and thermal detectors can be as low as 10−18W/

√
Hz. If such detector has a thermal time

constant τ ' 1 ms, this detector is capable of resolving an energy of a few times 10−19J. This is just the
energy of a soft x-ray photon with h̄ω ' 1 eV or a particle with the same kinetic energy.

Microcalorimeters based on transition-edge sensors (TES) positioned on Si3N4 membranes and using
low noise SQUID preamplifier for signal amplification have been successfully fabricated and tested.

70We also can use the following intuitive argumentation: The exchange of phonons produces random fluctuations in the
energy content of the absorber and consequently fluctuations in the temperature. These fluctuations can be quantified by the by
using the fact that the effective number of phonons in the absorber is of the order C/kB. The energy of a typical phonon is kBT
and the rms fluctuation of one phonon is of the order of one, therefore the mean-squared energy fluctuation in the absorber is
(kBT )2C/kB, i.e. 〈∆E2

rms〉 ∼ kBT 2C.
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Usually materials with Tc well below 1 K such as Mo/Cu or Ti/Au are used. An energy resolution of a
few eV at a counting rate of about 1000 counts per second at 1 keV photon energy have been reported
for an effective collection area of 4 mm2 and T = 0.1 K. These detectors are well suited for applications
in X-ray microanalysis.71,72,73,74 Fig. 7.16 shows optical micrographs of a single TES and an array of
TES based on Cu absorbers and Ti/Au transition-edge sensors. As an example, Fig. 7.17 shows the x-ray
spectrum of an 55Fe source recorded by a microcalorimeter based on a Mo/Cu transition edge sensor.
From the measured spectrum an energy resolution of 4.5±0.1 eV FWHM at a photon energy of 5.9 keV
is determined. Successive design changes improved the measured energy resolution of the sensors from
4.5 eV FWHM to 2.4 eV.75 Sensors with this energy resolution are well matched to applications in x-ray
astrophysics and terrestrial materials analysis. The best energy resolutions (at about 6 keV) obtained so
far with TESs are more than 30 times better than ubiquitous silicon-lithium sensors.76,77 Despite this
impressive performance, the resolution of TESs has not yet reached the predicted theoretical limits and
further improvements are expected.

Furthermore, superconducting transition-edge sensors for the wideband detection of individual photons
from the mid infrared through the optical into the far ultraviolet have been fabricated.78,79 Square-shaped
(∼ 20 µm2 on a side) tungsten transition-edge sensors have been shown to be able to detect single photon
events above a threshold of 0.3 eV with an energy resolution of 0.15 eV FWHM, and with a rise and fall
time of 0.5 and 60 µs, respectively. The W films have a sharp superconducting transition at about 80 mK
with a transition width of less than 1 mK. The Si substrate is maintained at an operating temperature
of about 40 mK, half of the W transition temperature, via the Joule heating produced by the voltage
bias. The intrinsic stability of the voltage bias is due to negative electrothermal feedback,80,81 where an
increase in sensor temperature and thus an increase in sensor resistance causes a decrease in Joule heating
(V 2/R). Similarly, a decrease in sensor temperature causes an increase in Joule heating. This mode of
operation leads to substantial improvements in resolution, linearity, dynamic range, and count rate. The
improvement of the energy resolution is due to the fact that the electrothermal feedback suppresses the

71K. D. Irwin, G. C. Hilton, John M. Martinis, S. Deiker, N. Bergren, S. W. Nam, D. A. Rudman, and D. A. Wollman, A
Mo-Cu superconducting transition-edge microcalorimeter with 4.5 eV energy resolution at 6 keV, Nucl. Instr. Meth. A 444,
184-187 (2000).

72D.A. Wollman, S.W. Nam, D.E. Newbury, G.C. Hilton, K.D. Irwin, N.F. Bergren, S. Deiker, D.A. Rudman, J.M. Marinis,
Superconducting Transition-Edge-Microcalorimeter X-ray Spectrometer with 2 eV Energy Resolution at 1.5 keV, Nucl. Instr.
Meth. A 444, 145-150 (2000).

73D.A. Wollman, S.W. Nam, G.C. Hilton, K.D. Irwin, N.F. Bergren, D.A. Rudman, J.M. Martinis, D.E. Newbury, Mi-
crocalorimeter Energy-Dispersive Spectrometry Using a Low Voltage Scanning Electron Microscope, J. Microscopy 199, 37-44
(2000).

74B. Cabrera, R. M. Clarke, P. Colling, A. J. Miller, S. Nam, and R. W. Romani, Detection of single infrared, optical, and
ultraviolet photons using superconducting transition edge sensors, Appl. Phys. Lett. 73, 735-737 (1998).

75J. N. Ullom, J. A. Beall, W. B. Doriese, W. D. Duncan, L. Ferreira, G. C. Hilton, K. D. Irwin, C. D. Reintsema, and L. R.
Vale, Optimized transition-edge x-ray microcalorimeter with 2.4 eV energy resolution at 5.9 keV, Appl. Phys. Lett. 87, 194103
(2005).

76W. M. Bergmann Tiest, H. F. C. Hoevers, M. P. Bruijn, W. A. Mels, M. L. Ridder, P. A. J. de Korte, and M. E. Huber, AIP
Conf. Proc. 605, 199 (2002).

77C. K. Stahle, R. P. Brekosky, E. Figueroa-Feliciano, F. M. Finkbeiner, J. D. Gygax, M. J. Li, M. A. Lindeman, F. Scott
Porter, and N. Tralshawala, Proc. SPIE 4140, 367 (2000).

78B. Cabrera, R. Clarke, P. Colling, A. Miller, S. Nam, R. Romani, Detection of single infrared, optical, and ultraviolet
photons using superconducting transition edge sensors, Appl. Phys. Lett. 73, 735 (1998).

79J.C. Mather, Super photon counters, Nature 401, 654-656 (1999).
80K. D. Irwin, An application of electrothermal feedback for high resolution cryogenic particle detection, Appl. Phys. Lett.

66, 1998 (1995).
81K. D. Irwin, G. C. Hilton, D. A. Wollman, and John M. Martinis, X-ray detection using a superconducting transition-edge

sensor microcalorimeter with electrothermal feedback, Appl. Phys. Lett. 69, 1945-1947 (1996).

© Walther-Meißner-Institut



Section 7.4 APPLIED SUPERCONDUCTIVITY 317

5.5 6.0 6.5
0

100

200

300

400

500

600

 

co
un

ts
 / 

1e
V

 b
in

energy (keV)
5.88 5.89 5.90 5.91

energy (keV)

Mn Kα

Mn Kβ

S
i 3

N
4

h
it

s

Mn Kα2

Mn Kα1

Figure 7.17: Spectrum of an 55Fe source recorded by a microcalorimeter based on a Mo/Cu transition edge
sensor. (a) Wide spectrum (b) a weighted least-squares fit of the Mn-Kα x-rays to a convolution of the
theoretical line profile and a Gaussian instrument response. An instrument resolution of 4.5±0.1 eV FWHM
is determined (according to K.D. Irwin et al., Nucl. Instr. Meth. A 444, 184-187 (2000)).

Nyquist noise for frequencies smaller the 1/τeff, where τeff is the effective thermal time constant.82,83,84

The achieved energy resolution of ∼ 0.15 eV FWHM is within a factor of 2 of the prediction based on
intrinsic thermodynamic fluctuations. The quantum efficiency (the transmission coefficient times the
absorption efficiency) of the W films has not been measured directly, however, from published data a
value of about 50% over the wavelength range from 1 µm to 350 nm dropping to below 10% for longer
wavelengths is expected.

In order to achieve high energy resolution, the microcalorimeters have to be operated at low temperatures
(typically below 0.1 K). Furthermore, the thermal conductance coupling the sensor volume to the heat
sink has to be small resulting in large thermal time constants of the order of 100 µs. This limits the
count rates of the microcalorimeters to a few 1000/s. These difficulties can be partly overcome by
superconducting tunnel junction detectors (STJDs) discussed in the next subsection. STJDs have the
potential to count at significantly higher rate because of their much faster pulse decay time. In addition,
STJDs can be operated at a somewhat higher temperature of about 300-500 mK without degradation
of detector performance and do not require temperature stabilization in this range. This facilitates the
implementation and operation of these detectors.

82By electrothermal feedback the energy resolution is improved by a factor of about 1/
√

T0β below what is called the

thermodynamic limit (∆E =
√

4kBT 2
0 C). Here, the dimensionless quantity T0β = (T0/R0)(dR/dT ) measures the sharpness of

the resistive transition of the superconducting transition edge sensor.
83J. N. Ullom, W. B. Doriese, G. C. Hilton, J. A. Beall, S. Deiker, W. D. Duncan, L. Ferreira, K. D. Irwin, C. D. Reintsema,

and L. R. Vale, Characterization and reduction of unexplained noise in superconducting transition-edge sensors, Appl. Phys.
Lett. 84, 4206-4208 (2004).

84J. C. Mather, Bolometer noise: nonequilibrium thoery, Appl. Opt. 21, 1125 (1982).
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7.4.2 Superconducting Tunnel Junction Photon and Particle Detectors

The first published experimental result of using superconducting tunnel junctions as particle detectors
is from Wood and White in 1969, who detected 5.1 MeV α-particles from a 239Pu source with a
Sn/SnO2/Sn tunnel junction.85 Similar investigations were carried out by Kurakado and Mazaki about
ten years later, who presented for the first time a pulse height spectrum of the α-particle energy loss
in a superconducting tunnel junction.86 Whereas in thermal photon/particle detectors the temperature
increase due to an absorbed photon/particle is detected, the superconducting tunnel junction detectors
(STDJs) are based on a non-thermal detection scheme. The incoming radiation generates an excess num-
ber N of quasiparticles, which is proportional to the energy E of the absorbed photon/particle. Detailed
calculations for Nb show that87,88

N =
E

1.74 ∆
=

E
ε

, (7.4.2)

where ∆ is the energy gap of the superconducting material and ε the average energy required to create
a single quasiparticle. This result is quite close to N = E/∆ what is expected naively, since a minimum
energy of 2∆ is required to break up a Cooper pair thereby generating two quasiparticle excitations. Of
course, in reality some energy is lost into other channels what is taken into account by the factor 1.74.

In order to determine the photon/particle energy, the excess quasiparticles have to be counted within
their lifetime. This can be done by measuring the increase δ I of the quasiparticle tunneling current
due to the generated excess quasiparticles. The integral

∫
δ Idt is proportional to the number N of the

generated excess quasiparticles, which in turn is proportional to the energy of the absorbed photon or
particle. The detection scheme of a STJD is completely analogous to a semiconductor pn-junction. In
the latter, the absorption of a photon/particle generates electron-hole pairs which are separated in the
electric field of the pn-junction and counted by measuring the integral of the radiation induced excess
current. The operation principle of the SIS tunnel junction detector is schematically shown in Fig. 7.18.
The incoming photon or particle is absorbed in the junction electrodes and generates a large number of
electron and hole like excess quasiparticles by breaking up Cooper pairs. The initially highly excited
quasiparticles quickly relax down to the band edge by electron-electron interaction (cf. Fig. 7.12 and
related discussion). As for the semiconductor pn-junction these excess quasiparticles are separated via
the voltage drop across the tunneling barrier and counted by measuring the time integral

∫
δ Idt of the

excess quasiparticle tunneling current.

The electronic readout of STJDs can be provided by simple FET-based charge or current sensitive pream-
plifiers and conventional spectroscopy shaping amplifiers. In order to measure the electrical signal from
a particle interaction, the junction is usually biased at V < 2∆/e. The signal current develops a signal
voltage Vs across the parallel combination of the bias resistor RB and the amplifier input resistance Ri in
parallel with the dynamic resistance Rd of the STJD at the bias point and with the junction capacitance
CJ and stray plus preamplifier input capacitance Ci (see Fig. 7.19). The signal is amplified with either a
voltage- or charge-sensitive preamplifier, usually with a FET input, although a SQUID amplifier can be
used instead. Note that the Josephson current is reduced to zero by applying a magnetic field parallel to
the tunneling barrier.

85G.H. Wood, B.L. White, Pulses induced in tunneling currents between superconductors by alpha-particle bombardment,
Appl. Phys. Lett. 15, 237 (1969); Can. J. Phys. 51, 2032 (1973).

86M. Kurakado and H. Mazaki, Quasiparticle excitation in a superconducting tunnel junction by α particles, Phys. Rev. B
22, 168 (1980): Nucl. Instrum. Methods 185, 141 (1981); Nucl. Instrum. Methods 185, 149 (1981).

87M. Kurakado, Nucl. Instrum. Methods Phys. Res. 196, 275-277 (1982).
88N. Rando, A. Peacock, A. v. Dordrecht, C. Foden, R. Engelhardt, B. G. Taylor, P. Gare, J. Lumley, and C. Pereira, Nucl.

Instrum. Methods Phys. Res. 313, 173 (1992).
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Figure 7.18: Functional principle of a superconducting tunnel junction detector. (a) A large number of
electron- (full circles) and hole-like quasiparticles (open circles) are generated by breaking up Cooper pairs
(shaded circles) on absorption of a photon or particle. (b) Schematic illustration of the energy diagram of
a SIS junction with applied voltage V . Note that the energy of the electrons and holes is plotted up- and
downwards from the Fermi level, respectively. The electron- and hole-like quasiparticles tunnel from right to
left and left to right, respectively, resulting in a charge transport in the same direction.
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Figure 7.19: Simplified circuit diagram of a superconducting tunnel junction detector (STJD). The Josephson
current through the idal Josephson element is reduced to zero by a magnetic field.

Energy Resolution

The dominating process limiting the energy resolution of STJDs is the statistical fluctuations of the num-
ber N of quasiparticles generated after the absorption of a photon or particle. The statistical fluctuation
of the generated excess quasiparticle number is

√
F N, where F is the Fano factor89 describing the sta-

tistical distribution in the number of quasiparticles. For example, for a homogeneous niobium tunnel
junction, Monte Carlo simulations predict F ' 0.2. With N = E/1.74∆ = E/ε the energy resolution is
given by

∆E
E

=
√

F N
N

=

√
F
N

=

√
F ε

E
or ∆EFWHM = 2.355

√
F ε E . (7.4.3)

Here, the factor 2.355 = 2
√

2ln2 converts from one standard deviation to FWHM. There may be other
factors limiting the energy resolution such as (i) an insufficient counting of the generated excess quasi-
particles by tunneling, (ii) spatial inhomogeneities of the detector, (iii) diffusion losses of quasiparticle
into the leads or (iv) amplifier noise. Assuming that these processes result in statistically independent

89U. Fano, Ionization yield of rations: II. the fluctuations of the number of ions, Phys. Rev. 72, 26-29 (1947).
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fluctuations of the number of counted excess quasiparticles, the energy resolution can be written as

∆E
E

=
1
E

√
∆E2

intr +∆E2
tun +∆E2

inh +∆E2
diff +∆E2

ampl + . . . . (7.4.4)

Here, ∆Eintr is the intrinsic energy resolution given by (7.4.3).

We see that the intrinsic energy resolution increases on increasing N or, equivalently, on decreasing the
average energy ε required to generate a single charge excitation. This is the basic advantage of STJDs
compared to semiconductor pn-junction detectors. For the latter the average energy ε required for the
generation of an extra electron-hole pair is given by the semiconductor energy gap Eg, which is of the
order of 1 eV. In contrast, for STJDs ε is of the order of the superconducting energy gap ∆, that is typically
1 meV for most metallic superconductors. Therefore, at the same photon/particle energy, N is much
larger for superconducting detectors resulting in a much better energy resolution. For comparison, the
following Table summarizes the average energies required for the generation of elementary excitations
in different detector systems.

detector type excitation ε

gas proportional counter electron-hole pair 25-35 eV
scintillator photon ≈ 3 eV
semiconductor detector electron-hole pair 3.65 eV (Si), 2.85 eV (Ge)
STJD quasiparticle 2.6 meV (Nb), 1.3 meV (Ta)
superfluid 4He roton 0.75 meV
superfluid 3He quasiparticle 0.14 µeV

Taking into account the statistics of the tunneling process we can rewrite (7.4.3) as

∆EFWHM = 2.355
√

(F +F ′) ε E . (7.4.5)

Here we have introduced the quantity F ′ to account for the statistical fluctuations introduced by the
tunneling process (tunneling is of course a statistical process). F ′ can be estimated by Monte-Carlo
simulations taking into account that the quasiparticles can tunnel back and forth through the tunneling
barrier several times during the lifetime. For a symmetric junction, F ′ = 1 + 1/n is found, where n
is the average number of times each quasiparticle tunnels through the barrier.90 ,91,92 As discussed

90To estimate the effect of multiple tunneling on statistical spread we assume that each quasiparticle recombines after some
time t which has a probability distribution P(t) = τ

−1
R exp(−t/τR), where τR is the recombination time. During the time

interval t this quasiparticle tunnels n times. We also assume that the probability distribution for n given t is Poissonian. To get
the distribution for n alone, we integrate over the lifetime distribution to obtain

P(n) =
∞∫

0

e−t/τR

τR

e−t/τtun

n!

(
t

τtun

)n
dt =

τn
Rτtun

(τtun + τR)n+1 ,

where τtun is the tunneling time discussed below. P(n) has mean n = τR/τtun and variance σ2
n = n(n+1). Since the tunneling

and recombination events are uncorrelated, we can add the variances of the generation and the tunneling process. For the
tunneling process we obtain

√
Ntun

Ntun
=

√
Nn(n+1)

nN
=
√

N
N

√
1+

1
n

.

91C. A. Mears, S. E. Labov, and A. T. Barfknecht, Energy-resolving superconducting x-ray detectors with charge amplifica-
tion due to multiple quasiparticle tunneling, Appl. Phys. Lett. 63, 2961 (1993).

92D. J. Goldie, P. L. Brink, C. Patel, N. E. Booth, and G. L. Salmon, Statistical noise due to tunneling in superconducting
tunnel junction detectors, Appl. Phys. Lett. 64, 3169 (1994).
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Figure 7.20: Energy resolving power of STJDs fabricated from different materials. For the calculation F +F ′=
1.5 has been used.

below, the average number n of tunneling events per quasiparticle can be estimated by dividing the
observed quasiparticle lifetime by the average tunneling time, that is, by the average time it takes each
quasiparticle to tunnel. Typically, n < 5 is realized in STJDs. Note that for n < 1 only a fraction of the
generated quasiparticles is counted within their lifetime. In this case the energy resolution is degraded
considerably by the tunneling process.

Often the energy resolving power R = E/∆E is used. For a symmetric tunnel junction detector the energy
or wavelength resolving power R limited by the statistics of charge carrier generation (Fano noise) and
tunneling (tunneling noise) is given by

R =
1

2.355

√
E

(F +F ′) ε
. (7.4.6)

This expression shows that the achievable relative spectral resolution of STJDs depends on the material
of the electrodes (via ε) and other specifics of the STJD such as the tunneling time (via F ′). Roughly, R is
of order one part in ten to one part in a hundred in the near-UV, varying as the square root of the photon
energy. Fig. 7.20 shows the resolving power of symmetric superconducting tunnel junction detectors
fabricated from different materials.

By arranging a number of STJ devices into a two dimensional array, a true “three dimensional” detector
can be constructed, whose output is not just the number of photons registered in each pixel of the image,
but their distribution in energy throughout the UV, visible and near-IR. This unique ability to discriminate
photons in wavelength without the use of filters or dispersive elements obviously comes at a price. In
order to be able to distinguish the relatively feeble charges generated by the STJD above the thermal
background noise, it is necessary that such devices operate at extremely low temperatures, typically
below 1 K.
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Quasiparticle Counting by Tunneling

Since the pioneering work by Giaever it is well known that the quasiparticle density can be probed by
an SIS junction.93,94 The principle of STJDs is based on the counting of the number of excess particles
generated by the incident radiation via tunneling. Since insufficient counting of the generated excess
quasiparticles results in a degradation of the energy resolution, the STJDs have to be designed for opti-
mizing the quasiparticle counting process.

The main tunneling processes in a SIS tunnel junction are sketched in Fig. 7.21. Process A describes the
tunneling of a quasiparticle from superconductor 1 (S1) to supercunductor 2 (S2). The probability of this
process is large due to the high density of states in S1 and the large density of available empty states in
S2. Process B is more complicated because it involves a Cooper pair state. In this context we emphasize
that a quasiparticle excitation |k,σ〉, with k the momentum and σ the spin of the quasiparticle, can be
electron- or hole-like with the probabilities given by the coherence factors uk and vk.95 In process B a
state |k2 ↑〉 in S2 forms a Cooper pair with a state |− k2 ↓〉, which is provided by tunneling. In S1 a state
|k1 ↑〉 is left. That is, in total a quasiparticle excitation is transferred form S2 to S1, however, with the
total charge e transferred from S1 to S2 due to the transfer of the involved Cooper pair from S1 to S2.
Process B can be viewed as the tunneling of a hole-like excitation from S2 to S1. Process B has large
probability due to the high density of states in S2 and the large density of available states in S1. The
processes C and D are analogous to A and B, however, with much smaller probabilities. The existence
of the two processes A and B (and the analogous processes C and D) means that tunneling in itself is not
a loss mechanism. Once a quasiparticle excitation had tunneled form S1 to S2 (process A) it can tunnel
back again (process B) resulting in an additional charge transfer in the same direction. This occurs for
either polarity of the voltage bias. That is, in contrast to a semiconductor pn-junction, where the charge
associated with the electron-hole pair is counted only once, in a SIS tunnel junction the quasiparticle
excitation can be counted several times. As will be discussed in more detail below, the counting factor
depends on the ratio of the quasiparticle lifetime and the tunneling time.

Summing up the contributions of the different tunneling processes results in the total tunneling current

I =
1

eRN

+∞∫
−∞

ρ1(E)ρ2(E + eV ) [ f1(E)− f2(E + eV )] dE . (7.4.7)

Here, f (E) is the Fermi function and

ρ(E) =
|E|√

E2−∆2
for |E| ≥ ∆

ρ(E) = 0 for |E| < ∆ (7.4.8)

93I. Giaever, Energy Gap in Superconductors Measured by Electron Tunneling, Phys. Rev. Lett. 5, 147 (1960).
94I. Giaever, Electron tunneling and superconductivity, Rev. Mod. Phys. 46, 245 (1974).
95The quasiparticle creation and annihilation operators β

+
kσ

and βkσ are related to the electron creation and annihilation
operators b+

kσ
and bkσ via the Bogoliubov-Valentin transformations

bk↑ = u?
kβk↑+ vkβ

+
−k↓

b+
−k↓ = −v?

kβk↑+ukβ
+
−k↓ .

Due to the fermionic nature of the electrons, the operators b+
kσ

and bkσ have to satisfy canonical anti-commutation relations. It
can be shown that the new operators β

+
kσ

and βkσ also satisfy the anti-commutation relations if |u2
k |+ |v

2
k |= 1. For example, the

operator β
+
−k↓ = u?

kb+
−k↓+ v?

kbk↑ creates an electron in the state |− k ↓〉 with the amplitude u?
k and at the same time annihilates

an electron in state |k ↑〉 with amplitude v?
k . The calculation of the amplitudes shows that for k� kF we have uk ' 1,vk ' 0,

i.e. here the quasiparticle excitations effectively are “electrons”, whereas for k� kF we have uk ' 0,vk ' 1, i.e. here the
quasiparticle excitations effectively are “holes”.
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Figure 7.21: Tunneling processes in a superconducting tunnel junction. Processes A and B (a) result in charge
transport from S1 to S2, whereas processes C and D (b) result in charge transport from S2 to S1. Due to
the much larger probabilities of processes A and B for the chosen bias voltage a net current is obtained from
S1 to S2. Processes B and D involve a Cooper pair state. They can be viewed as the tunneling of a hole-like
quasiparticle excitation from S2 to S1 and vice versa, respectively. The open and full symbols mark the initial
and final states, respectively.

is the normalized BCS density of states. The normal resistance RN is related to the normal state single
spin density of states n0 at the Fermi level as

RN =
4πe2

h̄
|T 2| n2

0 . (7.4.9)

Here, |T 2| is the tunneling probability, which is determined by the thickness and height of the tunneling
barrier. For kBT � |eV | < 2∆ the tunneling current as function of temperature and bias voltage can be
expressed as

I(T,V ) =
nq,th(T )
2eRNn0

ρ(∆+ eV ) , (7.4.10)

where

nq,th(T ) = 4n0

∞∫
∆0

ρ(E) f (E) dE = 2n0
√

2π∆0kBT exp
(
− ∆0

kBT

)
(7.4.11)

is the thermal quasiparticle density and ∆0 = ∆(T = 0). We see that at low temperatures the thermal
quasiparticle density and the associated tunneling current becomes exponentially small. For example,
in a Nb tunnel junction with a volume of (100 µm)2)× 1 µm there are only about 106 quasiparticles at
T = 1.3 K. This is about the same number as generated by the absorption of a 1 keV photon. That is,
at low T the excess quasiparticle density generated due to the absorption of a photon/particle and the
related extra tunneling current may become larger than the corresponding thermal quantities.

With the expression for the tunneling current we can write down the extra current due to the absorption
of a photon/particle. For simplicity we assume a SIS junction consisting of two electrodes of the same
material and the same thickness. The signal current δ Is as a function of time may be approximated by

δ Is(t) = δ Is(0) e−t/τD =
eδN
τtun

e−t/τD , (7.4.12)
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where 1/τtun = Γtun is the tunneling rate, τD the decay time of the current pulse, and δN = E/ε the
excess quasiparticle number generated in the junction electrodes due to a radiation event. Although τD

is the decay time of the current pulse, it is often called the rise time of the associated charge pulse

δQs(t) =
t∫

0

δ Is(t ′) dt ′ =
eδN
τtun

τD

[
1− e−t/τD

]
. (7.4.13)

In first order approximation the total collected charge δQ is given by

δQs = eδN
τD

τtun
. (7.4.14)

We see that the collected charge is large, if the tunneling time is large compared to the decay time of the
signal pulse.

Writing expression (7.4.10) for the tunneling current as I = enq,thV/τtun we obtain the tunneling time96,97

τtun =
2e2n0 Ad RN

ρ(∆+ eV )
=

2πen0 ∆ d
Jcρ(∆+ eV )

. (7.4.15)

Here, we have used V = Ad with A the junction area and d the thickness of the electrodes as well as
IcRN ' π∆/e and Ic = JcA. We see that the tunneling time decreases with decreasing d and increasing
Jc. For example, for Nb with n0 ' 4×1022/eV cm3 we obtain a tunneling time of about 60 ns for a film
thickness of d = 10 nm, a critical current density of Jc = 1000 A/cm2 and using ρ ' 1.

Quasiparticle Lifetime: The two tunneling processes A and B of Fig. 7.21 imply that, following an
interaction in say S1, leading to an increase in the tunneling process A, there will be an increase in the
quasiparticle density in S2, and in turn an increase in process B. Thus, a cyclic process can occur which
leads to signal amplification.98 This process is limited by the loss rate τD of the quasiparticles discussed
in the following. The loss rate can be expressed as

ΓD =
1

τD
=

2
τR

+
1
τX

. (7.4.16)

The rate 1/τR is the effective quasiparticle recombination rate and the factor of two arises because two
excess quasiparticles are lost in the recombination to a Cooper pair. The factor 1/τX includes all other
loss mechanisms, for example outdiffusion of quasiparticles into the connecting leads of the junction
where they are unable to tunnel. In in the ideal case they are negligible. The recombination rate depends
on the quasiparticle density as99

1
τR

= nq,th
1

4n0∆0τ0

(
2∆0

kBTc

)3

= nq,th R . (7.4.17)

Here, R is the recombination coefficient and τ0 is a materials constant, which is listed in Table 7.1 together
with other characteristic parameters of some relevant superconductors. Note that we can use nq = nq,th
in (7.4.17) only if the generated excess quasiparticle density δn� nq,th. Then we refer to the thermal
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Table 7.1: Characteristic materials properties of some superconductors.

propertya,b,c Nb Ta V Sn Al
critical temperature Tc [K] 9.26 4.48 5.41 3.72 1.196
energy gap 2∆0 [meV] 3.05 1.5 1.6 1.15 0.34
density of states n0 [1022/cm3eV] 4.06 4.08 1.45 1.56
characteristic time τ0 [ns] 0.149 1.78 2.30 438
pair breaking time τB [ps] 4.2 23 110 242

aN.W. Ashcroft and N.D. Mermin, Solid State Physics, Holt, Rinehard and Winston International Editions, (1987).
bC. Kittel, Introduction to Solid State Physics, Oldenbourg, Munich (1983).
cS.B. Kaplan, C.C. Chi, D.N. Langenberg, J.J. Chang, S. Jafarey, D.J. Scalapino, Quasiparticle and phonon lifetimes in

superconductors, Phys. Rev. B 14, 4854 (1976).

recombination rate. However, in STJDs this is often not the case because nq,th becomes exponentially
small at low T . For δn� nq,th we have to use nq = δn in (7.4.17) and we obtain dδn/dt = δn/τR = Rδn2.

In practice the effective quasiparticle recombination rate is reduced from its intrinsic value because the
phonons emitted in the recombination process can break another Cooper pairs again, thereby replacing
the quasiparticles lost by recombination. The effective recombination time can be written as

τ
eff
R = τR

(
1− τes

τB

)
, (7.4.18)

where 1/τes is the escape rate of the phonons to the heat sink (e.g. the substrate) and 1/τB is the phonon
pair breaking rate. The expression in brackets is denoted as the phonon trapping factor, which becomes
large for τes� τB. The values listed in Table 7.1 show that τB is in ps range for Nb or Ta and therefore
is usually smaller than τes = 4d/γvph (compare (7.3.25)), which is in the 1 ns regime for a Nb film with
a typical film thickness of a few 100 nm.

Quasiparticle Trapping: In order to achieve high detection efficiency, in particular in the x-ray regime,
the thickness of the junction electrodes should be as large as possible. However, in this case the tunneling
time τtun ∝ d is increasing. According to (7.4.14) this in turn results in a reduction of the total collected
charge. Evidently it is difficult to scale up the STJD to large volumes. A solution to the problem of
scaling up the STJD is quasiparticle trapping.100

The idea of quasiparticle trapping is shown in Fig. 7.22. The superconducting junction electrodes are
replaced by bilayers consisting of materials with large and small energy gap, with the low gap material
adjoining the barrier. Excess quasiparticles created mainly in the thick layer of large gap material diffuse
into the layer of low gap material and relax down by electron-phonon scattering. This process goes as
[(∆−∆′)/∆′]3 and scales with 1/τ0 (see Table 7.1). The quasiparticles are trapped in the thin layer of
low gap material, which forms a potential well. In this way the tunneling time, which is effectively
determined by the small thickness d′ of the low gap material, is significantly reduced. The magnitude of
the signal current is then determined to first order by tunneling from the thin trapping layer rather than

96A.F. Cattell, A.R. Long, A.C. Hanna, and A.M. Macleod, J. Phys. F: Met. Phys. 13, 855 (1983).
97Note that the tunneling time includes the dominating tunneling processes A and B. If excess quasiparticles are generated

for example only in S1, process B is absent and the tunneling time is increased by a factor of 2.
98K.E. Gray, A superconducting transistor, Appl. Phys. Lett. 32, 392 (1978).
99S.B. Kaplan, C.C. Chi, D.N. Langenberg, J.J. Chang, S. Jafarey, D.J. Scalapino, Quasiparticle and phonon lifetimes in

superconductors, Phys. Rev. B 14, 4854 (1976).
100N.E. Booth, Quasiparticle trapping and the quasiparticle multiplier, Appl. Phys. Lett. 50, 293 (1987).
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Figure 7.22: Principle of quasiparticle trapping in superconducting tunnel junction detectors. The important
processes are (i) quasiparticle generation, (ii) diffusion, (iii) relaxation by electron-phonon scattering, (iv)
recombination, and (v) tunneling. In the relaxation and recombination processes phonons with energy h̄Ω ≤
∆−∆′ and h̄Ω = 2∆′ are generated. These phonons can either escape to the heat sink or break up Copper
pairs again.
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Figure 7.23: (a) STJD consisting of a low energy gap material (∆1, e.g. Al) contacted by leads of large energy
gap material (∆3, e.g. Nb). (b) Detector configuration based on a medium energy gap absorber (∆2, e.g. Ta)
and low energy gap tunnel junctions (∆1, e.g. Al). The absorber material is contacted by a large gap material
(∆3, e.g. Nb) for make electrical contact to the top electrodes of the tunnel junctions.

from the thick absorber layer. That is, by employing quasiparticle trapping the total collected charge can
be increased significantly thereby improving the energy resolution.

We note that quasiparticle trapping can not only be used to trap the excess quasiparticles close to the
tunneling barrier but also to avoid quasiparticle diffusion into the leads. This lateral trapping can be
realized by using a material with high energy gap ∆3 for the leads of the tunnel junction made of a
superconductor with ∆1 < ∆3 as shown in Fig. 7.23a. Another possibility is to use an absorber of medium
gap material ∆2 and couple this absorber to a tunnel junction consisting of low gap material (∆1 < ∆2)
as shown in Fig. 7.23b. The excess quasiparticles generates in the absorber diffuse into the lower gap
junction electrodes and are trapped there. Their number is determined by tunneling. The contact to the
top electrode of the tunnel junction is made via the absorber material by a high gap material (∆3 > ∆2 >
∆1).
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Figure 7.24: Energy resolution of a Nb/Al/AlOx/Al/Nb STJD detector as a function of the photon energy.
The intrinsic device resolution (full circles) is calculated by subtracting electronic noise (dotted lines) and
monochromator line width (dashed line) in quadrature from the measured resolution (open squares). The
solid line is the theoretical resolution limit calculated according to (7.4.5) using F ′ = 1.3. The inset shows an
optical micrograph of a 3x3 detector array with a pixel size of 100×100 µm2 (according to S. Friedrich et al.,
IEEE Trans. Appl. Supercond. AS-9, 3330 (1999)).

Experimental Status

At present several groups worldwide have fabricated STJDs and detector arrays for x-ray imaging and
spectroscopy based on Nb/Al/AlOx/Al/Nb layer structures. Here, the Al layer serves for quasiparticle
trapping. For these detectors an energy resolution ranging between about 2 and 10 eV FWHM has been
achieved for photon energies between about 50 and 1000 eV. The detectors can be operated at count rates
as high as 10 000 counts/s per pixel. Typical operation temperatures of the detectors are 0.1 K. An optical
micrograph of a 3x3 detector array and the energy resolution is shown in Fig. 7.24.101,102

STJDs optimized for the UV and extrem UV regime between about 20 and 200 eV based on Ta absorbers
(∆2 = 700 µeV) and Al/AlOx/Al tunnel junctions (∆1 = 180 µeV) have achieved a FWHM energy reso-
lution as low as 2.15 eV, which was limited by the amplifier noise.103 These STJDs use a lateral instead
of a vertical trapping structure as sketched in Fig. 7.23b. The photons are absorber in the Ta layer and
diffuse laterally into the Al tunnel junction electrode where they are trapped and counted via tunneling.
Spectrometers based on STJDs already are meanwhile successfully used in many applications.104

101S.Friedrich, J.B. le Grand, L.J. Hiller, J. Kipp, M. Frank, S.E. Labov, S.P. Cramer, and A.T. Barfknecht, High-Resolution
Tunnel Junction Extreme Ultraviolet Detectors Limited by Quasiparticle Counting Statistics, IEEE Trans. Appl. Supercond.
AS-9, 3330-3333 (1999).

102S. Friedrich, K. Segall, M. C. Gaidis, C. M. Wilson, D. E. Prober, A. E. Szymkowiak and S. H. Moseley, Experimental
quasiparticle dynamics in a superconducting, imaging x-ray spectrometer, Appl. Phys. Lett. 71, 3901-3903 (1997).

103Ch.M. Wilson, L. Frunzio, and D.E. Prober, Superconducting Tunnel Junction Detectors for Extreme Ultraviolet Applica-
tions, IEEE Trans. Appl. Supercond. AS-13, 1120-1123 (2003).

104N. Rando et al., S-Cam: A cryogenic camera for optical astronomy based on superconducting tunnel junctions, IEEE
Trans. Appl. Supercond. AS-10, 1617-1625 (2000).
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7.5 Other Detectors

To conclude the chapter on superconducting photon and particle detector we would like to mention a few
superconducting detectors that are based on other detection schemes. The first one is based on an array of
small grains consisting of a type-I superconductor. Each grain is much larger than the London penetration
depth λL so that the grains stay in the Meißner state on applying a magnetic field. The temperature and
magnetic field are chosen to keep the grains close to the phase boundary to the normal state. Therefore,
when a particle is absorbed by a grain the deposited energy may be sufficient to switch the grain into the
normal state. Switching the grain into the normal state lets the magnetic flux enter the grain. The change
in flux distribution can be detected by a sensitive SQUID detector coupled to the grain. It has been shown
that grains of the type-I superconductors Pb, Sn or In (typical diameter is 10 µm) can be operated in the
so-called superheated state, where the applied magnetic field is slightly above the critical field without
loosing the Meißner state. Such metastable state is possible, since the superconducting transition at finite
field represents a first order phase transition. Then a very small energy deposition of the order of only
1 keV is sufficient to switch the small particle into the normal state. Such superheated superconducting
granular detectors have been proposed in the search for weakly interacting massive particles (WIMPs)
because large absorber masses can be realized.

The second detector to be mentioned is the magnetic monopole detector. Magnetic monopoles would
carry the quantum of magnetic charge in the same way as electrons carry the quantum of electric charge.
Our present experience is that magnetic monopoles do not exist in nature. All magnetic fields are mag-
netic dipoles generated by moving charges and magnetic field lines form closed loops. However, the
existence of magnetic monopoles with magnetic charge quantized in units of h/e has been suggested by
some elementary particle theories. If magnetic monopoles would exist, then the fundamental equations
for magnetic and electric flux density,

∫
B · dF = Qmag and

∫
D · dF = Qel, would be completely sym-

metrical. Here, Qmag and Qel are the magnetic and electric charge enclosed by a closed surface. The fact
that magnetic monopoles have not yet been detected may just be related to their small number and weak
interaction. A few researchers have attempted to search for magnetic monopoles using a superconduct-
ing detector. The functional principle of such detector is very simple. Suppose a monopole is passing a
closed superconducting loop containing zero magnetic flux. As the monopole approaches the loop, the
applied flux increases from zero to Φ0 = h/2e, i.e. half the total flux of the monopole. This will be
compensated by a circulating current I = Φ0/L in the loop with inductance L. As the monopole moves
through the loop and away from it, the other half of the monopole flux causes the induced current to
increase further to I = Φ0/2L corresponding to the net flux 2Φ0 in the loop. This is completely different
to the interaction of a magnetic dipole with the loop. The passage of a dipole would first result in an
increase and then on moving away from the loop in a decrease of the shielding current with no induced
flux in the loop. That is, a sudden change of the magnetic flux enclosed by the superconducting loop
in units of ±2Φ0 would be a clear signature for the passage of a magnetic monopole. This flux change
can easily be detected by a SQUID sensor. Indeed, in early experiments a single event suggesting the
passage of a monopole has been found.105 However, this never could be reproduced later.

105B. Cabrera, First results from a superconducting detector for moving magnetic monopoles, Phys. Rev. Lett. 48, 1378
(1982).
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