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Preface

The Walther-Meifiner—Institute for Low Temperature Research (WMI) of the Bavarian
Academy for Sciences and Humanities (BAdW) is looking back on a highly exciting year 2009.
We successfully extended our efforts in research and teaching and have achieved an interna-
tionally leading position in several areas of low temperature research. On behalf of the mem-
bers of WMI I am pleased to present our Annual Report 2009. The report is aiming to provide
not only concise summaries of our ongoing research projects and their major results, but also
information on our teaching activities as well as interesting data about publications, collabora-
tions and recent developments in infrastructure and experimental facilities.

In 2009, the WMI was participating in several long-term, coordinated research programs
jointly put into effect in collaboration with partners from both Munich universities and
other national and international research institutions. In some of these programs the WMI
is playing a leading role and providing the spokesman of the program. Besides our suc-
cessful work in the Collaborative Research Center 631 (Solid State Quantum Information
Processing, see http://www.wmi.badw-muenchen.de/SFB631), the Cluster of Excellence
Nanosystems Initiative Munich (see http://www.nano-initiative-munich.de/,
the Research Unit FOR 538 (High Temperature Superconductivity,  see
http://www.wmi.badw-muenchen.de/FG538, and the DFG Priority Programs 1157
(Integrated Electroceramic Functional Systems) and 1285 (Semiconductor Spin Electronics),
various other national and international research projects of WMI have been successfully
continued in 2009 and promising new projects could be started. In particular, the WMI is
participating in the new Priority Program 1458 (High Temperature Superconductivity in the
Iron-Pnictides) and the Transregional Collaborative Research Center TRR 80 (From Electronic
Correlations to Functionality), which both have been granted by the German Research
Foundation and will start early in 2010.

Our successful research in 2009 is reflected in many excellent publications, new extramural
funding, collaborations with industry, and many invited presentations at national and inter-
national conferences. The WMI also has organized national and international workshops and
conferences, in this way promoting the research activities in low temperature physics. The total
personelle of WMI, which has been about doubled within the last 10 years, meanwhile is reach-
ing a saturation value around 70 people. The same is true for the outside funding, which was
strongly increasing over the last decade and has meanwhile reached a high level well above
1Mio EUR per year.

As the total personelle of WMI was increasing steadily over the last years, appropriate space
for laboratories and offices has become an urgent problem. Fortunately, in 2009 WMI was
able to get extra money from the state government within the so-called “Konjunkturpaket II”.
This money will be used to establish the WMI Quantum Science Laboratory in the basement
of the building, providing about 150 m? additional laboratory space. The planned laboratories
are particularly suited for setting up new low temperature experimental facilities for ultra-
sensitive studies on solid state quantum systems. The building activities already have been
started in October 2009 and the new laboratories should become operational in late 2010.

A key factor for the high level of scientific productivity of WMl is the collaborative atmosphere,
the commitment and high motivation of its research and technical staff as well as the support
of various funding agencies. In this context we gratefully acknowledge financial support from
the BAdW, the DFG, the Bavarian Ministry for Science and Arts, the BMBF and the EU. A fur-
ther key to our success in research is the recruitment of outstanding, scientifically independent
group leaders with complementary research interests and technical expertise, a process which
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is supported and monitored by the scientific advisory board of WMI. In 2009, we recruited
Hans Hiibl, previously at the Centre for Quantum Computer Technology of the University of
New South Wales, who is studying solid state systems for quantum information processing
and nanomechanical systems. Furthermore, Frank Deppe joined the WMI quantum systems
group to work on superconducting quantum circuits after finishing his doctoral thesis. Matteo
Mariantoni left to UC Santa Barbara, after finishing his doctoral thesis and receiving a pres-
tigious scholarship of the California Institute of Nanotechnology. Despite the continuous ex-
pansion of WMI, we are much committed to support and promote young scientists in their
career.

The Annual Report 2009 is aiming to provide a general overview of the scientific results of
WMI and to keep updated our friends and partners in research and industry. I hope that this
report inspires your interest in WMI. I take this opportunity to thank all the colleagues, guests,
students, post-docs and cooperating partners, who contributed to the success of our research
and teaching activities within the last year, and last but not least all our friends and sponsors
for their interest, trust and continuous support.

-

Garching, December 2009 Rudolf Gross

© Walther-Meifsner-Institut
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The Walther—-Meifsner-Institute

General Information

The Walther-Meifiner-Institute for Low Temperature Research (WMI) is operated by the Com-
mission for Low Temperature Research of the Bavarian Academy of Sciences and Humanities
(BAdW). The commission was founded in 1946 on Walther Meifiner’s initiative, who was pres-
ident of BAAW from 1946 to 1950. The Commissions (Research Groups) of the Academy are set
up in order to carry out long—term projects, which are too ambitious for the lifetime or capacity
of any single researcher, or which require the collaboration of specialists in various disciplines.
At present, the Bavarian Academy of Sciences and Humanities consists of 36 Commissions
with more than 300 employees.

The Commission for Low Temperature Research of the BAdW started its research activities
in 1946 in the Herrsching barracks. After the retirement of Walther Meifiner in 1952, Heinz
Maier-Leibnitz, who followed Walther Meifiner on the Chair for Technical Physics of the Tech-
nische Universitdt Miinchen, became the new head of the Commission for Low Temperature
Research. In 1967, the commission moved to the Garching research campus after the construc-
tion of the new "Zentralinstitut fiir Tieftemperaturforschung" (ZTTF) was completed (director:
Prof. Heinz Maier-Leibnitz, technical director: Prof. Franz Xaver Eder). Until 1972, the theory
group of the Institute Laue Langevin was hosted at the ZTTF. In 1980, Prof. Dr. Klaus Andres
became the new director of the ZTTF again associated with the Chair for Technical Physics
(E23) at the Technische Universitdt Miinchen, followed by Prof. Dr. Rudolf Gross in 2000. In
1982, the ZTTF was renamed into Walther-Meifsner-Institute for Low Temperature Research
(WMI) on the occasion of Walther Meifsner’s 100. birthday.

As already mentioned, it is a long tradition that the WMI also hosts the Chair for Technical
Physics (E 23) of the Technische Universitdt Miinchen (TUM) with the director of the WMI be-
ing full professor at the Faculty of Physics of TUM. In addition, since 2004 the WMI also hosts
a new scanning probe division with the head of this division being professor at the Ludwig-
Maximilians-Universitdt (LMU). In this way a tight collaboration has been established between
WMI and research groups of both Munich universities, joining technological and human re-
sources in the fields of experimental and theoretical solid-state and condensed matter physics,
low temperature techniques, materials science as well as thin film and nanotechnology. Note-
worthy, the WMI supplies liquid helium to more than 25 research groups at both Munich uni-
versities and provides the technological basis for low temperature research.

Research Activities

The research activities of the Walther—-Meifner—Institute are focused on low temperature solid-
state and condensed matter physics (see reports below). The research program is devoted to
both fundamental and applied research and also addresses materials science, thin film and
nanotechnology aspects. With respect to basic research the main focus of the WMI is on

superconductivity and superfluidity,
e magnetism and spin transport,

quantum phenomena in mesoscopic systems and nanostructures,

self-organization of molecules on surfaces,

and the general properties of metallic systems at low and very low temperatures.
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The WMI also conducts applied research in the fields of

e solid-state quantum information processing systems,

e superconducting and spintronic devices,

e oxide electronics,

o multi-functional and multiferroic materials,

e and the development of low and ultra low temperature systems and techniques.

With respect to materials science, thin film and nanotechnology the research program is fo-
cused on

e the synthesis of superconducting and magnetic materials,
e the single crystal growth of oxide materials,

e the thin film technology of complex oxide heterostructures including multi-functional
and multiferroic material systems,

e the fabrication of superconducting, magnetic, and hybrid nanostructures,
e and the growth of self-organized molecular ad-layers.

The WMI also develops and operates systems and techniques for low and ultra-low tempera-
ture experiments. A successful development have been dry mK-systems that can be operated
without liquid helium by using a pulse-tube refrigerator for precooling. Meanwhile, these sys-
tems have been successfully commercialized by the company VeriCold Technologies GmbH at
Ismaning, Germany, which was taken over by Oxford Instruments in 2007. As further typi-
cal examples we mention a nuclear demagnetization cryostat for temperature down to below
100 uK, or very flexible dilution refrigerator inserts for temperatures down to about 20 mK fit-
ting into a 2 inch bore. These systems have been engineered and fabricated at the WMI. Within
the last years, several dilution refrigerators have been provided to other research groups for
various low temperature experiments. The WMI also operates a helium liquifier with a ca-
pacity of more than 150.000 liters per year and supplies both Munich universities with liquid
helium. To optimize the transfer of liquid helium into transport containers the WMI has de-
veloped a pumping system for liquid helium that is commercialized in collaboration with a
company.

To a large extent the research activities of WMI are integrated into national and international re-
search projects such as Clusters of Excellence, Collaborative Research Centers, Research Units,
or EU projects. The individual research groups of WMI offer a wide range of attractive research
opportunities for diploma (graduate) students, PhD students and postdoctoral fellows.

Experimental Facilities and Resources

The WMI is equipped with state of the art facilities for the preparation and characterization
of superconducting and magnetic materials as well as for various low and ultra-low tempera-
ture experiments. The main experimental and technological resources of WMI are listed in the
following.

Materials Preparation and Fabrication of Nanostructures

e Laser Molecular Beam Epitaxy (L-MBE) system for oxide heterostructures (equipped with
in-situ RHEED, Omicron AFM/STM system, atomic oxygen/nitrogen source, infrared-
laser heating system, metallization)

© Walther-MeifSner-Institut
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e molecular beam epitaxy (MBE) system for metallic systems
e UHV magnetron sputtering systems for metals (e.g. Nb, Al, NiPd, ... )

e magnetron sputtering system for oxide heteroepitaxy (equipped with four sputtering
guns and an oxygen ion gun)

e ion beam sputtering system

e reactive ion etching (RIE) system, Plasmalab 80 Plus with ICP plasma source, Oxford
Instruments Plasma Technology

e ion beam etching (IBE) system equipped with a LN, cooled sample holder
e polishing machine for substrate preparation

e ultrasonic bonding machine

e 50 m? class 1000 clean room facility

e optical lithography (Siiss maskaligner MJB 3 and projection lithography)

e electron beam lithography (based on Philips XL 30 SFEG scanning electron microscope
and Raith Elphy Plus lithography system including a laser stage)

e four-mirror image furnace for crystal growth

Characterization

e 2-circle x-ray diffractometer (Bruker D8 Advance, sample temperature up to 1 600°C)

e high resolution 4—circle x-ray diffractometer with Gobel mirror and Ge monochromator
(Bruker D8 Discover)

e scanning electron microscope with EDX analysis

e UHV room temperature AFM/STM system

e 2048 u high resolution mass spectrometer (Fa. Pfeiffer, cross beam ion source, SEM)

e Low Energy Electron Diffraction (SPECTA-LEED, Fa. Omicron)

e two Raman spectroscopy systems (1.5 to 300K, in-situ sample preparation)

¢ SQUID magnetometer (Quantum Design, 1.5 to 700 K, up to 7 Tesla)

e several high field magnet systems (up to 17 Tesla) with variable temperature inserts
e 7 Tesla split coil magnet systems with optical access and variable temperature insert

e experimental set-ups for the measurement of noise including low noise SQUID amplifiers
and signal analyzers

¢ high-frequency network analyzers (up to 40 GHz) and various microwave components
(sources, mixers, circulators, attenuators) for the determination of high frequency param-
eters

e high-frequency cryogenic probing station (up to 20GHz, T > 4K)
e magnetooptical Kerr effect (MOKE) system

e ferromagnetic resonance (FMR) system

Low temperature systems and techniques

e 5K-Scanning Tunneling Microscope (low temperature STM, Fa. Omicron)

e several >He/*He dilution refrigerator inserts for temperatures down to 10 mK
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“dry” mK-cooler based on a dilution refrigerator with pulse-tube precooling
ultra—low temperature facility for temperatures down to below 100 #K based on a nuclear
demagnetization cryostat

experimental set-ups for the measurement of specific heat, magnetization, thermal ex-
pansion as well as electrical and thermal transport properties as a function of tempera-
ture, magnetic field and pressure

© Walther-Meif3ner-Institut
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The Collaborative Research Center 631

Rudolf Gross, Achim Marx[]

The physics of solid state quantum systems is a key research
field of Walther-Meifsner-Institute (WMI). Hence, the Collabora-
tive Research Center 631 (SFB 631) on Solid State Based Quan-
tum Information Processing: Physical Concepts and Materials
Aspects is one of the key research programs of WML. It has been
established in 2003 and a second four-year funding period has
been granted by the German Research Foundation (DFG) in 2007.
Within SFB 631, in 18 research projects subdivided into three re-
search areas, research groups from the Bavarian Academy of Sciences and Humanities (BAdW),
the TU Munich (TUM), the Ludwig-Maximilians-University (LMU), the Max-Planck-Institute
for Quantum Optics (MPQ), as well as the University of Regensburg and the University of
Augsburg are collaborating. It joins 35 principle investigators, more than 60 PhD and diploma
students as well as a large number of postdocs and guest scientists. The WMI is one of the main
actors within SFB 631, providing the coordination of the center from the beginning (spokesman:
Rudolf Gross).

Within the project A3 on Superconducting Quantum Circuits as Basic Elements for Quantum
Information Processing and project A8 on Cavity Quantum Electrodynamics with Supercon-
ducting Devices, the research program of WMI within SFB 631 is focussing on the fabrication
and study of superconducting quantum information circuits. This includes the fabrication of
superconducting flux qubits in which the quantum mechanical superposition states of clock-
wise and anticlockwise circulating persistent currents are used for the realization of solid state
qubits. These qubits are coupled to superconducting microwave resonators. In this way fas-
cinating quantum electrodynamic experiments with deliberately designed artificial solid state
atoms become possible. Since such experiments are completely analogous to quantum op-
tical experiments on natural atoms in optical resonators, this prospering new field is called
circuit quantum electrodynamics (c-QED). Here, particular goals are the strong coupling of su-
perconducting qubits to high-quality superconducting microwave resonators, the generation
and detection of non-classical microwave Fock states, the development of dispersive readout
and quantum non-demolition measurements, and the entanglement of superconducting qubits
via multiple resonators. Regarding these research goals the WMI team closely collaborates
with the theory groups at LMU (Marquardt, von Delft), the University of Augsburg (Hanggi,
Reuther), the Universidad del Pais Vasco - Euskal Herriko Unibertsitatea at Bilbao (Solano),
and the Canadian Institute for Quantum Computing at Waterloo (Wilhelm), as well as the ex-
perimental groups at the NTT Basic Research Laboratories (Semba) and the Nano Electronics
Research Laboratories at NEC Corporation, Japan (Nakamura, Tsai, Yamamoto). The research
work within SFB 631 is closely linked to the activities within Research Area C of the Cluster of
Excellence Nanosystems Initiative Munich (NIM).

SFB 631

Within the past year, the WMI team made very good progress in the fabrication and characteri-
zation of superconducting quantum circuits. Meanwhile the WMI team has established a repro-
ducible fabrication process for superconducting flux qubits and the other circuit components
(capacitors, inductors, resonators, beam splitters, etc.) required for c-QED experiments [1]].
After having successfully studied the phase coherent dynamics of flux qubits in collaboration
with the qubit group at the NTT Basic Research Laboratories in the previous years [2, 3|], in
2009 the main focus was on c-QED experiments on flux qubits.

IThis work is supported by the Deutsche Forschungsgemeinschaft through SFB 631.
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As shown in the report of Niemczyk
et al. (see pp. B2B7), we successfully
could perform c-QED experiments with 3-
Josephson junction flux qubits placed in
Nb microwave coplanar waveguide res-
onators. In these experiments the strong
coupling regime could be achieved, with
a coupling strength g¢/2m well above
100MHz at a qubit transition frequency
of about 5GHz and a resonator decay
rate k/2t<1MHz. Using these qubits
we extended our experiments and theo-
retical analysis on two- and multi-photon
qubit spectroscopy to get more insight into
the fundamental symmetry properties of
solid state quantum circuits and the non-
linear dynamics inherent to c-QED. We re-
cently showed that this can be exploited
in a wide range of applications such as
parametric up-conversion, generation of
microwave single photons on demand or
squeezing [4]. Together with the theory
group of Solano, we were proposing a new
and highly efficient read-out technique for
superconducting qubits in the spirit of the
electron shelving technique for trapped

frequency (GHz)

-8.3 -8.2 -8.1 -8.0

coil current (WA) ions [5]. Our ideas can be adapted to dif-
ferent superconducting qubit designs and
the gap between the inner conductor and the ground planes contribute to the further improvement of

of a coplanar waveguide (CPW) resonator. Also shown are qubit readout ﬁde]jty_
different types of coupling capacitors. Bottom: Transmission

spectrum of the CPW resonator as a function of the flux bias We also designed a superconducting

Figure 1: Top: Superconducting flux qubits embedded into

(coil current) of the qubit at the fundamental frequency and
the first and second harmonic showing the level anticrossings
and the dispersive shift due to the interaction with the qubit.

quantum switch based on two-resonator
c-QED, permitting to switch on and off the
interaction between the two microwave
resonators via a qubit population inversion or by shifting the qubit operation point [6]. As
shown in the report of Hoffmann et al. (see pp.[26H28), within the last year we made good
progress in the implementation of the quantum switch. Furthermore, in collaboration with
the theory group at Augsburg (Reuther, Hinggi) a detailed theoretical understanding for the
dissipative two-resonator c-QED setup was established (see Ref. [7] and report of Deppe et al.,

pp-[2325).

In c-QED experiments it is necessary to investigate not only fields confined in cavities but also
propagating states of the electromagnetic field, which for example are created, when a state is
leaking out of a resonator. As shown in the report by Menzel et al. (see pp. we made
remarkable progress in the development of the experimental techniques for analyzing weak
microwave signals on a single photon level at mK temperatures. These techniques have been
successfully applied to perform a Planck spectroscopy experiment, which allows us to charac-
terize microwave vacuum fluctuations as a function of frequency. Furthermore, we provided
experimental evidence that such vacuum fluctuations represent the fundamental minimum
quantum noise added by a beam splitter to any given input signal [8].

© Walther-Meifsner-Institut
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We also performed
cross-correlation

measurements of
statistical =~ mixtures
of weak propagating
microwave sig-
nals [9]. To analyze
the experimental
data we developed
a theory to derive all
quadrature moments
of propagating quan-
tum microwaves

Figure 2: Top: Optical micrographs of the two resonators for the superconducting
quantum switch. Bottom: The quantum switch chip mounted in the microwave sample
holder.

using cross-correlations from a dual-path amplification setup. Moreover, we showed that
the noise properties of the measurement device can be detected simultaneously, allowing the
implementation of detector tomography. To illustrate our theoretical findings, we performed
proof-of-principle experiments with various classical mixtures of coherent microwaves.

Finally, superconducting 7r-Josephson junctions with ferromagnetic interlayers have been suc-
cessfully fabricated and characterized regarding their macroscopic quantum properties (see

report by Wild et al., pp. FTH43).
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The Nanosystems Initiative Munich — NIM

Rudolf Gross][]

The physics and fabrication technology of solid state nanos-

tructures has become a key activity in low temperature re- @

search. At WMI, quantum and correlation effects in hybrid

mesoscopic structures consisting of superconducting, dielec-

tric and magnetic materials are in the focus of several research

projects, which are embedded into the Cluster of Excellence

Nanosystems Initiative Munich (NIM). A main activity ad- ~ nanosystems initiative mu
dresses the fabrication, control/manipulation of magnetization

direction, and spin transport in spin-nanosystems. Furthermore, the study of solid-state based
quantum information systems and the development of novel nanoanalytical techniques are in
the focus of our NIM projects. Within the past two years, a new activity directed towards
the development of electro-mechanical nanosystems has been started in collaboration with
the group of Tobias Kippenberg from Max-Planck-Institute for Quantum Optics (see report

of Hocke et al., pp.[19422).

NIM is one of the Clusters of Excellence which have been established in 2006 by the German
government’s Excellence Initiative. Within NIM, scientists from various research facilities in
the greater Munich area in the fields of physics, biophysics, physical chemistry, biochemistry,
pharmaceuticals, biology, electronics and medicine are collaborating. The overriding goal is to
design, produce and control a series of artificial and multi-functional nanosystems. The cluster
joins research groups from LMU Munich, TU Munich, WMI, the University of Augsburg, the
Munich University of Applied Science, the Max-Planck-Institutes for Biochemistry and Quan-
tum Optics, and the Deutsches Museum. NIM is aiming to realize and study nanosystems
interfacing the worlds of information and communication systems on the one hand and life
sciences and medical nanotechnology on the other hand. Nanosystems are already playing a
major role in information and communication systems: the electronic components in comput-
ers and communication technology are becoming smaller and smaller. However, this devel-
opment cannot go on forever, once the nanometer scale has been reached. At that level, novel
physical phenomena often arise that may present potential problems for conventional uses —
and an opportunity for innovations and new applications. Micro- and nanosystems are also
becoming increasingly important in the life sciences and medicine. They can be introduced to
living organisms, for instance to bring a cancer medication to tumor cells. “Programmed drug
delivery” is therefore one of the ten research areas within NIM. Other research areas focus on
quantum phenomena in nanosystems, connecting nanosensors to living cells and “lab on a
chip” applications.

The WMI actively participates in the research program of NIM in the research areas A: Sin-
gle Electron and Spin Nanosystems (R. Gross, S.T.B. Géonnenwein), C: Quantum Information
Nanosystems (R. Gross, A. Marx), and F: Nanoanalytics and Enabling Techniques (B.A. Her-
mann). In Research Area A (coordinated by Rudolf Gross, WMI), our research activities are
focusing on the fabrication and characterization of spin-nanosystems, as well as on complex
hybrid nanosystems composed of normal metals (N) and correlated electron materials (e.g. su-
perconductors (S), ferro- (F) and antiferromagnets (AF)). Regarding the former, the key goal
is the control and manipulation of magnetization as well as the study of spin transport in
magnetic nanosystems. To this end, considerable progress has been achieved within the last

1This work is supported by the German Excellence Initiative via the Nanosystems Initiative Munich (NIM).
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year [1H6]. As shown in the report by Weiler et al. (pp. surface acoustic wave based
device structures have been successfully developed in collaboration with the Grundler group
at TUM to perform a spin-mechanical control of magnetism at microwave frequencies. Fur-
thermore, composite ferromagnetic/ferroelectric systems have been used to study the effect of
strain on the magnetic anisotropy and magnetotransport properties of ferromagnetic thin films
(see and report by Czeschka et al., pp.[#7H50). To allow for a spatially resolved analysis of
spin mechanics, a new magneto-optical Kerr effect (MOKE) setup has been completed in 2009

(see report by Brandlmaier et al. (pp. [A4H46).

With respect to the
study of complex
hybrid nanosystems
composed of nor-
mal metals (N) and
correlated  electron
materials, the main
goal is the investi-
gation of quantum
phenomena in
nanosystems  with
correlated electrons
and spins. In 2009,
first experiments on
the concept of a fully
electrical generation
and detection of spin
currents without the
need for ferromag-

netic spin injectors Figure 1: Scanning electron microscopy micrographs of typical gold samples used for
or detectors were experiments related to the fully electrical generation and detection of spin currents.
The lower left and upper right figure show a picture of the 5 x 5mm? sized sample
chips and an optical micrograph of the writing window for the electron beam lithog-
raphy process (marked by the dashed line).

performed  within
the diploma thesis of
Daniel Riiffer [7]. If
the ratio of spin Hall and electrical conductivity and the spin diffusion length are large enough,
interesting non-local transport phenomena should be observable. This effect is mediated by
a diffusive spin transport employing a combination of Spin Hall Effect and Inverse Spin Hall
Effect and leads to a detectable non-local voltage in non-magnetic materials. In pronounced
contrast to the rationale of this concept, in our experiments the non-local voltage signal showed
a sign change at low temperatures. Furthermore the negative signal exhibited reproducible
fluctuations resembling universal conductance fluctuations. Moreover, the nickel samples
did not show a negative voltage sign, but another interesting phenomenon: an enhanced
anisotropic magneto resistance in non-local configuration.

In Research Area C, the experimental group at WMI and the theory groups at LMU (Marquardt,
von Delft), U. of Augsburg (Reuther, Hinggi) and MPQ (Cirac, Giedke) are aiming at the study
of superconducting qubits coupled to microwave resonators. This new and very promising
field of solid-state quantum information processing is denoted as circuit quantum electrody-
namics (c-QED) and is analogue to cavity quantum electrodynamics in atom optics. In this
tield the research activities within NIM are closely linked to those of SFB 631 described already

above (see pp.[9HIT).
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A new research field started at WMI about two
years ago is nanomechanics. Over the last few
years opto-mechanical systems have become a
topic of considerable interest. In such systems
nano-mechanical harmonic oscillators are coupled
to the electromagnetic field inside a suitable cavity.
At sufficiently strong coupling, such systems may
allow to explore various quantum effects such as
superposition and entanglement, or the generation
of cat states at a macroscopic scale. Furthermore,
they may allow to perform ultra-sensitive measure-
ments on macroscopic objects or to combine opto-
mechanical systems in the microwave regime with
nonlinear circuit elements such as Josephson junc-
tions or qubits. In a collaboration between the
NIM research areas A, C, and D we have fabricated
electro-mechanical nanosystems consisting of a su-
perconducting nanobeam coupled to a high quality
factor superconducting microwave resonator. As
shown in the report by Hocke et al., (pp. such
systems have been successfully fabricated at WML
Superconducting microwave resonators with fun-
damental frequency around 5 GHz and quality fac-
tors of the order of 50 000 have been fabricated. The
superconducting Al nanobeam have been studied
using a magnetomotive detection scheme. They

Figure 2: Top: Scanning electron microscopy mi-
crograph of an about 200 nm wide a superconduct-
ing Al nanobeam suspended on a Si wafer using
a reactive ion etching. Bottom: Micrograph of a
suspended nanobeam coupled to a microwave res-
onator (meander-shaped structure), which itself is
coupled to a microwave transmission line.

showed resonance frequencies up to about 100 kHz which are still too low. To improve the
situation, the fabrication of nanobeams based on Nb and SiN has been started.

In Research Area F, the research focus is on the development of novel nanoanalytical techniques
based on functionalized cantilever arrays that act as extremely sensitive and specific receptors

for (bio)chemical substances.

References

[1] M. Glunk, J. Daeubler, L. Dreher, S. Schwaiger, W. Schoch, R. Sauer, W. Limmer, A. Brandlmaier, S. T. B.
Goennenwein, C. Bihler and M. S. Brandt, Magnetic anisotropy in (Ga,Mn)As: Influence of epitaxial strain

and hole concentration, Phys. Rev. B 79, 195206 (2009).

[2] E D. Czeschka, S. Geprégs, M. Opel, S. T. B. Goennenwein, R. Gross, Giant magnetic anisotropy changes in

SrCrReOg thin films on BaTiO3, Appl. Phys. Lett. 95, 062508 (2009).

M. Weiler, A. Brandlmaier, S. Geprédgs, M. Althammer, M. Opel, C. Bihler, H. Huebl, M. S. Brandt, R. Gross, S.
T. B. Goennenwein, Voltage Controlled Inversion of Magnetic Anisotropy in a Ferromagnetic Thin Film at
Room Temperature, New J. Phys. 11, 013021 (2009).

S. Geprags, F.D. Czeschka, M. Opel, S. T. B. Goennenwein, W. Yu, W. Mader, and R. Gross, Epitaxial Growth
and Magnetic Properties of SrCrReOg Thin Films, J. Magn. Magn. Mat. 321, 2001-2004 (2009).

D. Venkateshvaran, M. Althammer, A. Nielsen, S. Geprags, M. S. Ramachandra Rao, S. T. B. Goennenwein, M.
Opel, and R. Gross, Epitaxial Zn,Fe;_,O4 Thin Films: A Spintronic Material with Tunable Electrical and
Magnetic Properties, Phys. Rev. B 79, 134405 (2009).

R. Huber, P. Klemm, S. Neusser, B. Botters, A. Wittmann, M. Weiler, S. T. B. Gonnenwein, C. Heyn, M. Schnei-
der, P. Boni, D. Grundler, Advanced techniques for all-electrical spectroscopy on spin caloric phenomena,
Solid State Communications, accepted for publication (2009).

Daniel Riiffer, Nonlocal Phenomena in Metallic Nanostructures, Diploma Thesis (Technische Universitit
Miinchen, Garching, 2009).

© Walther-Meifsner-Institut



ANNUAL REPORT 2009

15

The iron age of superconductivity:
German Science Foundation starts new Priority Program 1485

Rudi Hackl[1E]

High-temperature superconductivity in compounds with iron? Nobody was ready to believe
that before Yoichi Kamihara and coauthors in Hideo Hosono’s group discovered a transition
at T.=26K in La(O;_,Fy)FeAs [1]. Since the publication of the results in 2008 more than thou-
sand papers have appeared, and the highest T. so far exceeds 50 K. Even though the materials
contain arsenic or other rather toxic elements many laboratories started with the preparation of
poly- and single-crystalline samples. Generally, the Fe atoms form two-dimensional layers and
are coordinated with atoms from the N column in most of the cases (with Se as an exception)
as shown in Fig. |1l For this reason the family name pnictides (Pn) is used. In particular Chi-
nese scientists contributed a lot of important results and found Nd(O;_,F,)FeAs with the so far
highest transition at 55K [2]. While in the beginning many people believed the iron pnictides
to be another class of oxides Dirk Johrendt and his group [3] demonstrated that high transition
temperatures can also be obtained in purely intermetallic compounds. At optimal doping with
x ~ 0.4 Ba;_xK FeyAs; reaches a T. of 38 K. In contrast to the oxifluorides (see Fig. [1) large
single crystals can be grown although the homogeneity and the quality is not in all cases sat-
isfactory. However, crystals of BaFe,(As;_Pyx)2 and LaFePO are already sufficiently clean for
the observation of quantum oscillations [4, 5]].

LaFeAsO Ba(FeAs), LiFeAs FeSe

Figure 1: Structures of iron pnictide compounds (by courtesy of D. Johrendt). LaFeAsO;_,F, (1111; T?"**=28K)
was the first pnictide superconductor with high T. [1]. With Pr, Nd or Sm replacing La T, exceeds 50K [2].
LaFeAsO;_.Fy is isostructural to LaFePO having the transition at 6K at the stoichiometric composition. BaFe;As,
(122) develops a spin-density wave (SDW). When doped with K for Ba [3], Co for Fe [6] or P for As the SDW is
suppressed and superconductivity appears. LiFeAs (111) has a maximal T, of 18 K. The simplest of the materials,
FeSe (11), with the same structural elements but Se for As has a maximal T, of 8 K with 9% Se deficiency at ambient
pressure and reaches 27K at 1.5 GPa [7,|8].

The question for the origin of superconductivity arose immediately. Are the iron pnictides
similar to the cuprates or to MgB, with T.=39K due to electron-phonon coupling or are they
a material class on their own? The spin-density-wave (SDW) order of the parent compound
indeed suggests a proximity to the cuprates, where the superconducting phase emerges from
a Mott insulator. With doping p away from half filling spin and charge fluctuations as well as
superconductivity follow antiferromagnetic long range order. In contrast to the cuprates, there
is no universal phase diagram in the pnictides (Fig.[2). In the essentially hole-doped oxifluo-
rides there is an abrupt transition from a magnetically ordered phase to a superconducting one,

ISupported by the DFG via Research Unit FOR538 and Priority Program SPP1458 and by BaCaTeC.
2The title is borrowed from a Viewpoint by Michelle Johannes in Physics 1, 28 (2008).
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Figure 2: Phase diagrams of LaFeAsO;_,F—x (left) [10] and Ba(Fe;_,Coyx)2As, (right) [9]. While SDW und su-
perconductivity (SC) overlap in 122 there is a strict separation in La-1111. The structural transition at T, always
precedes spin density wave order at Tg.

Chu et al. PRB 79, 014506 (2009)

with T only weakly depending on doping. The electron-doped intermetallic compounds have

a smooth transition, and SDW order and supgsepahdissctiCidinfiedsl eBerchoristdRluddedhnse. .

boundary of superconductivity is dome-shaped.

|
The differences in the phase diagrams of the pnictides are surprising since the electroniawstraczoo; 4 |
tures are remarkably similar. There are 5 bands derived from the Fe 3d orbitals. Two (a1 2) form
concentric hole-like Fermi cylinders around the center of the Brillouin zone (BZ), two (1)
have FSs which encircle the corner of the small BZ derived from the 2Fe crystallographic unit
cell (Fig. . Since the cross sections of the resulting Fermi surfaces are nearly equal the a and
B sheets are nested with the vector Q~~(7, 7r). Consequently, the electronic susceptibility, de-
scribed by the Lindhard function, becomes strongly peaked at the nesting vector Q [11] and is
therefore believed to be at the origin of the SDW. The pronounced peaks in the susceptibility
make the strong variations of the properties upon small changes of the electronic and lattice
structures at least plausible.

The real part of the susceptibility is also considered a possible origin of superconductivity [11-
14] while the electron-phonon coupling is probably weak [15]. From this point of view, the
pnictides and the cuprates appear to be cousins in the same family even if the strong metallicity
of the parent phases of the FePn compounds may argue otherwise. But how can the coordinates
of the pnictides be determined? In a recent optical transport study the authors conclude from
the reduced band width that the pnictides are half way between normal metals and the cuprates
[16]. However, the related spectral redistribution to be expected upon doping is not observed
by angle-resolved photoemission (ARPES) and x-ray absorption (XAS) [17,(18]. Perhaps one of
the most telling similarities would be if the pnictides had the signature property of all cuprates
—an energy gap Ay having nodes and a sign change along the Fermi surface [19].

So far there is no experimental clarity about the electronic many-body properties of the pnic-
tides. While a resonance in the spin correlation has been observed [21] which may be traced
back to the susceptibility the search for the gap structure yields no unified picture yet. How-
ever, it seems a safe statement that non of the theoretical proposals is realized in its pure beauty.
It appears that the bulk sensitive methods are more compatible with a strong modulation of Ay
some even indicating true nodal behavior [22, 23]. ARPES and Andreev tunneling, on the
other hand, favor large, essentially constant gaps on all Fermi surfaces [24} 25]. The possible
anisotropies in the superconducting state are accompanied by band-dependent carrier dynam-
ics in the normal state as observed by quantum oscillatory phenomena [4, 5] and the analysis

© Walther-MeifSner-Institut
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Figure 3: Iron plane (left), Brillouin zone (BZ), and real part of the non-interacting susceptlbl]gty.x(,‘ﬂ ) [11]] (right)
of FePn materials. The cell relevant for the electronic structure contains 1 Fe atom (dashes) an@iﬁ‘.ém’aller by a factor
of 2 and rotated 0 a-anc he BZ of t'he amit cell (full line)
and the first q“ggel;ﬁ&trgg tb@oge plane (das]%ffag Qﬁ@é afﬁ)mtﬂgng B}%l @@ FS Cross sect].e’g;f‘at’ﬂ'(/ c=0 (adopted
from Ref. [20]]). The dotted FSs are obtained by downfolding the 1 Fe BZ. Even with the ellip&8i@&1%longation of the
M barrels the « and B bands are approximately nested. Rex((q, w) controls the pairing strength [11].

of Hall data [26]. For the clarification of these fundamental questions at the heart of the physics
of the pnictides bulk sensitive spectroscopies with band and momentum resolution will be
instrumental (see contribution by Muschler et al. in this annual report).

It became apparent relatively early that the pnictides are much harder a problem to solve than,
e.g., MgB,. In fact, electron-spin or direct electron-electron interactions moved into the main
focus of research. Therefore, the people working on the CuO, compounds were naturally at-
tracted. As a consequence a new DFG Priority Program (SPP 1458) was initiated by scien-
tists from Dresden [Biichner (IFW)], Aachen [Honerkamp (RWTH)], and Miinchen [Johrendt
(LMU), Hackl (WMI)] and will be funded for expectedly 6 years starting in April 2010. The
WML is participating with one project (Hackl, Gross). The Priority Program will be interdisci-
plinary with chemists and physicists contributing. The objective is to combine broad expertise
for optimizing samples, typically single crystals, and for paving the way towards novel ma-
terials which may be useful for applications. In a sense this is a reaction to the fact that the
undoped parent compounds of both the cuprates and the pnictides were well known quite
some time ahead of the first observation of superconductivity in doped variants.

The discovery of superconductivity in the pnictides redirected part the research activities away
from the cuprates. Nevertheless, the DFG Research Unit on “Properties of CuO, supercon-
ductors” (FOR538) stayed focused. One of the highlights is the first observation of quantum
oscillations in Nd;_CexCuOy (x=0.15, 0.16, and 0.17), an electron-doped cuprate [27] (see also
contribution by Helm et al., pp.[68471). Similarly as on the hole-doped side [28] the Fermi sur-
face undergoes a transition from a small to a large cross section which can be a result of the
formation of small correlation-induced pockets at low doping. The extremely high quality of
the crystals grown at the WMI (see contribution by Erb et al., pp. was at the origin of this
important result.

The Research Unit on the cuprates will expire on June 30, 2010. In April 2010, an international
workshop will be organized by the WMI using the facilities of the Academy in the Munich
Residence to share the results on both cuprates and pnictides with leading experts and to pre-
pare a smooth transition between the two DFG programs. The hope is that the new results in
the pnictides pave the way also towards a better understanding of the cuprates and of high-
temperature superconductivity in general.
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Quantum experiments in electromechanical systems

F. Hocke, T. Niemczyk, E. P. Menzel, G. Wild, A. Marx, H. Huebl, R. Grossﬂ
X. Zhou, S. Weis, T. |]. KippenbergEHﬂ

Optomechanical systems are systems where a mechanical harmonic oscillator is coupled to the
electromagnetic field inside a suitable cavity. The cooling of mechanical modes by the light field
in the cavity is hereby of particular interest. In principle, even cooling to the quantum mechan-
ical ground state of the vibrational mode is possible, allowing for investigation of quantum me-
chanics in a literal sense [1]. Another interesting field of research is the design of ultra-sensitive
measurements of a macroscopic object. Furthermore, the combination of optomechanical sys-
tems in the microwave regime with nonlinear circuit elements such as Josephson junctions or
qubits open a new playground. Both systems have already been coupled to nanomechanical
resonators [2,3].

Until today, many different approaches have been considered for the realization of an optome-
chanical system. For example, the interaction of the radiation pressure of a light field inside a
cavity with the vibrational degree of freedom of a movable micro-mirror [3-7] or a membrane
inside the cavity [8] have been used. In another attempt, the coupling between the radiation
field of a whispering gallery mode of a toroidal micro-cavity and of a microsphere with its
particular vibrational mode has been successfully employed [9, [14].

Recently, Regal et al. [10] have coupled a superconducting on-chip microwave transmission
line resonator capacitively to a mechanical resonator (nanobeam) on a chip. The motion of the
nanobeam modulates the resonance frequency of the microwave transmission line resonator,
almost in the same way as the optical resonance is shifted by the mechanical motion in the usual
optomechanical setups. The approach of using resonators in the microwave regime instead of
optical cavities is very promising. It allows to perform on-chip measurements of optomechan-
ical effects at cryogenic temperatures. The nanomechanical resonator is much lighter than the
typical micro-mirrors. Moreover, it is not necessarily constrained to be larger than the radia-
tion wavelength, and it is naturally strongly coupled to the microwave resonator. Rocheleau et
al. [11] could cool the flexural mechanical mode of a nanobeam in a similar setup to an average
occupation number of less than 4. This is the lowest occupation number achieved in optome-
chanical systems so far.

Following the approach of Regal et al. [10], we started to design a hybrid design consisting of a
microwave resonator fabricated from niobium and a nanobeam fabricated from aluminum. The
advantage of using niobium is the higher T, compared to aluminum. We can characterize the
resonators at temperatures of liquid *He. Resonators made from niobium are expected to yield
higher quality factors at millikelvin temperatures compared to aluminum resonators because
of the lower reduced temperature T/ T, of niobium resulting in a lower thermal quasiparticle
density. Furthermore, we expect higher cooling rates due to the fact, that niobium sustains
higher current densities in its superconducting state compared to aluminum.

Figure [I(a) shows an optical micrograph of a typical sample. Seven quarterwave resonators
with differing eigenfrequencies are capacitively coupled to a microwave feedline. To pattern
the structures, a 100nm thick niobium layer is sputtered on a silicon wafer, followed by an
optical lithography process and a reactive ion etch (RIE). We designed microwave resonators
with quality factors up to 70 000 at temperatures of 1.5K.

I This work is supported by the German Excellence Initiative via the Nanosystems Initiative Munich (NIM).
2Max-Planck-Institut fiir Quantenoptik, Garching
3Ecole Polytechnique Fédérale de Lausanne, Lausanne
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Figure 1: (a) Optical micrographs of a chip. The microwave cavities are coupled to a microwave transmission
line. They are meandered to fit on the chip. The red mark indicates the position of the beam. (b) shows a typical
spectrum of one microwave resonator. The black dots correspond to experimental data, the red line is a Lorentzian
fit function.

Figure[I[b) shows a transmission experiment for one of the resonators. Off resonance the trans-
mission through the feedline is approx. —0.3 dB, corresponding to a transmissivity of approxi-
mately 0.93. On resonance, the microwave resonator starts to absorb power from the transmis-
sion line. Fitting this Lorentzian lineshape results in a quality factor of 41236.

The mechanical resonators are structured in a subsequent step onto the microwave resonator
using electron beam lithography techniques [cf. Fig.[2(a)]. The beam itself is galvanically cou-
pled to the center conductor of one of the microwave resonators at a location with an antinode
of the electric field. Since the coupling of the mechanical resonator is mediated capacitively,
the 1 1 eaae o Tl
sulk
for
by

VoD PR L T

(a)

center
conductor

=

ground plane

ground plane

10 um
—

feed line

Figure 2: (a) Optical micrograph of a 60 pm long, suspended nanobeam (green) coupled to the center conductor
of a microwave cavity. (b) shows a typical harp arrangement of eight nanobeams used to optimize the fabrication
techniques and the eigenfrequencies of beams with different lengths.
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To optimize the beam fabrication process we use a simpler structure than the full optomechani-
cal approach discussed above. By fabricating nanobeams on a “harp” arrangement as shown in
Fig. b), it is possible to investigate the eigenfrequencies and fabrication techniques for various
material systems. Figure [3p) shows the resonance frequency of one beam at different applied
magnetic fields. The beam’s motion is detected using an magnetomotive detection scheme [16].
Figure [3((b) shows the amount of power absorbed by beams with different lengths, driven at
their particular eigenfrequencies as function of the applied magnetic field. In this particular
experiment, the aluminum beams have not been annealed to release the compressive stress in
the beam, resulting in relatively low resonance frequencies. The quality factors are low due to
the beam operation in He vapor. Using this approach, a nano—crystalline diamond beam was
fabricated. Here, an additional Al layer was deposited afterwards to allow magnetomotive and
capacitive detection of the beam motion. Diamond itself has very promising material param-
eters with respect to density and stiffness to allow for high frequency beams. Furthermore,
when properly doped a superconducting state can be reached below 2 K [15]].

Coming back to the optomechan-

(a) 20F . ical hybrid structure, in first ex-
periments with this system at
. 1.5K a detection of the beam mo-
g 18 i tion was not achieved. This pos-
£ sibly originated from too weak
5 coupling of the beam to the
2 microwave resonator. In or-
gc'p 16 i der to improve the optomechan-
S T=35K v B=3T | ical coupling of beam and mi-
P,=-40dBm ——B=2T crowave resonator, we started to
1.4 p=57mbar B=1T | produce samples, where the mi-
‘ : : : : : : : : crowave resonator and the me-
44> -0 45> 460 465 chanical oscillator are fabricated
frequency (kHz) from the same Nb layer. To in-
(b) 10" F T T T crease the eigenfrequency of the
i e et nanobeam an additional, highly
3108 nW/T] _u——= e tensile stressed SiN layer is used.
. e e This should allow for easier de-
2 PR B m . . .

% 0°F " //.é/,:_;./' - tection of the mechanical motion

g Esxlo'zBZ [nW//Lflf': . //: /./,:::l’-//’!//!//: at a temperature of 1.5K.
"2 |/:;4:./ ) ,!{—<-/;/f;=332_70 kHz | In . Sun}maryf we mar}aged to
% 10° I,/' E£2202.90 kHeT build first optomechanical sam-
£ g o W/t mf129.53 ke | ples. .We detected mechani-
m o fea550kHz | cal motion of nanobeams us-
Cm f=2450KkHz | ing a magnetomotive detection
G- scheme in a harp structure and

2 3 4 5 6 7

produced nanomechanical oscil-
lators from SiN (so far without
Figure 3: (a) Typical absorption spectrum of a nanobeam measured with niobium) and nano-crystalline

a magnetomotive detection scheme. (b) Magnitude of the absorption of diamond, respectively. In the
various beams plotted versus the applied magnetic field. next step, we are planning to

B(T)

demonstrate the optomechanical
coupling and to read out the mechanical motion of a nanobeam coupled to a microwave res-
onator.
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Two-resonator circuit quantum electrodynamics: Dissipative theory

F. Deppe, E. Hoffmann, E. P. Menzel, T. WeifSl, M. Mariantoni, Achim Marx, Rudolf GrossE]
G. M. Reuther, D. Zueco, P. HiinggiP|

S. KohlerP]

E. SolanoPl

The interaction of light and matter on a quantum level is of substantial interest in both fun-
damental physics [1] and quantum information processing [2]. Experimentally, this topic was
addressed in quantum-optical cavity quantum electrodynamics (QED) [3| 4], where single or
multiple natural atoms (“matter”) were subjected to the light field inside a three-dimensional
cavity. A few years ago, it turned out that analogous experiments can be performed with su-
perconducting circuits patterned on silicon chips. In this so-called circuit QED [5} 6], on-chip
microwave resonators replace the cavities and Josephson-junction-based circuits act as artifi-
cial atoms, which can be approximated as quantum two-level systems or qubits [7-9] in most
cases. These possess a large effective dipole moment [10], allowing not only for strong [6, 11],
but even for strong second-order [12] qubit-resonator coupling. In this context, the term strong
coupling refers to the situation, where the qubit-resonator coupling coefficient is larger than all
relevant decay rates in the system.

Motivated by these results and with the scalability potential inherent to circuits on a chip in
mind, we developed a second-order scheme for switchable coupling between two supercon-
ducting resonators mediated by a superconducting flux qubit [10, 13]. In this so-called quan-
tum switch setup [14-16], the resonator-resonator coupling coefficient has a first- or second-
order geometric and a qubit-state dependent second-order dynamical contribution. While the
former stems from the circuit nature of the qubit, the latter allows for switching the coupling
on or off by controlling the qubit in a suitable way [14]. However, since we are dealing with
a solid-state system, we have to take decoherence processes into account. In flux qubits, these
can be dominated by either energy relaxation or the loss of phase coherence, depending on the
working point [17]. The decay rates of microwave resonators can be well controlled by proper
engineering [10]. However, for designing successful quantum switch experiments, a detailed
understanding of the quantum coherence properties of the coupled two-resonator-qubit sys-
tem is essential. To this end, we develop a theoretical treatment for the dissipative behavior
of the quantum switch setup in two-resonator circuit QED [18]. We derive an effective Hamil-
tonian beyond the rotating-wave approximation and study the dissipative dynamics within a
Bloch-Redfield quantum master equation approach. We show analytically how the qubit af-
fects the quantum switch even if it has no dynamics and estimate the strength of this influence.
Our analytical results are corroborated by numerical calculations. The details can be found in
Ref. [18]], information on current experimental progress in Ref. [16]].

We start from the disspationless quantum switch Hamiltonian in the laboratory basis, the phys-
ical basis of the circuits and fields,

_ e
2

hé
H' oL+ TQ(T,’C +1Q(a’a+b"b+1) +hG(a+a)(b+b") + hgol(a+a +b+b"). (1)
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Here, éq is the qubit tunnel matrix element and G
e the bias, which can be tuned by means of
the externally applied flux [13| [17]. ¢ and o
are the Pauli operators. The total qubit level
splitting is wqb:((%—l—sz)l/ 2 and both resonators
have the same angular frequency (). The coeffi- qubit
cients ¢ and G describe the strength of the qubit- —
resonator interaction and that of the geometric —
coupling between the two resonators, respectively VRN

(cf. Fig[T). The influence of the dissipation is mod- - N
eled by adding bosonic baths to the Hamiltonian 4 g

of Eq. (I). These are assumed to be mutually in-
dependent and couple to the relevant degrees of & Pp
freedom of qubit and resonators [18]. In the quan-

tum switch setup, the qubit is strongly detuned Figure 1: Schematic sketch of the quantum switch
from the resonators (A=wq—>>¢) and there ex- setup.

ists a switching protocol, where the qubit remains in its ground state all the time [14]. In this
situation, we can trace out the qubit degrees of freedom and write down an effective quantum
master equation for the resonator-resonator interaction,

---------
__________
- L
- e
- -

Qcav = - % [Hggv/ Qcav} + KAD [a] Ocav + KBD [b] Ocav + quD [{JH—b] Ocav - (2)

Here, 0cav is the two-resonator density operator, 0y its time derivative, [X,Y]|=XY—-YX the
commutator of the operators X and Y, D[X]0cav=X0cav X —(1/2)[X"X, 0cav]+ the Lindblad
dissipation operator, [X, Y], =XY+YX the anticommutator of X and Y, and 4, b, at, bt are the
annihilation and creation operators of the two resonators. Furthermore,

My = 1Q(a%a + "0+ 1) =1 (AZA + AFE) (a'a +b'b+ 1) + higsw(ab" +a'0)  (3)

is the second-order two-resonator Hamiltonian, Ap=(gsinf)/A<1, Ay=g(sinf)/XK1,
Y=wg+Q, 0=arctan(dq/e) is the qubit mixing angle, and sin0=0q/wgy. The effective
resonator-resonator coupling strength, gsw=G—(A3A + A2%), depends on the qubit operat-
ing point via wy,. We find it noteworthy to mention that the appearance of ¥ and Ay, in Eq.
is due to the fact that a rotating-wave approximation is not made at the level of the first-order
Hamitonian of Eq. (1), but in the second-order Hamiltonian just before arriving at Eq. (3) [18].

In addition to the decay rates x5 and xp of the two resonators, Eq. (2) shows a third qubit-
induced decay channel affecting the “center-of-mass mode” A =a+b. The associated rate is

kgp = (Aa+Ax)” [J+(Q) cos? 0 + :(Q) sin? 6] , 4)

where cos 0=¢/wqp. The spectral densities ]y . characterize the influence of the baths coupling
to the qubit via o} ,. Equation (4) constitutes the central result of this work. In particular,
we note that the expression for kg, is very similar to that for the energy relaxation rate of the
bare qubit, y=](wgp) cos? 0+ (wqp) sin? @ [18]. This indicates that the latter affects the quan-
tum switch operation. However, its deteriorating influence is strongly reduced by the factor
(Aa+Agx)?, which reflects the fact that we are dealing with a second-order process. When in-
specting an extended version of Eq. (2), we further find that qubit dephasing becomes impor-
tant only in fourth order. Altogether, we expect the quantum switch setup to be robust against
qubit-induced dissipation over a wide range of operating points independent of the dominat-
ing decoherence channel. Finally, we confirm the validity of the analytical expressions of Eq.
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Figure 2: Dependence of the effective
— 77— damping rate x+2kg, on the qubit bias
: e. Black solid line: g, from Eq. ().
Red crosses: numerical values extracted
from the decay of (A} A,) from the
initial state |¢)qb|1)4[0)p. Dotted lines:
validity limit of the dispersive theory.
Numerical parameters: (2/27=3.5GHz,
0g/2m=4GHz, e/2m=—6.37 GHz,
g/2m=240MHz, G/2n=22MHz,
| | | | | T=20mK. Resonator spectral densities:

0.001 ) ) ) ) JA(Q)/2m=]5(Q)) /2r=0.35 MHz.
—-100 -80 -60 -40 20 0 Qubit spectral densities:

¢ (GHz) Te(Q)/2m=],(Q) /27r=35 MHz.

0.1

K +2Kqp (GHz)
T LR
a0l

and Eq. () with numerical simulations (cf. Fig.[2). We find excellent agreement as long as the
strong-detuning condition holds.

In conclusion, we develop a theory for dissipative two-resonator circuit QED. We provide an
analytical effective quantum master equation for a strongly detuned qubit mediating a control-
lable interaction between two on-chip microwave resonators. We find that this quantum switch
is useful even with today’s limited qubit coherence times.
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Two-resonator circuit QED: Experiments

E. Hoffmann, T. Weifil, F. Deppe, T. Niemczyk, E. Menzel, M. Mariantoni, A. Marx, R. Grosd]]

In circuit quantum electrodynamics (QED) [1, 2], electrical circuits exhibiting quantum me-
chanical properties at the macroscopic level interact analogously to the way light and matter
do in quantum-optical cavity QED [3, 4]. More precisely, in our experiments the “light” is a
standing microwave generated in a suitable LC harmonic oscillator, whereas the “matter” is
represented by nonlinear superconducting quantum circuits based on nanoscale Josephson-
junctions. These act, when suitably designed, as quantum mechanical two-level systems or
qubits [5]. Since circuit QED systems are inherently tunable by electromagnetic fields and
have a great potential for scalability, they are considered useful tools for quantum information
processing [6] and for testing fundamental quantum mechanics “on a chip”. Along this line,
among several other exciting experiments, two superconducting qubits have been successfully
coupled to a coplanar waveguide resonator [7] employing an off-resonant second-order cou-
pling scheme. Because of the strong effective dipole moment of the qubits, the qubit-resonator
coupling coefficients can be made much larger than all relevant inverse lifetimes and the res-
onator effectively mediates a well-detectable, to some extent tunable coupling between the
qubits. Inspired by this result, we recently suggested a dual experiment: the quantum switch
setup. There, a qubit mediates a second-order coupling between two microwave resonators [9].
Depending on the qubit state, the resonator-resonator coupling can be either on, off, or a super-
position of the two. In the latter case, Schrodinger cat or Greenberg-Horne-Zeilinger states [10]
can be created. However, before realizing the complex structure of the quantum switch setup,
the properties of two degenerate superconducting on-chip resonators with resonance frequen-
cies of a few gigahertz and a fixed coupling coefficient need to be understood.

In this work, we report on the initial steps on the way to realize the quantum switch using a
superconducting flux qubit [8], which is the qubit realization used at the WMI [11, |12]]. To this
end, we first investigate the coupling of two superconducting stripline resonators on a chip. We
study the transmission properties and demonstrate the appearance of a non-negligible second-
order contribution to the resonator-resonator coupling coefficient when inserting a supercon-
ducting loop between two galvanically separated resonators.

| B8 Each of our superconducting on-chip mi-
” crowave resonators consists of a niobium
g =h § transmission line segment with length /,
g g“ 2 which is connected to the measuring trans-
© ( = )% mission lines by a coupling capacitor C. at
2 B: )5 Q each end. The resonance frequency and de-
2 ( § )‘c’é cay rate can be engineered by choosing suit-
§ g £ 3 able values for ¢ and C., respectively [13].
3 [ © =S Two resonators can be coupled either via
their mutual inductance or capacitance, de-
| |

pending on whether the magnetic or the elec-
Figure 1: The quantum switch setup: two resonators tric field component is used. Since the flux
(blue) coupled via a flux qubit. The red crosses mark the qubit is sensitive to the former, we consider
Josephson junct.ions. The arrows represent the resonator- only inductive coupling from hereon. A sys-
resonator coupling channels. .

tem of two degenerate superconducting res-
onators is an essential ingredient for the quantum switch introduced in 2008 by M. Mariantoni

LThis work is supported by the Deutsche Forschungsgemeinschaft through SFB 631 and the German Excellence
Initiative via the Nanosystems Initiative Munich (NIM).
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et al. [9]. In addition, a superconducting flux qubit, which is detuned from the resonator fre-
quency, has to be strongly coupled to both resonators. To this end, it may be placed near the
current antinodes of the fundamental modes as shown in Fig. (I} This configuration gives rise
to three coupling channels between the resonators: a first- and second-order geometric, as well
as a qubit-mediated second-order “dynamic” coupling. Since the latter changes sign when the
qubit flips its state, the coexistence of geometric and dynamic coupling gives rise to a control-
lable resonator-resonator interaction. One specific prerequisite for a such a quantum switch
is that the sum of first- and second-order geometric coupling between the two resonators has
to be comparable to the second-order dynamic coupling. This can be satisfied by choosing a
400 pm long coupling region, where the two resonators are 100 um apart.

In order to study the geometric coupling
only, we first insert a superconducting 100 x -30 ¢
300 um? niobium loop instead of the flux
qubit between the resonators. In Fig. 2} trans-
mission data for typical samples are shown.
The results can be explained by the standard
theory of two degenerate coupled harmonic
oscillators, where the uncoupled frequency :
wp /27 is split into the two nondegenerate R :ggg galv.
coupled modes w+=|wy(wp £ g]'/%. In our ' 0995 1000 1005
samples, wo/2m=4GHz. After inserting a
loop which is not connected to the resonators,
the total geometric coupling coefficient g in- Figure 2: Transmission spectra measured through ports
creases by more than 50%. Employing gal- from different resonators at 4.2K. The frequency is nor-
. . . malized over wg/27. Green curve: two resonators only.
vanic loop—resonator Couphng even ylelds Blue curve: a superconducting loop emulating a flux
a 200 % increase, although the double-peak qubit is inserted between the two resonators. Red curve:
structure shifts slightly to higher frequencies. the loop is galvanically coupled to the resonators (slight
This considerable increase provides clear ev- shift of double-peak structure corrected for clarity).
idence for the presence of a significant second-order geometric coupling when the loop is
present. Consequently, our samples will allow for the detailed study of geometric second-order
coupling effects in a setup based on superconducting flux quantum circuits.

g/2r=10MHz
g/21=23MHz

40}

50+

-60

JN»MW“*WM WWW i M‘u

no loop

Magnitude (dB)

Normalized Frequency

In conclusion, based on the experimentally observed coupling strengths, we expect the suc-
cessful operation of a quantum switch using the resonator layout discussed in this report. In
the next step, we are planning to replace the superconducting loop by a flux qubit consisting
of a 100x300 um? aluminum loop interrupted by four nanoscale Josephson junctions. These
qubit loops are significantly larger than the typical sizes of 10x5 um? currently used at the
WMI [11} 12]]. First experiments to study their properties are in progress.
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Cross-correlation measurements of statistical mixtures of weak prop-
agating microwaves

E. P. Menzel, M. Mariantoni, F. Deppe, A. Baust, M. A. Araque Caballero, E. Hoffmann,
T. Niemczyk, C. Probst, K. Neumaier, K. Uhlig, A. Marx, R. Gros
E. Solanoé]/

The interaction between matter and light plays a central role in the realm of cavity QED, in
which a real atom interacts with the electromagnetic field inside a cavity. Concepts developed
for the optical domain have been transferred and applied to the microwave regime, establish-
ing the fast evolving field of circuit QED. There, superconducting quantum circuits, acting as
tunable, artificial atoms (qubits), are strongly coupled to the microwave field of a supercon-
ducting transmission line resonator [1]. As demonstrated in the seminal work of M. Hofheinz
et al. [2]], non-classical states of the electromagnetic field can be generated and detected inside
a resonator via a qubit with a high level of control. For a deeper understanding of the prop-
erties of microwave radiation it is necessary to investigate not only fields confined in cavities
but also propagating states of the electromagnetic field, which for example are created, when a
state is leaking out of a resonator. However, concepts like optical homodyning in the quantum
regime for the measurement of propagating states rely on the existence of detectors with single
photon resolution. Unfortunately, the smaller energy scale of microwave radiation prevents
processes used in the optical domain to detect photons. This lack of suitable detectors in the
frequency range of 1 to 10 GHz has driven the development of a cross-correlation measure-
ment scheme [3]], which can resolve the mean value and variance of propagating microwave
tields with minimum noise disturbance. Weak microwave signals can be amplified using high
electron mobility (HEMT) amplifiers, but these amplifiers obscure the signal with noise on
the order of 10 to 20 photons on average (poa). Nevertheless, we show that the signals can
be recovered by splitting and the subsequent amplification using two independent chains. In
this way, the inevitably added noise x during the amplification process can be canceled using
cross-correlation techniques.

i cryogenic room temp. - -
pulsed cryogenic yoge | temp IF amplifiers IQW pass
microwave circulators amplifiers amplifiers ) filters
source MIXers
>
>
Y >z
[ I
S P LO digitizer
% < ~ source p—C1 C2
°g
©

2

>

Figure 1: Experimental setup. The signal is split by a microwave hybrid and fed into two independent amplification
chains. After down conversion by a mixer and amplification it is digitized and processed.

One particular constituent of the signal variance, the second moment <52>, is contaminated
by the amplifier noise in the case of a single amplification chain because (x?)>(S?). How-
ever, using two distinct amplification chains allows one to replace the second moment by the

LThis work is supported by the Deutsche Forschungsgemeinschaft through SFB 631 and the German Excellence
Initiative via the Nanosystems Initiative Munich (NIM).

2Universidad del Pais Vasco and Ikerbasque Foundation, Bilbao, Spain.
Supported by the European project EuroSQIP and UPV/EHU Grant GIU07/40
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Figure 2: Time-dependent variance. (a), mean value of phase shifted pulses. (b), histogram of the statistical
mixture. (c), mean value (orange) and cross-variance (violet) of the signal mixture after 10 million averages. The
power at the hybrid’s input is -124 dBm (100 poa). Similar results are retrieved for 10 poa

cross-product. In this case, the noise contributions of the two amplifiers cancel since they are
uncorrelated, (x1x2)=0 (the index refers to the individual chain). Previously, we have demon-
strated that our setup is capable to detect the mean value of pulsed coherent microwaves down
to power levels of 10720 W equivalent to 0.001 poa The resolution limit for the variance is be-
tween 1-2 poa [4]. Here, we describe a further characterization of our experimental setup (see
Fig.|1) with statistical mixtures of phase shifted microwave pulses with a carrier frequency of
5.85 GHz. Part of the setup is located in a dilution refrigerator. The pulsed microwaves are
damped by cold attenuators cleaning the signal from room temperature thermal noise. Then
the signal is split by means of a hybrid ring, which acts as a beam splitter for microwaves. This
four port device does not only ensure a balanced division of the signal with minimum loss,
but also provides an isolation of approximately 40 dB between its output ports. This, together
with the isolation of the cryogenic circulator makes sure that noise from one cold amplifier can
not enter the other amplification chain. Thus, the amplification chains act as truly independent
noise sources. In order to sample the amplitudes with high resolution, the signals are down
converted with mixers to a frequency of 10 MHz. Details on the amplification chain, circulators
and mixers can be found in [5].

One aim of our setup is to retrieve a time—dependent variance signal, which is not meaningful
for deterministic signals. There {f2(t))—(f(#))?=0 holds (brackets denote ensemble averag-
ing) and one has to investigate statistical mixtures of signals instead. Here, we are using phase
shifted signals, whose mean value for left (red) or right (blue) shifts is displayed in Fig. 2(a).
To retrieve these curves, only pulses with a distinct phase shift are sent into the input line and
the experiment is repeated for the other phase shift. A statistical mixture with an equally dis-
tributed histogram [see Fig.[2(b)] is formed by a train of pulses that are alternatively shifted to
left and to the right. A simple statistical analysis shows that in this case the mean value is again
a sinusoidal, A sin wt cos ¢, and that the cross-variance is time-dependent: — A2 cos? wt sin® Q,
with the phase shift ¢ and the frequency w/27w=10 MHz after down conversion. The measure-
ment for a carrier power level equivalent to 100 poa and a phase shift of ¢ = 1-24 deg is plotted
in Fig. 2(c). The cross-variance oscillates with twice the frequency of the mean value as a result
of the squaring.

Furthermore, we try to detect the third central moment, which is a measure of the asymmetry
of a histogram. Our experimental results are summarized in Fig.[3| On the left the case of an
equally distributed histogram is displayed, where the according third central moment trace is
flat. Skewing the histogram by shifting one fourth of the pulses to the left and the rest to the
right results in an oscillating third central moment signal, displayed in Fig. [B(b).

In conclusion, we show that our setup is capable to detect time-dependent variances of sta-
tistical mixtures of phase shifted weak microwave signals. Furthermore, we demonstrate the
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Figure 3: Third central moment. (a), equally distributed histogram and according measurement of the third central
moment. (b), in the case of a skewed histogram a third central moment signal is coming up. The power at the
hybrid input is -124 dBm and the number of trace averages is 10 million.

detection of a third central moment. In other words, we have developed a tool to fully de-
scribe Gaussian states, e.g. squeezed states, and to check a state for being non-Gaussian by
considering its third moment. A further promising application of this tool is the investigation

of entanglement of the electromagnetic fields inside two resonators, whose mutual coupling is
mediated by a flux qubit [6]].
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Reaching the strong coupling regime with superconducting flux
qubits

T. Niemczyk, H. Huebl, F. Deppe, E. P. Menzel, F. Hocke, E. Hoffmann, M. Schwarz, A. Marx,
R. Grosdl]

The interaction between light and matter at the quantum level has been intensively studied
in the field of cavity quantum electrodynamics (QED) at optical frequencies during the last
decade. In these experiments atoms are placed inside a cavity with highly reflective mirrors.
The atoms interact via their dipole moments with the (quantized) electromagnetic field inside
the cavity at a rate g - the interaction or coupling rate. In the strong coupling regime this
interaction rate g is larger than both, the photon loss rate of the cavity « and the atom decay
rate 7.

In 2004, the strong coupling regime was for the first time realized experimentally in a solid-
state architecture [1] by coupling a superconducting (SC) qubit to a quasi-1D superconducting
microwave transmission line resonator. In comparison to cavity QED experiments with natural
atoms in optical cavities, the main advantage of this new field - often referred to as circuit QED -
is the large electric or magnetic dipole moment of these “artificial atoms”, the in-situ tunability,
and the small cavity mode volume. At the WMI we focus on superconducting flux qubits
placed in properly designed superconducting resonators. In this report we show spectroscopic
measurements that demonstrate that the strong coupling regime can be readily accessed both
for inductive and galvanic coupling.

The SC flux qubits [2] consist of a SC ring interrupted by three nanometer-sized Josephson junc-
tions (JJ) (see Fig. c)). At low temperatures, the flux qubit effectively behaves as a two-level
system with transition frequencies wq/27~2-7 GHz from the ground state |g) to the excited
state |e). The qubits are fabricated by electron beam lithography and Al shadow evaporation
techniques. The SC transmission line cavities for our experiments are fabricated on thermally
oxidized silicon wafers by dc-magnetron sputtering of Nb (200nm) and patterned by optical
lithography and reactive ion etching. Figure [I(d) shows an optical image of a SC coplanar
waveguide (CPW) resonator. The length of the central conductor defined by the two discon-
tinuities (coupling capacitors) in Fig. a) determines the fundamental resonance frequency
(A/2 mode). Figure [I[b) shows the measured transmission spectra for the first three modes
of a slightly over-coupled CPW resonator and the corresponding quality factors. The quality
factor Q=w; /« is directly proportional to the photon lifetime in the cavity and is mainly deter-
mined by the value of the coupling capacitors. For highly under-coupled CPW resonators, we
achieved quality factors up to 2.5 x 10° at w,~27 x 1.25 GHz.

Strong coupling limit with inductively coupled flux qubits

The system of a flux qubit inductively coupled to a CPW resonator as shown in Fig. [I(d) is
conveniently described by the Jaynes-Cummings-Hamiltonian

n 1 h
At A At ~
H:hwr<a a+2>+2wq+g<a 0:+ac7+) , (1)

LThis work is supported by the Deutsche Forschungsgemeinschaft through SFB 631 and the German Excellence
Initiative via the Nanosystems Initiative Munich (NIM).
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Figure 1: (a) Schematic of a CPW resonator. The two coupling capacitors in the central conductor at the input and
output ports act as ‘mirrors’ for the electromagnetic field inside the cavity. The photon loss rate of the cavity « is
mainly determined by the value of these coupling capacitors. (b) Transmission spectra for a slightly over-coupled
CPW resonator. The plot shows the first three modes, also indicating the measured quality factor Q=cw;/x. (c)
Optical image and schematic of a 3-JJ] flux qubit. Two of the junctions have an area A while one of the junctions
is smaller by a factor a~0.6-0.8. Typical junctions areas are of the order 200x100nm?. (d) Optical images of a
CPW resonator and two flux qubits located in the gap on opposite sides of the central conductor. The loop area of
the qubits is approximately 30x8 um?. During fabrication, the flux qubits have to be placed at an antinode of the
standing magnetic field (maximum current) of the respective CPW mode in order to maximize the coupling g.

where fast oscillating terms were neglected using a rotating-wave approximation. The first
term is a harmonic oscillator modeling one resonator mode, the second term is the qubit tran-
sition energy, and the third term proportional to the coupling g represents the qubit resonator
interaction. The qubit transition frequency fiwq=+/A?4-£2(®) can be tuned by an external flux
bias. The quantity ¢ is related to the persistent current I, circulating in the qubit loop and
is given by &(®)=2I,Do[P/Dy—(n+1/2)] where n is an integer. Thus, ¢(P)=0 at the qubit
degeneracy points ®=y(n+1/2).

The measurements are performed in a dilution refrigerator at a temperature of ~15mK. Our
setup is shown schematically in Fig. P(a). Using a highly attenuated probe tone w,s from a
vector network analyzer we monitor the transmission through our cavity depending on an
external flux bias ®. Figure P(b) and Figure [(c) show the measured transmission spectra
in a color-coded image. When the detuning é=wq—w;=0, the individual eigenstates of the
cavity (|0), |1), ...) and the qubit (|g), |e)) are no longer eigenstates of the coupled system.
Instead, the new eigenstates of the system are symmetric and antisymmetric superpositions
(Ig)|1)£e)|0))/+/2, a combination of cavity photons and qubit excitations. This leads to an
avoided crossing — the vacuum-Rabi splitting — at =0 with an energy level separation given
by 27ig. The data is shown in the top panels of Fig.[2(b) and Fig.[2(c) and clearly shows that we
are in the strong coupling limit g>x, .

When §>>g, the system is in the dispersive regime. In this regime, qubit and resonator are still
coupled through a second-order term g? /4 in the dispersive Hamiltonian

. 2 1\ &
H~n <wr T %az> (a*a + E) +Swgos @)
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Figure 2: (a) Schematic of the measurement setup. The highly attenuated input line is thermalized at different tem-
perature stages inside the cryostat. A weak probe tone w, is used to measure the transmission through the cavity.
Using a second microwave source, a spectroscopy tone ws is applied through the same input port as the probe
tone ws is used to excite the qubit. At the output port, a cryogenic circulator acting as an isolator prevents noise
from entering our experiment. (b) and (c) show transmission spectra of our cavity as a function of the externally
applied field bias. The top panels show avoided crossings at flux values where wq=cwr. In the lower panels, qubit
and resonator are detuned. However, the two systems still interact through a second-order term in the dispersive
Hamiltonian leading to a flux-dependent shift of w;.

Therefore, the cavity frequency wy is shifted by an amount +¢2/6 (ac-Zeeman shift) depending
on the state of the qubit. This flux-dependent shift of the cavity frequency is shown in the lower
panels of Fig. 2(b) and (c).

The qubit parameters A and ¢(P) were obtained in a two-tone spectroscopy experiment
[3]. With the qubit in the ground state and for a constant flux bias, we fix the probe tone
Wy =Wy — g2 /6 at maximum transmission of the first harmonic mode. A second microwave tone,
the spectroscopy tone ws, is then used to excite the qubit. The spectroscopy power Ps has to
be much larger than the probe power Py, as ws is applied off-resonantly to the cavity. When
ws=wq and for a large amplitude drive, the qubit will be saturated and the population in the
ground and excited state will approach 1/2. This will lead to a shift of the cavity frequency
by ¢?/4 and thus, to a phase shift and a decrease in magnitude at the fixed probe frequency.
With this technique, wq can be determined by sweeping both, ws and ®. Figure [3(a) shows a
two-tone spectroscopy performed on one of the inductively coupled qubits. Both, the transition
frequency at the qubit’s degeneracy point A/hi~27 x 5.81 GHz and 2I,®q/li~27 x 1722 GHz
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Figure 3: (a) Two-tone spectroscopy performed on one of the SC flux qubits. The qubit parameters can be fitted to
the measured spectrum using the relation wq=1/A2+¢2(®)/h. (b) Using the qubit parameters from the two-tone
spectroscopy experiment, the flux-dependent ac-Zeeman shift of the cavity frequency can be fitted. The fit proce-
dure yields a coupling rate of g/27w~40 MHz in very good agreement with the observed vacuum-Rabi splitting. (c)
ac-Zeeman shift of wq depending on probe power Pyz. When the average photon number 7i=(i"4) is increased, the
qubit peak shifts in frequency and becomes power broadened. (d) Dip minima of (c) plotted versus average photon
number 7i. From the coupling g the qubit ac-Zeeman shift per photon 2¢? /8 can be calculated. For low photon
numbers, the qubit ac-Zeeman shift is linear.

can be obtained by fitting the spectrum. In Fig. 3(b), the experimentally determined qubit pa-
rameters are used to fit the flux-dependent ac-Zeeman shift of the cavity frequency. Thus, the
coupling g/27m~40 MHz can be determined. The fitted coupling is in good agreement to the
observed vacuum-Rabi splitting. Knowing the coupling ¢ we estimated a mutual inductance
Mg,.~5.3 pH between qubit and resonator using the relation g:hfqu,C Ip I, where I, denotes
the persistent current and I. the cavity vacuum current.

Equation (2) can be rewritten in order to highlight the effect on the qubit

2 2

A ~ haw, <a*a+;)+z<wq+2§a+a+§> o . 3)
The qubit transition frequency wq is modified by a photon number dependent ac-Zeeman
shift 2¢?/6-4%a and by a Lamb shift ¢?/6, which originates in the coupling to the vacuum
fluctuations. The average photon number 7=(d"2) can be increased by increasing the probe
power Py=hw,k - f1. Figure c) shows the ac-Zeeman shift of wq as a function of Pt using two-
tone spectroscopy. For larger drive amplitudes, the qubit dip becomes power broadened and
changes from a Lorentzian to a Gaussian line shape [3]. In Fig.[3(d) the position of the dip
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Figure 4: (a) SEM image of a section of a CPW resonator. The red box marks the region where two flux qubits
are attached to the central conductor. (b) Magnified view of (a). The kinetic inductance of the narrow constriction
enhances the coupling between the qubits and the resonator. (c) Two-tone spectroscopy of one of the galvanically
coupled flux qubits. The orange dashed line is a fit to the measured spectrum, the white dashed line indicates a
qubit-cavity blue sideband. (d) ac-Zeeman shift of the cavity’s first harmonic mode. Fitting the coupling yields
¢/2m~111 MHz using the equation @y=w;—g2/4. It is important to note, that §=g sin 6 is a flux-dependent quan-
tity with 6= arctan[A/e(®)], taking into account the different mixing of the cavity and qubit eigenstates depending
on the flux value. At the qubits degeneracy point, sin 6=1.

minima measured in (c) are plotted versus the average photon number. Because g and ¢ are
known, the shift per cavity photon 2g2/6 can be calculated. For low photon numbers, the qubit
ac-Zeeman shift is linear and intercepts the vertical axis at the qubits bare transition frequency
in very good agreement with the spectroscopic measurements shown in Fig. Ba). Thus, this
measurement gives an in-situ calibration for the average photon number in the cavity.

Strong coupling limit with galvanically coupled flux qubits

In order to further increase the coupling ¢ between flux qubit and resonator we fabricated
samples, where the flux qubits are coupled galvanically to the CPW resonator. The central
conductor of the cavity is interrupted at a position where the current standing wave for the
first harmonic mode has its maximum. Then, an Al strip narrowing down from 20 pm down
to a 500 nm wide constriction is fabricated together with two qubits. The shared large kinetic
inductance of the narrow Al constriction enhances the coupling. Figure [#{a) shows a SEM im-
age of a section of the resonator, the red box marks the place where the qubit is fabricated.
In Fig. f(b) a magnified view of the two galvanically coupled flux qubits is shown. We per-
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Figure 5: Spectroscopy data obtained from probing the qubit with a drive 2ws=wq. The matrix element for two-

photon driving is proportional to sin? @ cos  and therefore vanishes at the degeneracy point. The cavity as a har-
monic oscillator can not be driven with two photons. The anticrossings result from the strong coupling of the qubit
to the second cavity mode. From the anticrossings the coupling g can be measured independently.

formed spectroscopy experiments on this system as explained in the previous section. Fig-
ure [(c) shows the measured data for one of the qubits. The orange dashed line is a fit to
the measured spectrum, the white dashed line indicates one of the qubit-cavity blue sideband
transitions [4] that can be excited near the anticrossings. The blue sideband can be excited us-
ing two drive photons when the relation 2ws=wq+w; is fulfilled. With A/h~27 x 6.88 GHz
and 2I,®g /i~27t x 1655 GHz we fitted the cavity ac-Zeeman shift shown in Fig. [f{(d) and ob-
tained a coupling of ¢/27m~111 MHz. The inset shows a color plot of the measured data at
a flux bias of ~2.5®. The other qubit has a transition frequency at its degeneracy point of
A/h~2m x 2.17 GHz and, consequently, we see an anticrossing at the measured cavity mode.
We also performed spectroscopy on the qubits using a two-photon spectroscopy drive 2ws=cwy.
Figure |5/ shows the measured spectrum. As the matrix element for two-photon transitions is
proportional to sin?§ cos § with = arctan|[A/e(®)], the spectroscopic signal vanishes at the
qubit degeneracy point. The two anticrossings result from the strong coupling to the second
cavity mode. The coupling g can thus be measured directly without populating the cavity. As
a harmonic oscillator, the cavity can not be driven directly with two photons. The measured
coupling g is in good agreement with previous measurements.
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Gradiometric flux qubit with tunable gap

M. J. Schwarz, T. Niemczyk, G. Wild, F. Deppe, A. Marx, R. Gros|

In contrast to a classical bit, which always occupies one of the two distinct states "0" or "1", a so-
called qubit (quantum bit) can also exist in a quantum superposition of these two states. When
it was shown 15 years ago that on a possible quantum computer composed of thousands of cou-
pled qubits certain algorithms such as prime factorization can be executed exponentially faster
with increasing input size than on a classical computer, the new field of quantum information
processing was born. Since then, quantum information processing has been a very active field
and qubits have been realized in various physical systems including quantum optical systems,
nuclear magnetic resonance systems, quantum dots and superconducting circuits based on
Josephson junctions. The latter have several advantages, e.g. concerning the well-known scala-
bility and tunability inherent to solid-state circuits. Moreover, these micrometer-sized systems
behave as artificial two-level atoms and therefore offer the possibility to investigate fundamen-
tal quantum phenomena on a macroscopic scale. Different types of superconducting qubits can
be distinguished, depending on the physical variable, which contains the information. At the
WMI, we focus on the realization of flux qubits, where the quantum information is encoded in
the magnetic flux generated by a persistent current in a superconducting loop containing three
Josephson junctions. In particular, we study a gradiometric design which provides an in-situ
controllably energy gap without being detuned from the point of optimal phase coherence.
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Figure 1: (a) Microscope image of the fabricated samples, showing the readout SQUID, the gradiometric eight-
shaped qubit with the a-loop and the two flux lines (junction positions marked by red crosses). (b) Energy diagram
of a flux qubit as a function of external magnetic flux ®ex. Black dashed lines: classical states; colored lines:
quantum mechanical states due to anti-crossing. The qubit transition frequency - corresponding to the arrow - is
dependent on the flux bias and also on the qubit gap A. (c) Numerical simulations show that the qubit gap A is
strongly dependent on a. (d) The effective value of « of the dc SQUID loop can be manipulated over a wide range
via an applied magnetic flux ®.

The three-junction flux qubit, which has been studied at the WMI during the last years, con-
sists of a superconducting loop interrupted by three nm-sized Josephson junctions [1} 2. Two
of these Josephson junctions have the same area A~0.02 um? and, hence, the same critical cur-
rent I.. The third Josephson junction is smaller by a factor ~0.6-0.8, which is crucial for the
formation of a quantum two-level system. In its gradiometric version, the flux qubit consists
of two galvanically coupled loops with the Josephson junctions placed on the shared line. Fur-
thermore, the smaller a-Josephson junction is replaced by a dc SQUID-loop with two Josephson
junctions, acting as an effective Josephson junction [cf. Fig.[I(a)]. The qubit energy diagram as

LThis work is supported by the Deutsche Forschungsgemeinschaft through SFB 631 and the German Excellence
Initiative via the Nanosystems Initiative Munich (NIM).
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Figure 2: (a) Normalized switching current Isy, of the readout dc SQUID plotted versus magnetic flux bias of the
qubit, showing a qubit step and next to it a dip and a peak, respectively, due to the absorption of a microwave
signal (v=20GHz). The inset shows the switching current distribution in a color coded image. (b) Qubit transition
frequency (circles) plotted versus magnetic flux . The red line is a numerical fit indicating a vanishing gap, as
expected for no additional flux applied to the a-loop.

a function of applied magnetic flux is depicted in Fig.[I(b). At a flux bias of half a flux quantum
an anti-crossing of the two classical branches (black dashed lines) corresponding to clockwise
and counterclockwise circulating currents results in a quantum mechanical superposition of
the two states (colored lines). By irradiating a microwave signal of a certain frequency the
qubit can be excited from the ground to the excited state. The qubit state can be detected with
a dc SQUID via the flux signals of clockwise and counter-clockwise circulating currents in the
loop [3].

In experiments, it is often favorable to change the qubit transition frequency, e.g., in order to
switch on or off the coupling of the qubit to a microwave resonator. According to Fig. [T(b),
this can be done by changing the applied magnetic flux. However, keeping the magnetic flux
constant at the point of the anti-crossing provides an important advantage: Since the energy of
the qubit is stationary with respect to variations of the magnetic flux at this point, minimal flux
noise and therefore maximal phase coherence of the qubit is obtained [3]. Nevertheless, the
transition frequency can be varied for a fixed magnetic flux by changing the distance between
the two branches, i.e., tuning the energy gap A of the qubit. This consideration was the starting
point for a new flux qubit design with an in-situ control of the qubit gap [4]. The qubit gapA
strongly depends on the parameter « [cf. Fig. c)], which can be varied in-situ when replacing
the smaller a-junction with a dc SQUID loop, consisting of two junctions with a suitable critical
current. The overall critical current of the a-loop then depends on the magnetic flux applied
to this loop [cf. Fig.[T(d)] and can be manipulated via an additional flux line. In order not to
change the flux bias of the qubit, this a-flux line must not affect the qubit loop. Therefore,
a gradiometric design of the qubit is used, making it insensitive to any flux that is applied
symmetrically to both loops of the now eight-shaped qubit [cf. Fig.[I(a)]. Consequently, another
asymmetric flux line is necessary to adjust the flux bias of the qubit.

Using electron beam lithography, two-angle shadow evaporation and Al technology, we have
fabricated such a device together with a readout SQUID. The Josephson junctions of the a-loop
are designed to be smaller by a factor 0.75 than the other qubit Josephson junctions, which
gives a maximum value of a=1.5 for zero flux applied to this loop. In a dilution refrigerator
at a temperature of about 30 mK we have investigated the characteristics of the qubit via the
readout SQUID. When we vary the magnetic flux in the qubit by changing the current through
the asymmetric flux line, the switching current distribution of the readout SQUID shows a clear
step. The assumption, that this feature originates from the switching of the qubit’s persistent
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current direction, is confirmed by spectroscopic measurements. For this, a microwave signal
is irradiated onto the sample and yields a characteristic peak and dip, respectively, next to the
step, as depicted in Fig. a). By varying the microwave frequency the energy diagram can be
measured [cf. Fig. 2(b)]. For zero flux applied to the a-loop we see no gap, which is consistent
with the geometric dimensions of the junctions. Without any flux in the a-loop, the maximal
value a=1.5, yielding no gap, is expected.

In summary, we have fabricated a gradiometric flux qubit with a tunable a-loop. Spectroscopy
measurements show that the qubit is operating as expected. In a next step we will use the
a-flux line to deliberately vary the gap of the qubit. When a sufficient tunability of the qubit
has been achieved, an implementation of this qubit into other projects at the WMI — such as the
circuit QED experiments with a qubit coupled to a microwave resonator — can be pursued.
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Macroscopic quantum properties of Josephson junctions with ferro-
magnetic interlayer

G. Wild, A. Marx, C. Probst, R. Gross[l]

The interplay between magnetism and superconductivity has attracted strong interest since
many years. Recently, the possible application of Josephson junctions with ferromagnetic in-
terlayer in quantum circuits has been proposed. An appropriate choice of the ferromagnetic
interlayer thickness may lead to the appearance of a 7 phase shift across such junction, mak-
ing them suitable as 77 phase shifters in superconducting quantum circuits. Concerning this
application, it is important to clarify whether or not magnetic excitations in the ferromagnetic
interlayer interact with the macroscopic quantum behavior of the Josephson junction, thereby
causing additional noise and decoherence.

The geometry of our Josephson junctions is sketched in Fig. [l Two superconducting niobium
electrodes (red) are coupled through a ferromagnetic Pdy g,Nip 13 interlayer (yellow) in a planar
geometry. An additional Al-AlO, layer (black) increases the junction resistance, thereby reduc-
ing resistive damping. A SiO, layer around the mesa structure isolates the top and bottom
niobium electrodes outside the junction area.

nm PdNi
3-4 nm AI-AIO,
85 nmNb

Figure 1: Sketch of a planar superconduc-
tor/insulator/ferromagnetic = metal/superconductor

Figure 2: Tilted washboard potential. The dynamics
of a Josephson junction is analog to a phase-particle in

Josephson junction used in this study. The planar
geometry allows for transport measurements via a
four-probe technique. The layer structure from bottom
to top is 85nm niobium, a 3-4nm AIl-AlOy barrier
layer, 8nm PdNi and 250 nm niobium. For clarity the
bottom electrode is shortened.

a tilted washboard potential U(¢). The particle local-
ized in a local minimum of the potential represents a
Josephson junction in the zero voltage state. When the
phase particle escapes the potential well it starts run-
ning down the potential landscape due to its finite iner-
tial mass. According to the second Josephson equation

this describes a Josephson junction in the voltage state.

The tilt of the potential is proportional to the junction

bias current I,.
However, up to now it is not clear whether a ferromagnetic interlayer in a Josephson junction
induces noise and thus renders these junctions useless for quantum circuits. To shed some
light on this issue we study the escape of the Josephson junctions out of the zero-voltage into
the voltage state, a process which is governed by quantum tunneling at low enough tempera-
tures. In this way, the question whether the quantum properties of the junctions are affected by
magnetic excitations in the ferromagnetic interlayer can be addressed by comparing the exper-
imentally determined crossover temperature from thermally activated to quantum tunneling
escape with the theoretical prediction.

LThis work is supported by the Deutsche Forschungsgemeinschaft through SFB 631 and the German Excellence
Initiative via the Nanosystems Initiative Munich (NIM).
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Figure 3: (a) Measured escape rates of a 20 x 20 um? Josephson junction plotted versus the bias current I, at different
temperatures. (b) Width of the switching current histograms ¢ plotted versus bath temperature T;, for the same
junction. Each width ¢ is extracted from a separate set of measurements. The symbol size in (a) is proportional to
the number of events representing the point. The histogram width saturates below a temperature T* = 64 mK in
agreement with the theoretical expectation.

The dynamics of a 7t-Josephson junction is analog to a phase particle in a tilted washboard po-
tential U(¢@). At zero bias current I,,, we have U(¢) = Ej[1 — cos(¢ + 7)] as shown in Fig.
Here, Ej is the Josephson coupling energy and ¢ the phase difference across the junction. Evi-
dently, a 77-Josephson junction has a minimum of the potential energy for ¢ = 7. At finite L,,
the washboard potential is tilted by the bias current applied to the junction. In our experiment,
starting from zero current where the phase particle is trapped in a potential well, the bias cur-
rent is slowly ramped up and hence the tilt of the potential is steadily increased. By increasing
the tilt, the height and width of the potential barrier preventing the escape of the phase particle
is decreased and thus the probability for thermally activated or tunnel escape out of the well
continuously increased. At the specific switching current I, the particle escapes the well and
starts to run freely. According to the second Josephson relation a continuously increasing phase
corresponds to a voltage across the junction, which can be easily detected. This measurement is
repeated about a thousand times and a histogram of the switching current I, is acquired. This
histogram allows to determine the escape probability I'(I,) as a function of the bias current I,
using an algorithm introduced by Fulton and Dunkelberger [1].

Figure a) shows a histogram for a 20 x 20 um? 7t-Josephson junction with a ferromagnetic

interlayer at different bath temperatures T;,. At high temperatures the escape is dominated by
thermal activation described by an escape probability [2]
w _u

I(T) = L exp T 1

«(T) o7 P (1)

with the plasma frequency wp, the Boltzmann constant kg and the activation energy U. The

saturation at low temperatures may be either caused by external noise or internal noise origi-

nating in the ferromagnetic interlayer or by reaching the quantum limit for escape. To clarify

this issue we compare the theoretically expected crossover temperature into the quantum limit

ih, to the saturation temperature T, observed in the experiment.

In Fig. b) we show the histogram width ¢ (standard deviation of the switching currents) ver-
sus bath temperature Tj, for a different set of data obtained for the same junction. Here, a large
value corresponds to a broad histogram and hence to a line with small slope in Fig. 3(a). For
the data shown in Fig.[3(b) we use a linear approximation to extract the saturation temperature
of about

Thp =6AmK . @)
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The theoretical prediction given in Ref. [3]]

hw 1\? 1 hw 1 1
* P - I P e T
= 27tkp 1+ <2Q> 2Q 27tkp <1 2Q * 8Q? > ' )

depends on the plasma frequency wy, of the junction and its quality factor Q, which both de-
pend on the applied bias current. The plasma frequency for zero bias current wpg has been de-
termined by microwave spectroscopy experiments at mK-temperature to wpo/27=22.4 GHz.
The quality factor for zero bias current Qg can be determined from the hysteresis in the
current-voltage characteristics and is obtained to Qp ~ 6. Both values have to be scaled by
a=[1-12/ 12]'/420.4 to take into account the bias current dependence. Inserting these values
into Eq. (3)) results in the theoretically expected crossover temperature

T =53mK . (4)

Comparing the values of Eq. (2) and Eq. (4), one observes a small discrepancy between the
theoretically predicted and the experimentally observed crossover temperatures Tjj and T
However, in the evaluation of the data shown in Fig. b) we have not considered the bias
current dependence of the plasma frequency since the width of the histograms at higher tem-
perature are determined at lower bias current I, and therefore at a higher plasma frequency
wp=awpo. Taking this effect into account the experimentally determined crossover tempera-
ture is slightly decreased and we find a good agreement of the measured saturation tempera-
ture Tg, and the theoretically expected crossover temperature Ty,. This gives strong evidence
that we indeed observe a quantum tunneling dominated escape out of the zero voltage state at
low temperatures. From this observation we also can conclude that there is a negligible effect
of low-lying magnetic excitations in the ferromagnetic interlayer on the junction dynamics. If
such excitation would be present and significant for the junction dynamics, the observation of
a markedly increased T¢,, would have been expected.
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Spatially resolved spin mechanics

A. Brandlmaier, M. Brasse, R. Gross, S. T. B. Goennenweinﬂ

Multifunctional material systems such as multiferroics incorporate several ferroic phases and
thus show new or unconventional interactions. In particular, ferromagnetic/ferroelectric hy-
brid structures enable an electric field-control of magnetization orientation. In the last years,
we have pursued the concept illustrated in Fig. [I(a) to its limits: A piezoelectric material will
deform if an electric field is applied [Fig. [[(b) and Fig.[I{c)]. In a ferromagnet rigidly attached
to the piezoelectric, this mechanical deformation will induce strain. Because of magnetoelas-
tic coupling, however, mechanical stresses alter the magnetic anisotropy in the ferromagnet.
Thus, an electro-mechanical deformation of the piezoelectric actuator/ferromagnet hybrid al-
lows to control the magnetic properties in-situ, solely by applying electric fields [Fig. [[(b) and
Fig.[l[c)]. We recently demonstrated that this spin mechanics concept indeed works in various
hybrid systems [1-5]. Figure[I[(d) exemplarily shows that the application of an electric voltage
to the piezoelectric actuator allows to generate an easy (for positive voltage polarity) or a hard
magnetic axis (for negative voltage polarity) in the ferromagnetic Ni film attached to it.
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Figure 1: (a) Schematic illustration of the spin mechanics hybrid structure concept. A ferromagnetic film is rigidly
attached to a piezoelectric actuator. (b), (c) The deformation of the actuator upon applying a voltage V>0V and
Vp <0V, respectively, induces strain in the ferromagnet. The dotted contours indicate the actuator at V,=0V and
the red arrow depicts the magnetization orientation and thus the direction of the magnetic easy axis. (d) MOKE
M(H) hysteresis loops of a Ni thin film on actuator at different applied voltages.

To date, our experiments relied on an integral measurement of the magnetization vector, ei-
ther by SQUID magnetometry [5], angle-resolved magneto-transport [6], or by magneto-optical
Kerr effect (MOKE). However, the spin mechanics approach should also allow to locally con-
trol the magnetization orientation, e.g. via the generation of local mechanical strain. We here

1This work is supported by the Deutsche Forschungsgemeinschaft via SPP 1157 (GR 1132/13) and GO 944/3.
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discuss a first important step towards local spin mechanics, using spatially resolved magneto-
optical Kerr effect as a means to study the magnetization texture.

electromagnet

sample

polarizer analyzer

objective lens

focusing lens

<

light source detector

Figure 2: Schematic diagram of the MOKE setup for spa-

tially resolved magnetization measurements.

Figure (3| depicts typical spatially re-
solved MOKE images. To obtain suf-
ficient signal to noise ratio, we used
the difference image procedure, i.e. we
recorded a Kerr image at a given mag-
netic field Hpeas and a given voltage
Vp, and subtracted a reference image
recorded at the same V,, but at a mag-
netic field Hg, large enough to saturate
the magnetic film. In this way, only
magnetic contrast will prevail, while in
particular strain induced birefringence
can not contribute to the signal. To
be more exact, in the data presented
in Fig. B, we first magnetically satu-
rated the Ni film at poHsar= — 40mT
with an easy direction along the mag-
netic field axis (Vp prep=+ 30 V), then ap-
plied the measurement field Hmeas= +
8mT, swept the voltage to the value of

Figure [] schematically depicts how we
have extended our conventional longitudi-
nal MOKE setup to enable spatially resolved
magnetization measurements. A high power
LED in the visible regime (center frequency
A=627nm) served as a light source, and the
Kerr signal was recorded with a CCD-camera
with a pixel size of approx. 10 umx10 um.
While this setup has a rather low spatial res-
olution in the range of several micrometers
(depending on the lenses used, cf. Fig. [2), it
is comparatively flexible and cheap, and al-
lows to quantitatively compare the integral
(MOKE) approach used so far with spatially
resolved measurements.

interest Vp and recorded the first im- Figure 3: Magnetization switching in a nickel/piezoelectric ac-
age. Subsequenﬂy, the magnetic field tuator hybrid system upon changing the applied voltage V}, at

was swept back to Hg,¢ without chang-
ing V,, and the reference image was
recorded. If this procedure is applied us-

ing Vp,=V} prep= + 30V, one obtains the difference image shown in Fig.
appears as a homogeneous, grayish patch. This shows that for this com-

an area A~3 mm?

an external magnetic field ygH= 4 8 mT. The difference images
shown were taken at (a) Vp=+30V, (b) V,=0V, (c) V)= -8V,
and Vp,= — 30V, respectively.

B(a). The Ni film with

bination of Hmeas and V,, magnetization reversal or domain nucleation has not yet started. In
contrast, if one repeats the experiment using the same Hieas but V,=0V [Fig. Ekb)], alocal mag-
netization reversal becomes apparent in the form of whitish stripes in the difference image. A
more negative V}, leads to larger reversed domains [Fig.[3{(c)] and finally to a full, all-electrically

triggered magnetization reversal [Fig. B(d)].
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These results show that a local electric-field control of magnetization is indeed possible using
the spin mechanics approach. The local strain is stemming from a spatially inhomogeneous
deformation of the piezoelectric actuator, which consists of PZT stacks sandwiched between
conducting electrodes. The elastic properties of the electrodes and the PZT layers differ, so that
a mechanical deformation of the actuator will always result in a spatially modulated strain.
As evident from Fig. 3| such a local strain enables local magnetization control. Clearly, fur-
ther experiments are needed to clarify down to which length scales this mechanical control of
magnetism is possible.
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Giant changes of magnetic anisotropy in Sr,CrReOg¢ thin films on
BaTiO3

F. D. Czeschka, S. Gepriigs, M. Opel, S. T. B. Goennenwein, R. Grossﬂ

Composite or hybrid material systems consisting of ferromagnetic (FM) and ferroelectric (FE)
compounds have attracted increasing interest over recent years. They provide strong magne-
toelectric coupling, enabling an electric field-control of the FM magnetization or a magnetic
tield-control of the FE polarization, making them promising for new storage devices [1]. The
FM double perovskite Sro,CrReOg (SCRO) with a Curie temperature of 635K [2] well above
room temperature shows a spin polarization of 86% according to band structure calculations [3]
and a giant anisotropic magnetostriction [4]. In the past, we successfully optimized the epitax-
ial growth of high-quality SCRO thin films on single crystalline SrTiO3 substrates [5]. Here,
we study SCRO thin films on FE BaTiO3 substrates to investigate the magnetic and transport
properties under different strain conditions [6]. BaTiO3 undergoes several structural phase
transitions upon temperature variation. It becomes FE below 393K and its lattice structure
changes from cubic to tetragonal. Within this FE state, the lattice symmetry is further reduced
to orthorhombic below 278 K and finally to rhombohedral below 183 K. Its dielectric constant,
spontaneous FE polarization, and lattice constants change abruptly at these phase transition
temperatures.

The SCRO thin films were grown using
pulsed laser deposition in an oxygen 10°

B "
002 | 200/020

_—
W)
S

[ | >
atmosphere of 6.6x10 *mbar at a S - R E
substrate temperature of 700° C. They 2 10°F gls 2 ©
were characterized by high resolution % 10'F 2|8 = 8
x-ray diffraction (Fig.[I). In the tetrag- E 10? U3 x
onal phase of BaTiOs, the w-26 scan Qo %)
(Fig. [I(a)) reveals no crystalline par- = 10
asitic phases in the film, but shows a 10’
splitting of the BaTiO3 substrate reflec-
tion due to the presence of different FE 10 20 30 40 50_60 70 80 90 100
domains (a-domains: BaTiO3(200/020) 26 ()

and c-domains: BaTiO3(002)). A
more detailed picture of the structural
properties and the domain config-
uration is obtained from reciprocal
space maps around the SCRO(004) and
SCRO(116) reflections (Fig. [I{b,c)). It
shows that the SCRO film grows c-axis e ol
oriented and partially relaxed with -0.005 0.000 0.005 0.186 0.192 0.198
lattice parameters of ascro=>5.614 A q, (rlu) q, (rlu)

and c¢scro=7.88A. Moreover, the

presence of differenﬂy oriented g- Figure 1: X-ray diffraction from a 81 nm thin SCRO film at 310K.

. . . (a) w-26 scan. (b,c) reciprocal space maps around the SCRO(004)
domains (BaTiO3(200), BaTiO5(020), and (116) reflections. Different reflections from the FE domains

BaTiO3(301), and BaTiO3(031)) is of the BaTiO3 (BTO) substrate are clearly visible.
clearly observed.

IThis work is supported by the DFG via SPP 1157 and 1285 (GR 1132/13, GR 1132/14), GO 944/3, and the the
German Excellence Initiative via Nanosystems Initiative Munich (NIM).
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Whenever the BaTiO3 substrate un-

100 ——— e e e
o5[.(a) : nH=14T, H|[[001] 1 dergoes a structural phase transi-
’g - : e | tion, the associated change of the
G 90 [8® — .,_____; lattice parameters should affect the
-—'5x 85 —EE Lo ) ey @T4 magnetic and electronic properties
e gol- ¢ orthorhombic -89 1 of the SCRO thin film clamped to
100 [ i *I*H’;O‘.If e 'l_ its surface [7]. The longitudinal re-
95 H(b) S Ho { sistivity p,y, measured in an exter-
E 90| Co N = ] nalfield of yoH=14T orthogonal to
G:.i_ g5 [ Rae = thefilm plane (Fig.[2(a)), and in zero
= [ " ] field (Fig.[2(b)) shows a qualitatively
Q 80'::;:5“::::,‘::::H::::,}i:::' similar behavior.  Upon cooling
s 05 ;_(C) Lo wH=1T, H|[100] o 1 the sample from 300K (black lines),
S 0.4 g g, 4 the resistivity increases slightly un-
t_'m 0.3 - — .. 1 tilitsuddenly drops at 285K, i.e. at
= [ R 0] the temperature at which BaTiOs
S 02 "y Y —_— v Y { becomes orthorhombic. Between

285K and 191K, the resistivity in-
creases again continuously until it
T (K) jumps to higher values at 191K,
where BaTiO3; becomes rhombohe-

175 200 225 250 275 300

Figure 2: Temperature dependence of (a) the longitudinal resistiv- .
ity pxx at pgH=14T and (b) 0T as well as (c) the magnetization M dral.  Further cooling leads to a
at 1T. Both pxx and M show jumps at the BaTiO3 phase transition steadily increasing resistivity.

temperatures (dotted lines). The black triangles in (c) indicate the
temperatures at which the M(H) measurements in Fig. E] were car-

ried out. The red curves in Fig. 2, measured

while warming up, reproduce the

behavior described above with a
thermal hysteresis due to the first order phase transitions of the BaTiO3; substrate. Further-
more, the resistivity in the rhombohedral and tetragonal phase is also quite independent of the
applied magnetic field yoH. Only the values in the orthorhombic phase depend strongly on the
sweep direction and the magnetic field. Such a hysteresis can be attributed to different volume
fractions of a- and c-domains in the orthorhombic phase depending on whether the previous
phase was rhombohedral or tetragonal [8]. The resistivity jumps evident from Fig. [2|are in the
range of several percent (up to 6.5%). A pure geometric origin, namely due to a change in the
length and the cross-sectional area of the current path can be ruled out as the structural changes
yield an upper bound for the resistance changes of about 1% for both transitions. Anisotropic
magnetoresistance effects also should be small as the magnetization is essentially saturated at
an external field of 14 T. On the other hand, it is well known that double perovskites like SCRO
are very sensitive towards distortions of the crystal and the corresponding change in the over-
lap of the orbitals [9]. We therefore suggest that the observed resistance jumps are related to
strain-induced changes in the orbital configuration of SCRO.

This should also affect the magnetic properties of the SCRO thin film. Figure 3(a) shows the
magnetization M versus external magnetic field H, oriented along BaTiO3[100] for four differ-
ent temperatures: 290K, 270K, 200K, and 180K. All M(H) loops look similar, except for the
absolute value of the magnetization at high fields (| puoH [>4T). In the tetragonal (crosses in
Fig.3) and the rhombohedral phase (full circles) of BaTiO3;, M is nearly identical, whereas in
the orthorhombic phase (open circles and triangles) a reduction is observed. This indicates a
reduced saturation magnetization which might be due to the highly twinned BaTiO; crystal in
that phase.
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In the following, we discuss in
more detail the field dependence
of the magnetization in the differ-

0.5} (a)H|[[100]

ent BaTiO3 phases for three different = i._

orientations of the external magnetic %m 0oL r u;:

field: ip (H||[100]), ipd5 (H]|[110)), = A4 Lo

and oop (H|[001]) (Fig. 3(b)). The RS-

temperatures for the field sweeps Teew | [eON] P

were chosen slightly above and be- bis () T=290K _pano=d(d)T=270K
low the phase transition from tetrag- [ tetragonal orthorhombic A=

onal to orthorhombic (290K and 2
270K) and from orthorhombic to =
rhombohedral (200K and 180K) as g
indicated by the black triangles in L=y
Fig. First, we consider the evo- H H?g}
lution of the in-plane anisotropy. In 05[(e) T=200K —o—H || [001]] a=n=nz]
this case, the external magnetic field orthorhombicge-0-g=7e=0~1 () T = 180 K 571
. . . . . i 5y rhombo-
is applied in the film plane with

two orientations: ip (full circles) and
ip45 (open circles). In the tetragonal
phase of BaTiO3, at 290K (Fig. [3(c)),
the two hysteresis loops are very
similar. Both show a coercive field
of around 0.92T, and the magneti-
zations at 7T are nearly identical Figure 3: Magnetization M versus external magnetic field H. (a)

(0.6 up /fu.). This suggests a negligi- Hysteresis loops at different temperatures. (b) Illustration of the dif-
. : . ferent orientations of the external field. Panels (c)-(f) show hysteresis
ble in-plane magnetic anisotropy. In o4

) . loops at specific temperatures for different orientations of the exter-
the orthorhombic phase of BaTiOs3, P p P

nal magnetic field.

at 270K and 200K (Fig. 3(d,e)), the

situation is completely different. The coercivities of the ip and ip45 loops differ by more than
1T. In particular, the hysteresis loops at 200K reveal a coercive field of 0.87 T for the ip ori-
entation of the external field and a much larger value of 2.3 T for the ip45 orientation. Thus,
a tremendous in-plane magnetic anisotropy is present. Upon cooling into the rhombohedral
phase of BaTiOj3 (Fig. [3(f)), the situation changes again. The coercive fields and the magnetiza-
tions at 7 T for both in-plane hystereses (ip and ip45) as well as the oop loop (open triangles) are
nearly identical. In other words, the magnetic behavior appears isotropic with no evidence of
contributions from shape or crystalline anisotropy. This is remarkable as it suggests that giant
strain-induced anisotropies of more than 1 Tesla are effective in the SCRO film, compensating
demagnetization.

In summary, we have shown that the strain associated with different crystalline phases of the
FE BaTiO3 substrate induces qualitative changes both in the resistivity and in the magnetic
anisotropy of FM epitaxial SroCrReOg thin films. Abrupt jumps of up to 6.5% in the resistivity,
as well as giant changes in the coercive field of more than 1.2 T were observed as a function of
temperature. These observations can be consistently understood considering orbital ordering
and the strong electronic correlations in double perovskite ferromagnets [6].
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Spin mechanics with surface acoustic waves

M. Weiler, C. Heeg, H. Sode, A. Brandlmaier, R. Gross, S. T. B. Goennenwein El
R. Huber, D. Grundler]
J. Manz, M. S. Brandt[)|

Magnetoelastic interaction phenomena can be used to control the static magnetization state
in ferroelectric/ferromagnetic hybrids [1H4]. In these hybrids, the mechanical deformation of
the ferroelectric constituent is controlled with an electric voltage. Due to magnetoelastic cou-
pling, the magnetization state of the ferromagnet is connected to the mechanical strain state
of the hybrid. In last year’s annual report we discussed this spin mechanics (voltage-strain-
magnetization) control scheme in the DC limit in detail [5].

Transferring this spin mechanics approach to finite frequencies would allow to mechanically
drive dynamic magnetization processes - possibly even ferromagnetic resonance. However,
the piezoelectric actuator / ferromagnetic thin film hybrids we have used to date can not be
operated at frequencies above ~100 kHz due to intrinsic limitations of the actuator. Therefore,
another means to generate mechanical deformation at MHz frequencies and above is required.
For this purpose, surface acoustic waves (SAWs) are ideal, as they allow to generate nanoscale
mechanical motion at frequencies up to several gigahertz. We therefore have fabricated surface
acoustic wave delay lines consisting of two interdigital transducers (IDTs) at the two ends of a
SAW propagation path [cf. Fig.[[(a)]. These delay lines allow to generate and detect SAWs all
electrically. The IDTs were prepared using optical lithography and aluminum lift-off on y-cut
z-propagating lithium niobate SAW-grade substrates. The fundamental center frequency fo of
the SAW depends on the periodicity p of the fingers,

0 0

fOZX:* 1

y
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Figure 1: (a) Micrograph of an actual sample showing the aluminum IDT pair and the Ni Hall bar (both contacted
for measurement). (b) Schematic closeup of 2 finger pairs. (c) The external magnetic field H is applied orthogonal
to the SAW wave vector kgawy .

To study the interaction of the SAW with a ferromagnetic thin film in the spirit of spin
mechancis, we deposited a 50nm thick, polycrystalline nickel film in the SAW propagation
path. The Ni film is patterned into a Hall bar shape to allow for DC magnetoresistance mea-
surements. RF contacts to the IDTs were established using high—frequency co-axial cables,
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Figure 2: (a) RF power transmission as a function of frequency for a SAW delay line with a fundamental frequency
of 172.2MHz. (b) 861 MHz RF transmission (black) compared to longitudinal resistance (blue) as a function of the
applied magnetic field. The up-sweep is depicted by the solid lines and the down-sweep by the dotted lines.

coplanar waveguides and bond wires. A micrograph of a typical SAW / ferromagnet hybrid
is shown in Fig.[I(a). The schematic closeup in Fig. [I(b) illustrates the IDT design, with the
definition of the periodicity p which is equivalent to the SAW wavelength A for operation at f.
Using a vector network analyzer (VNA) we determined the RF power transmitted through the
SAW delay line as a function of frequency at zero external magnetic field. This transmission
— more precisely the magnitude of the scattering parameter Sy; — is shown in Fig. [2l Within
the frequency span shown in Fig. 2} two transmission maxima (at 172.2 MHz and 861 MHz, re-
spectively) can be identified and attributed to SAWs. These maxima correspond to the SAWs
traveling at the fundamental frequency fop=172.2MHz and at the fifth harmonic 5fy. In IDTs
with a metalization ratio of 0.5 (finger width equals finger spacing), the fifth harmonic fre-
quency is the first harmonic frequency which can be excited [6]. The transmission maxima
observed between the SAW transmission peaks are attributed to bulk acoustic waves.

To investigate the interaction between the magnetization of the ferromagnet and the SAW, the
sample shown in Fig.[I(a) was mounted in an electromagnet in such a fashion that the external
magnetic field H was orthogonal to the SAW wave vector ksaw (cf. Fig.[I[c)). The experiments
discussed here were carried out at room temperature, simultaneously recording the SAW trans-
mission |Sy1| at 5fp=861 MHZH and the DC magnetoresistance Rjong as a function of the mag-
netic field magnitude poH. Figureshows Rjong (blue) and |S21| (black) thus obtained. Hereby,
the solid lines depict the data recorded for increasing the external magnetic field (upsweep)
and the dotted lines the data recorded for decreasing the external magnetic field (downsweep).
The abrupt change in Rjong indicates the coercive field Hc~2.5m Clearly, the qualitative
evolution of the magnetotransmission |Sy;| with H mimics Ryong, although the relative change
in transmission is much larger than the relative change in resistance. Hence we conclude that
the SAW propagation indeed is sensitive to the magnetization state in the Ni film. The details
of the interaction mechanism are currently under investigation. One possible explanations is a
magnetic field dependent change of the mechanical hardness of the Ni film, the so-called AE
effect [7].

“More precisely, we averaged a sweep of |Sy1| with a center frequency of 861 MHz and a sweep span of 6 MHz,
corresponding to the full width at half maximum of the SAW transmission peak.

5The fact that the switching fields for up-sweep and down-sweep occur at slightly different magnetic field values
is attributed to hysteresis in the electromagnet.
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In summary, we have demonstrated that SAWs on lithium niobate substrates interact - at ambi-
ent conditions - with polycrystalline nickel thin films deposited in their propagation path. The
high—frequency interaction is dependent on the static magnetization of the Ni film, as evident
from the correlation between DC magnetotransport and RF magnetotransmission. This opens
intriguing new perspectives for spin mechanics at high frequencies.
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Raman scattering study of the charge density wave phase in rare-earth
tri-tellurides at high pressure

H.-M. Eiter, L. Tassini, B. Muschler, R. Hack[[]
M. Lavagnini, L. Degiorgf]
J.-H. Chu, N. Ru, LR. Fisherf]

The rare-earth tri-telluride (RTe3) compounds are quasi two-dimensional metals, which un-
dergo an electronically driven charge density wave (CDW) phase transition already at high
temperatures - some of them even above room temperature. Electronic ordering and phase
transitions in the RTez compounds became a very active field of research, as the situation re-
sembles the one in the cuprates, where high temperature superconductivity may emerge from
charge ordering [1, 2]. Recently, superconductivity with T.<3 K was indeed found in TbTe; at
high pressure [3] right next to the CDW phase.

The CDW phase transition is driven by an instability in the electron system, which is coupled
to the crystal lattice via the electron phonon interaction. Electronic instabilities are at the origin
of phenomena as diverse as the formation of spin and charge density waves or superconduc-
tivity. Besides determining the ground state of the quantum system in which they occur, they
also fundamentally affect its excitation spectrum. In particular, they induce new types of col-
lective behavior, the investigation of which can be used to identify the kind of electronic order
involved. In the CDW state, on which we focus here, a gap opens up in the single particle
spectrum, and two new collective modes, associated with the oscillations of the amplitude and
of the phase of the CDW appear [4].

The RTez compounds host an unidirectional, i