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Vollständiger Abdruck der von der TUM School of Natural Sciences der

Technischen Universität München zur Erlangung des akademischen

Grades eines

Doktors der Naturwissenschaften

genehmigten Dissertation.

Vorsitzender: Prof. Dr. Johannes Knolle
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Abstract

Understanding the non-deterministic behavior of deterministic nonlinear systems has been an implicit

dream since Lorenz observed the “butterfly e↵ect”. A prominent example is the hysteresis and

bistability of a Du�ng oscillator, which is traditionally attributed to the coexistence of two steady

states in a double-well potential. However, this interpretation fails in a quantum-mechanical

perspective where a single unique steady state is allowed in the whole parameter space. Here,

we measure the non-equilibrium dynamics of a superconducting Du�ng oscillator and reconcile the

classical and quantum theories in a unified picture. We demonstrate that the steady states regarded

as classically are in fact metastable states. They have a remarkably long lifetime in a certain

parameter regime but must relax to the single unique steady state allowed by quantum mechanics

in the long-time limit. By engineering the lifetime of the metastable states su�ciently large, we

observe a first-order dissipative phase transition which mimics a sudden change of the mean field in

a 11-site Bose-Hubbard lattice. We also reveal the two distinct phases of the transition by quantum

state tomography, i.e., a coherent phase and a squeezed phase separated by a critical point. Our

results provide a comprehensive understanding of the Du�ng oscillator. They form an essential step

towards the understanding of the intriguing non-equilibrium phenomena in driven-dissipative systems.

Ein umfassendes Verständnis des nicht vorhersagbaren Verhaltens von deterministischen nichtlinearen

Systemen zu entwickeln ist ein Traum, seit Lorenz den “Schmetterlingse↵ekt” beobachtet hat. Ein

bekanntes Beispiel ist das hysteretische Verhalten und die Bistabilität eines Du�ng-Oszillators, die

traditionell auf die Koexistenz von zwei stationären Zuständen in einem Doppelmuldenpotenzial

zurückgeführt werden. Diese Interpretation versagt jedoch in einer quantenmechanischen Perspektive,

in der nur ein einziger stationärer Zustand im gesamten Parameterraum zulässig ist. Hier messen wir

die Nicht-Gleichgewichtsdynamik eines supraleitenden Du�ng-Oszillators und bringen die klassische

und die Quantentheorie in einem einheitlichen Bild zusammen. Wir zeigen, dass die als klassisch

betrachteten stationären Zustände metastabil sind. Sie haben eine bemerkenswert lange Lebensdauer,

gehen aber schließlich in den einzigen von der Quantenmechanik erlaubten stationären Zustand über.

Indem wir die Lebensdauer des metastabilen Zustands genügend groß machen, beobachten wir einen

dissipativen Phasenübergang erster Ordnung, der wie die plötzliche Änderung des mittleren Feldes in

einem 11-Platz Bose-Hubbard-Gitter aussieht. Mit Hilfe der Quantenzustands-Tomographie können

wir auch die beiden Phasen des Übergangs als eine kohärente Phase und eine gequetschte Phase

identifizieren. Unsere Ergebnisse liefern ein umfassendes Verständnis des Du�ng-Oszillators. Sie

stellen ferner einen wesentlichen Schritt auf dem Weg zum Verständnis der faszinierenden Nicht-

Gleichgewichtsphänomene in getriebenen dissipativen Systemen dar.
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“And you will know the truth, and the

truth will set you free.” (John 8:32)
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Outline

The major goal of this thesis is to use a driven-dissipative superconducting nonlinear resonator to

simulate, and eventually understand, the non-equilibrium quantum statistical properties of the Du�ng

oscillator. With the sample designed and fabricated by M. Fischer, we develop the characterization

and measurement techniques, and perform the quantum simulation experiments. Correspondingly,

this thesis is split into four parts with di↵erent emphases:

Part I reviews the quantum statistical properties of microwaves, which is an interdisciplinary

research field between superconducting quantum circuits and quantum optics. In Chapter 1, we

introduce the elementary building blocks of superconducting quantum circuits, such as the Josephson

junction, and describe the standard recipe for circuit quantization. In Chapter 2, we reveal the

connection between the microwave and optical fields, and introduce the theoretical tools developed in

quantum optics, such as the quasidistribution functions, for describing microwave photons.

Part II focuses on the modeling and characterization of our system. In Chapter 3, we introduce

the classical- and quantum-mechanical models of a nonlinear superconducting resonator, as well as

the design parameters of the sample chip and the cryogenic setup [1]. In Chapter 4, we report a

computer-automated procedure for characterizing and in-situ tuning the closed-system parameters

[2], such as the Kerr nonlinearity, and summarize the characterization result. In Chapter 5, we

describe a method to characterize the open-system parameters [3, 4], such as the energy dissipation

rate, and summarize the characterization result.

Part III describes the measurement techniques that are necessary for capturing the non-

equilibrium dynamics of the system. In Chapter 6, we theoretically describe the heterodyne

measurement in superconducting quantum circuits, and introduce our control and measurement

protocols. In Chapter 7, we review several methods for quantum state tomography of microwave

photons, and compare their performance with the same data set [5].

Part IV summarizes the major results of quantum simulation experiments and provides an outlook

on future researches. In Chapter 8, we reveal the quantum behavior of the Du�ng oscillator, and

report a first-order dissipation phase transition [6]. In Chapter 9, we discuss possible phenomena that

can be observed in coupled nonlinear superconducting resonators, called the Bose-Hubbard dimer.

The ultimate goal is to build a Bose-Hubbard lattice for simulating strongly interacting bosons in a

controllable and measurable way, and thus obtaining a deeper understanding of the condensed matter

physics.
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Chapter 1

SUPERCONDUCTING QUANTUM CIRCUITS

1.1 Motivation to go beyond classical circuits

People living in this century have witnessed a dramatic reduction of the size of commercial electronic

devices. For example, the first fully-programmable computer, ENIAC (electronic numerical integrator

and computer), invented in 1945 occupies a whole room space of around 2.4 m⇥0.9 m⇥30.0 m, while a

13.3” MacBook Pro, which is the major working horse for writing this thesis, can be easily put on my

desk with an even higher computational power. With the development of nanofabrication techniques,

electrical circuits are made increasingly small. It is not a news in this decade to integrate billions

of transistors on a single 25 mm ⇥ 25 mm silicon wafer. On the one hand, it is remarkable that our

traditional understanding of a bulky electrical circuit still applies to such a small physical scale. The

size of each transistor is even smaller than a circular Rydberg atom which can only be described by

quantum mechanics. On the other hand, it also leads to the famous question: Whether or not one

can observe quantum mechanics in electrical circuits [1, 2]?

L C

(Φ, q)

GND

Figure 1.1. Circuit diagram of a LC oscillator. Here, a capacitor, C, and an inductor, L, are
connected in parallel, � and q are the flux and charge variables at the top node.

In order to get some intuitions to the potential answer, let us consider a simple lumped-element

circuit as shown in Fig. 1.1. Here, a capacitor, C, and an inductor, L, form a so-called LC oscillator,

and we define the bottom node as the ground (GND). By defining the node flux, �, and charge,

q, as conjugate variables, {�, q} = 1, and applying the Kirchho↵’s current and voltage laws (KCL

and KVL), the classical Hamiltonian of the system can be readily written as [3] (see Section 1.3 for

derivation)

H =
q2

2C
+
�2

2L
. (1.1)

To quantize such a system, Dirac taught us that one should simply replace the Poisson bracket by a

commutator with the following canonical commutation relation [4–6]

1

i~ [�, q] = 1. (1.2)

Here, i ⌘
p
�1 is the imaginary unit, ~ is the reduced Planck constant, � and q are conjugate

quantum operators. We note that this quantum-mechanical description of the LC oscillator is always

valid and is independent of the size, material, or temperature of the circuit. However, to make the
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quantum phenomena measurable and controllable in real experiments, there must be several additional

considerations [6]:

Firstly, the circuit should be cooled down to a low temperature, T , where the energy of thermal

fluctuations, kBT with kB being the Boltzmann constant, is much smaller than the energy level

separations of the system. In our example, the energy levels are evenly spaced by ~!0 with !0 =

1/
p

LC being the resonant frequency of the LC oscillator. With the help of the cryogenic techniques,

one can thermally anchor the circuits to the mixing chamber stage of a dilution refrigerator and

suppress the thermal noise to approximately 10 mK. Thus, it indicates that the characteristic frequency

of the circuits should be designed, at least, in the microwave regime, which is often chosen in the range

of !/2⇡ = 4 – 8 GHz in experiments.

Secondly, the energy spreading of each individual energy levels, �~!0, must also be smaller than

their separation, ~!0. In other words, the decay rate of the circuit, for example, the energy decay rate

of the charge-flux oscillation, should be engineered as small as possible. This consideration leads to

the use of superconducting materials, such as niobium (Nb) and aluminium (Al), to make an electrical

circuit, where the electrons around the fermi level exist in the form of Cooper pairs below the critical

temperature of superconductivity (9.3 K and 1.2 K, respectively). The supercurrent carried by the

Cooper pairs can propagate in the circuit with, ideally, no energy dissipation. Moreover, one must

carefully shield the circuit from the electromagnetic environments and also the external circuitries

that are used to manipulate and measure the superconducting circuits. This requires an adequate

circuit design as well as the proper arrangement of the microwave components, such as attenuators,

filters, and circulators, at di↵erent temperature stages of the cryostat.

1.2 Josephson junctions

Usually, there exists a third requirement that the superconducting circuit must contain a certain

amount of nonlinearity. This request originates from the observation that the transition frequencies

between any two adjacent energy levels are degenerate in a perfectly linear system, which prevents

us from accessing an arbitrary quantum state in the system in the sense of both control and readout.

To date, the Josephson junction, as shown in Fig. 1.2A, may be the only known non-dissipative and

non-linear circuit element which can be integrated into superconducting circuits. The properties of

an ideal Josephson junction are summarized by the two Josephson equations

I = IJ sin', and '̇ = V/�0. (1.3)

Here, ' = �/�0 and V are respectively the gauge invariant phase di↵erence and the voltage drop

across the junction, �0 = ~/2e is the reduced magnetic flux quantum with e being the electron charge,

I is the supercurrent flowing through the junction, and IJ is the critical current of the junction.

Taking the time derivative of the first Josephson equation and combining it with the second one,

we obtain V = (LJ/ cos') İ, where LJ = �0/IJ is called the e↵ective Josephson inductance. This

name can be understood by expanding the first Josephson equation into a Taylor series [7]

I ⇡ (1/LJ)��
⇥
1/
�
6LJ�

2
0

�⇤
�3 + O

�
�5
�
, or, � ⇡ LJI +

⇥
L3
J/
�
6�20
�⇤

I3 + O
�
I5
�
. (1.4)

These two expressions see the junction as a parallel or series circuit, respectively, which consists of

an inductor, LJ , and a nonlinear circuit element nicknamed cut-line or spine-line spider, as shown in
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(Φ, q)

J

A

J

(Φ, q)D

J C

(Φ, q)E

LJ

(Φ, q)B

LJ

(Φ, q)C

Figure 1.2. Di↵erent circuit diagrams of a Josephson junction. (A) Circuit symbol of a
zero-dimensional junction which is fully described by the two Josephson equations. (B) – (C) By
using Taylor series, one may separate the linear and nonlinear parts of a junction and obtain a parallel
or series equivalent circuit diagram, respectively. Here, the cut- and spine-line spider symbols indicate
two di↵erent nonlinear parts. (D) – (E) Circuit symbol of a practical junction, which is equivalent
to a parallel circuit of a zero-dimensional junction and a Josephson capacitance.

Fig. 1.2B and C. In this regard, it is common to describe an ideal, or zero-dimensional, Josephson

junction as a nonlinear inductor. However, for a real junction with a finite junction area, it is

more appropriate to model it as a nonlinear inductor in parallel with a small capacitor in the 10�15

– 10�12 F range [6], as shown in Fig. 1.2D and E. The so-called Josephson capacitance, or shunt

capacitance, originates from the finite cross section areas of the two junction electrodes separated by

a thin insulating barrier, which form a parallel-plate capacitor in a real circuit.

We note that the value of � is not necessarily small for ultra-small junctions at the size of 10 –

100 nm, where the capacitive energy is comparable to the Josephson energy. In this case, the Coulomb

energy of the capacitor can blockade the Josephson tunneling e↵ects [8–10], such that � oscillates in

the full-2⇡ interval when biasing the junction by a DC (direct current) source. This phenomenon is

known as the Bloch oscillation [11–13], and it is more appropriate to model a Josephson junction here

as a nonlinear capacitor but not an inductor. In these regards, one should bear in mind that whether

a Josephson junction should be treated as an inductive link or a capacitive break depends on the

detailed parameters of the external circuit, for example, the size of the shunt capacitor.

1.3 Recipe for circuit quantization

We have learned from the example of the LC oscillator that the quantization of an electrical circuit

consists of two major steps: (1) Write down the classical Hamiltonian, and (2) replace the Poisson

bracket by a commutator. In many applications, the step (1) is the the major challenge while (2) is

straightforward. To write down the Hamiltonian, one standard approach is to start from KVL and

KCL, write down the Lagrangian, and use the Legendre transformation to get the Hamiltonian [3, 6].

Figuratively, we will call this approach the bottom-up approach. There is also a top-down approach,

called black-box quantization (BBQ) [14, 15]. Here, one separates the linear and nonlinear parts of

the Josephson junction (as we did in Section 1.2), and describes all the linear components of the entire

circuit by a series connection of LC circuits. Thus, the linear part of the system Hamiltonian can be

conveniently described as a collection of LC oscillators, whilst the nonlinear part is treated as a small

perturbation. Here, we focus on the bottom-up approach and illustrate the step (1) of the quantization

procedure with three examples.
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C(Φ, q)

J C

A

J1

(Φ, q)B

J2L

0-L/2 +L/2 x

…

δx

lδx(Φ0, q0) (ΦN, qN)

cδx

Figure 1.3. Circuit diagrams of three superconducting quantum devices. (A) A generalized
Josephson junction, which is a parallel circuit of a zero-dimensional junction, J , a capacitor, C, and
an inductor, L. (B) A DC-SQUID, which consists of two Josephson junctions, J1 and J2, in a
superconducting loop. Here, we intentionally shrink the size of the second junction to indicate a
possible loop asymmetry. (C) The distributed-element model of a transmission line resonator with
length L and open boundary conditions. Here, c and l are the capacitance and inductance per unit
length, �x is the length of a unit cell.

1.3.1 Example #1: Generalized Josephson junction

As introduced in Section 1.2, a Josephson junction is typically modeled as a zero-dimensional junction,

J , with a shunt capacitor, C. Here, we add also a parallel inductor, L, to the circuit and describe

it as a generalized Josephson junction [16, 17], as shown in Fig. 1.3A. Our first step is to define the

independent nodes of the circuit and name one as GND. Here, we define the bottom node as the

ground, such that the electromagnetic properties of top node is the only degree of freedom. Then, we

define node variables, � and q, apply KCL to the nodes and KVL to the circuit loops, and write down

the Lagrangian of the circuit.

A shortcut to the Lagrangian is to distinguish first the inductive and capacitive elements of

the circuit, which obey the relations q̇ = g(�) and �̇ = f(q), respectively. For example, the first

Josephson equation indicates that the Josephson junction is an inductive element. Normal inductors

and capacitors obey the relations q̇ = �/L and �̇ = q/C, respectively, such that they are inductive

and capacitive elements. Energies of the inductive and capacitive elements can be readily written as

an integral of g(�) and f(q) over � and q, respectively, and the Lagrangian is obtained by subtracting

the total inductive energy from the total capacitive energy [6]. In this example and for zero applied

current, the Lagrangian is

L =
C

2
�̇2 �


�2

2L
� �0IJ cos

✓
�

�0

◆�
, (1.5)

where we have used the relation �̇ = f(q) to change the variables in capacitive elements.

Next, we define the conjugate variable, q = @L/@�̇, and apply the Lagendre transformation,

H =
P

n
�̇nqn � L. In this way, we obtain the Hamiltonian of the generalized Josephson junction as

H = 4EC

⇣ q

2e

⌘2
+

EL

2

✓
�

�0

◆2

� EJ cos

✓
�

�0

◆
, (1.6)

where EC = e2/(2C), EL = �20/L, EJ = �0IJ = �20/LJ are called the capacitive, inductive, and

Josephson energies of the circuit.
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1.3.2 Example #2: DC-SQUID

A SQUID (superconducting quantum interference device) consists of a superconducting loop which is

interrupted by several Josephson junctions [18–20]. For example, the so-called RF (radio frequency)-

SQUID contains one junction in the loop while the DC-SQUID has two. When there are many large

junctions in one arm and a single smaller one in the other, it is also called the SNAIL (superconducting

nonlinear asymmetric inductive element) [21–24]. The Lagrangian of a DC-SQUID, as shown in

Fig. 1.3B, can be written in the same way as we did for a single Josephson junction

L =


C1

2
�̇2 + EJ,1 cos

✓
�

�0

◆�
+


C2

2
�̇2 + EJ,2 cos

✓
�

�0
+
�ex
�0

◆�
, (1.7)

where � is the node flux, and �ex is the external magnetic flux penetrating the loop. We have

neglected the geometric and kinetic inductances of the superconducting loop, which is valid in typical

DC-SQUIDs. The above Lagrangian can be readily written in a more compact form

L =
C1 + C2

2
�̇2 + EJ (�ex) cos

✓
�

�0
+ '0

ex

◆
, (1.8)

where

EJ (�ex) = E+

s

cos2
✓
�ex
2�0

◆
+ d2 sin2

✓
�ex
2�0

◆
, (1.9)

'0 (�ex) = � arctan


d tan

✓
�ex
2�0

◆�
+

✓
�ex
2�0

+ n⇡

◆
. (1.10)

Here, E± = EJ,1 ± EJ,2 is the summation or di↵erence of the two Josephson energies, d = EJ,�/EJ,+

is the SQUID asymmetry. Comparing with the Lagrangian of a single junction in Eq. (1.5), one can

readily write down the Hamiltonian as

H ⇡ 4EC

⇣ q

2e

⌘2
� EJ (�ex) cos


�

�0
+ '

�
�0ex
��

, (1.11)

By definition, the absolute value of the SQUID asymmetry, |d|, ranges from 0 to 1. The lower limit

corresponds to a perfectly symmetric SQUID with �/�0 + '0 (�ex) = �/�0 + �ex/(2�0), which is the

node flux at the center of the top branch. This observation indicates that a symmetric DC-SQUID

can be treated as a single junction with tunable Josephson energy. However, one should be careful

with this claim when considering a finite SQUID asymmetry. If the SQUID is coupled to some other

circuits, the the phase o↵set, '0 (�ex) 6= �ex/(2�0), may contribute to the interaction and thus should

not be simply omitted by a shift of variable. The other extreme case happens at |d| = 1, where there

is only one junction in the loop and the flux-tunability of the equivalent Josephson energy vanishes.

This circuit is in fact a RF-SQUID if the geometric loop inductance, L, is su�ciently large. The

corresponding Hamiltonian is

H ⇡ 4EC

⇣ q1
2e

⌘2
+

EL

2

✓
�1
�0

◆2

� EJ1 cos

✓
�1
�0

+
�ex
�0

◆
. (1.12)
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1.3.3 Example #3: Transmission line resonator

In all the discussions above, we assume that the circuit is composed of a finite number of circuit

elements, such as capacitors, inductors, and junctions, which are zero-dimensional components without

spatial degree of freedom. This assumption is valid when the circuit characteristic wavelength is much

larger than its physical scale, called the lumped-element model. However, this condition is usually not

fulfilled for typical superconducting quantum circuits, where the two scales are comparable. In this

case, it is required to describe the system under investigation by a distributed-element circuit, while

the result may be transformed into an equivalent lumped-element model within a small bandwidth.

A transmission line resonator is a typical distributed-element circuit, which is a central element of

superconducting quantum circuits. We will meet it again in Chapter 5 when studying the scattering

coe�cients of superconducting microwave resonators. As shown in Fig. 1.3C, a transmission line

resonator can be modeled as a periodic structure with N terms of LC-oscillator cells

L =
NX

n=0

c�x

2
�̇2n � (�n+1 � �n)2

2l�x
, (1.13)

where c and l are the capacitance and inductance per unit length, respectively, �x is the length of a

unit cell, and L = N�x is the total length of the resonator. In the continuum limit, �x ! 0, we have

(�n+1 � �n) /�x ! �0(x), such that the Lagrangian can be written in an integral form

L =

Z +L/2

�L/2
dx


c

2
�̇(x)2 � �0(x)2

2l

�
. (1.14)

Readers familiar with the quantum field theory may immediately recognize that the mathematical

description of a transmission line resonator is identical to that of a one-dimensional linear field, which

is nothing but a collection of independent harmonic oscillators [25]. However, let us repeat the major

steps of field quantization here to see the correspondance.

There are two steps to quantize a linear field: (1) Describe the system as a collection of harmonic

oscillators, and (2) quantize each of them independently. The goal of the first step is to find a mode

basis, {�m(x, t)}, called the normal modes, where the temporal and spatial degrees of freedom are

separable

�m(x, t) = �m(x)�m(t). (1.15)

Moreover, the normal (spatial) modes {�m(x)} should be orthonormal

1

L

Z +L/2

�L/2
dx�m(x)�n(x) = �m,n, (1.16)

where �m,n is the Kronecker delta. To find the normal modes, we note that the transmission line

resonator must obey some special boundary conditions to be called a resonator. Here, we assume

an open boundary condition, �0(�L/2) = �0(L/2) = 0, which guarantees that no current is flowing

through the two ends of the resonator. In this way, the Lagrangian can be diagonalized in the plane
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wave basis

�(x, t) =
1X

m=1

p
2 cos (kmx)�m(t), (1.17)

where km = m⇡/L, m = 1, 2, · · · . By replacing �(x, t) in Eq. (1.14) with (1.17), we obtain

L = L
1X

m=1


c

2
�̇m(t)2 � k2

m

2l
�n(t)2

�
. (1.18)

This result is self-consistent with our assumption of the normal modes. Comparing Eq. (1.18) with the

first example of LC oscillator, we demonstrate the firstst half of the claim, that is “a one-dimensional

field is nothing but a collection of independent harmonic oscillators”.

The next step is to write down the Hamiltonian for each harmonic oscillator, and “quantize them

one by one”. Following the analysis of the LC oscillator introduced in Section 1.1, one can readily

write down the result as

H =
1X

m=1

q2m
2C

+
�2n

2Lm

, (1.19)

where C = Lc, Lm = l/
�
k2
mL
�
. We see that there is an infinite number of modes in a transmission line

resonator, whose resonant frequencies are separated by !m+1 � !m = vph(⇡/L). Here, vph = 1/
p

lc

is the phase velocity of the microwave propagating along the transmission line. However, in practice

one may focus only on a single or several modes because of the relatively large separation between

the two adjacent eigenfrequencies. Thus, it is reasonable to describe a transmission line resonator as

a lumped-element LC circuit with a single resonant frequency of interest.
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Chapter 2

MICROWAVE QUANTUM OPTICS

2.1 Second quantization of microwaves

By replacing the node flux, �, and charge, q, with non-commuting operators, we have witnessed a

leap from the classical to quantum circuits. In this new regime, dynamics of the system obeys the

Schrödinger equation

i~ @
@t
 (�, t) = H (�, t), (2.1)

where H is the system Hamiltonian,  (�, t) is the wavefunction written in the flux basis. To solve

this di↵erential equation, a standard procedure is to find the eigenvalues and eigenstates, En and

 n(�), of the Hamiltonian and write an arbitrary wave function in a linear superposition of them:

 (�, t) =
P1

n=0 cn exp (�iEnt/~) n(�), where cn are probability amplitudes. For example, let us

recall the example of an LC oscillator (as introduced in Chapter 1)

H =
q2

2C
+
�2

2L
, where q = �i~@�, (2.2)

of which the eigenvalues and eigenstates can be obtained by using the spectral method [26]

En = ~!0

✓
n +

1

2

◆
,  n(�) =

1p
2nn!

✓
C!0

⇡~

◆1/4

Hn

 r
C!0

~ �

!
, (2.3)

where !0 = 1/
p

LC, Hn( · ) are Hermite polynomials. Thus, an arbitrary wavefunction of an LC

oscillator can be expressed by using the superposition principle. One thing we have learned from

this example is that to describe a quantum system lots of e↵orts are required to solve the di↵erential

equation. A natural question is that whether there exists an algebraic way to describe a quantum

system and simplify the calculation.

The second quantization provides an a�rmative answer to the question. The door to the expected

simplification is opened by interpreting these evenly spaced energy levels, En, as a corresponding

numbers of quanta [25]. By defining the following annihilation and creation operators

a =
1p
2~

✓p
C!0�+

ip
C!0

q

◆
, a† =

1p
2~

✓p
C!0�� ip

C!0
q

◆
, (2.4)

the Hamiltonian in Eq. (2.2) can be written in the following form

H = ~!0

✓
n +

1

2

◆
, (2.5)

where n = a†a is called the number operator. By definition, the annihilation and creation operators

obey the canonical commutation relation,
⇥
a, a†

⇤
= 1. The interpretation of a and a† is that they

annihilate or create a quanta of energy, ~!0, in the system, which is named as a microwave photon in
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superconducting quantum circuits. Thus, the eigenstate,  n(�), represents a state with n photons in

the system, which will be written as |ni by following Dirac’s bra-ket notation. In this way, we avoid

the mathematical details of solving the di↵erential equation and describe the microwave radiation in

terms of photon numbers in the normal modes. Most importantly, the second quantization procedure

provides a common language for describing the optical and microwave radiation. It enables us to

apply directly the theoretical tools developed in quantum optics to study a superconducting quantum

circuit.

2.2 Quantum states of photons

Having seen that the microwaves can be described in the same way of optical light, we now review

several quantum states of photons that are useful to describe the quantum statistical properties of

radiation.

2.2.1 Example #1: Fock states

Fock states are eigenstates of the number operator

a†a|ni = n|ni, (2.6)

where n = 0, 1, · · · is the photon number. Sometimes, it is useful to define the Fock state from the

vacuum

|ni =
a†np

n!
|0i, (2.7)

where a|0i = 0. With this definition, the physical meaning of the creation and annihilation operators

can be immediately appreciated from the following relations

a†|ni =
p

n + 1|n + 1i, a|ni =
p

n|n � 1i, (2.8)

which creates or annihilates an extra photon in the system.

2.2.2 Example #2: Coherent states

Coherent states are eigenstates of the annihilation operator [27, 28]

a|↵i = ↵|↵i, (2.9)

where ↵ is an arbitrary complex number. By this definition, one can calculate the average photon

number of a coherent state as n̄ = |↵|2. Similar to Eq. (2.7), one may also define a coherent state from

the vacuum

|↵i = D(↵)|0i, (2.10)
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where D(↵) = exp
�
↵a† � ↵⇤a

�
is called the displacement operator. Alternatively, a coherent state

can also be defined in the basis of Fock states

|↵i = exp

✓
� |↵|2

2

◆ 1X

n=0

↵n

p
n!
|ni. (2.11)

For completeness, we list several useful properties of the displacement operator [29]

(1) D†(↵) = D�1(↵) = D(�↵), (2.12)

(2) D(↵)D(�) = e(↵�
⇤�↵

⇤
�)/2D(↵+ �) = e↵�

⇤�↵
⇤
�D(�)D(↵), (2.13)

(3) D†(↵)aD(↵) = a + ↵, D†(↵)a†D(↵) = a† + ↵⇤. (2.14)

2.2.3 Example #3: Squeezed-coherent and coherent-squeezed states

Squeezed coherent and coherent squeezed states are closely related to each other by the definitions

|↵, ⇣i = D(↵)S(⇣)|0i, |�, ⇣i0 = S(⇣)D(�)|0i, (2.15)

where D(↵) is the displacement operator, S(⇣) = exp
⇥
(⇣⇤/2) a2 � (⇣/2) a†2

⇤
is called the squeeze

operator. In the literature, these states are more often called the squeezed state and the two-photon

coherent state, respectively, which di↵er in the sequence of applying the displacement and squeeze

operators to the vacuum [29]. However, they are equivalent to each other, i.e., D(↵)S(⇣) = S(⇣)D(�),

on condition that

↵ = � cosh (r) � ei2'�⇤ sinh (r) , or, � = ↵ cosh (r) + ei2'↵⇤ sinh (r) , (2.16)

where ⇣ = rei2'. In what follows, we focus only on the squeezed state.

The squeezed state is an eigenstate of the operator, S(⇣)aS†(⇣), that is,

h
S(⇣)aS†(⇣)

i
|↵, ⇣i = �|↵, ⇣i. (2.17)

Following this definition and using the property (3) of the squeeze operator listed below, one may

calculate the mean photon number as n̄ = |↵|2 + sinh2(r). In the Fock state basis, the squeezed state

reads [30]

|↵, ⇣i = N
1X

n=0

(s
[ei2' tanh(r)/2]n

n! cosh(r)
Hn

"
�p

ei' sinh(2r)

#)
|ni (2.18)

where Hn ( · ) is the Hermite polynomial, H is a normalization factor.

For completeness, we also list several properties of the squeeze operator [31]

(1) S†(⇣) = S�1(⇣) = S(�⇣), (2.19)

(2) S(⇣1)S(⇣2) = S

✓
⇣1 + ⇣2
1 + ⇣⇤1⇣2

◆
exp


1

2
ln

✓
1 + ⇠1⇠⇤2
1 + ⇠⇤1⇠2

◆✓
a†a +

1

2

◆�
, (2.20)

(3) S†(⇣)aS(⇣) = a cosh (r) � a†ei2' sinh (r) , S†(⇣)a†S(⇣) = a† cosh (r) � ae�i2' sinh (r) . (2.21)

We note that, to derive the property (2), one needs to write the squeeze operator as S(⇣) =
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exp (�⌧�+) exp
⇥
ln
�
1 + |⌧ |2

�
�z/2

⇤
exp (⌧⇤��), where ⌧ = ei' tanh(r), �+ = a†2/2, �� = a2/2, and

�z = a†a + 1/2 [32].

2.2.4 Example #4: Thermal states

The three states we have introduced are called pure states, which are the states a single quantum

object can stay at one specific time instance. For an ensemble of identical and non-interacting quantum

objects, there are probabilities for each object to be in di↵erent pure states. In this situation, we say

that the object is in a mixed state in the sense of an ensemble average. To describe a mixed state,

it is useful to define a density operator, ⇢, which is a weighted summation of the outer products of

pure states. The weight, Pn, is the classical probability for one object to be in the corresponding pure

state, | ni. To make this definition more clear, here we take the thermal state for illustration.

The density operator of a thermal state at temperature, T , is defined as

⇢T =
1X

n=0

Pn|nihn|, (2.22)

where Pn = exp [�En/(kBT )] /
P1

m=0 exp [�En/(kBT )] obeys the Boltzmann distribution, which

describes the probability for the system to be in the Fock state |ni. Recalling that En = ~! (n + 1/2)

for Fock states, one can simplify the distribution function as

Pn =
1 � exp [�~!/(kBT )]

exp [n~!/(kBT )]
. (2.23)

In this regard, the average photon number of the thermal state is n̄T = 1/ {exp [~!/ (kBT )] � 1}.

2.2.5 Example #5: Gaussian states

In experiments of quantum optics, the system are often in the so-called Gaussian state, which is

relatively easy to prepare, manipulate, and read out [33–36]. The most general definition of a Gaussian

state is a rotated, squeezed, and displaced thermal state

⇢G = D(↵)S(⇣)R(�)⇢TR†(�)S†(⇣)D†(↵), (2.24)

where D(↵) and S(⇣) are displacement and squeeze operators, respectively, and R(�) = exp
�
�i�a†a

�

is called the rotation operator. We note that the rotation operator plays no role in the expression of a

single-mode Gaussian state and thus can be simply omitted. However, we keep it here for completeness.

Similar to all the states introduced above, one may also write a Gaussian state in Fock state basis

[37–41]. The result is too complicated to display here. In fact, it is more convenient to describe a

Gaussian state by the quasidistribution functions that will be introduced shortly in Section 2.3. The

mean photon number of a Gaussian state is n̄ = (n̄T + 1/2) cosh(2r) � 1/2 + |↵|2, where n̄T is the

average photon number of a thermal state at temperature T (see Chapter 7 for deviation).

For completeness, we also list several properties of the rotation operator

(1) R†(�) = R�1(�) = R(��), (2.25)

(2) R(�1)R(�2) = R(�1 + �2), (2.26)

(3) R†(�)aR(�) = ae�i�, R†(�)a†R(�) = a†ei�. (2.27)
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2.3 Quasidistribution functions

Using Dirac’s bra-ket notation, we have seen that an arbitrary quantum state of photons can be

written as a linear combination of di↵erent Fock states {|ni|n = 0, 1, · · · }, which fulfill the requirement

of completeness and orthonormality

1X

n=0

|nihn| = , hn|n0i = �n,n0 . (2.28)

These properties ensure that a wavefunction corresponds to a unique linear combination of the basis

states, which is a commercial and useful method for describing a quantum state. However, in the

experiments of quantum optics it may be more convenient to describe a state in the so-called coherent

state basis {|↵i}, which are neither orthonormal nor complete. In fact, the coherent states form an

overcomplete basis [42]

h↵|�i = e�(|↵|2+|�|2)/2e↵
⇤
� ,

Z
d2↵|↵ih↵| = ⇡, (2.29)

where the integral covers the entire complex plane. In this regard, a quantum state cannot be

uniquely expanded on the coherent state basis. However, the bright side of overcompleteness is

that, as was initially revealed by Glauber and Sudarshan [27, 28, 43, 44], one may write the density

matrix of an arbitrary state, ⇢, as a weighted average over di↵erent coherent states, |↵ih↵|. Here,

the weight for di↵erent ↵ is called the P representation. This approach can also be generalized

to many other representations such as the Q and W representations, which are named after the

mathematicians Husimi and Wigner, respectively. In this section, we introduce the definition of the

three representations as well as their basic properties.

2.3.1 The Glauber-Sudarshan P representation

We define the characteristic function as �(z, z⇤), such that the corresponding quasidistribution

function, F (↵,↵⇤), can be written as a two dimensional Fourier transform [42]

F (↵,↵⇤) =
1

⇡2

Z
d2z�(z, z⇤)e�iz

⇤
↵
⇤
e�iz↵, (2.30)

�(z, z⇤) =

Z
d2↵F (↵,↵⇤)eiz

⇤
↵
⇤
eiz↵. (2.31)

For P representation, the characteristic function reads

�N(z, z⇤) = tr
⇣
⇢eiz

⇤
a
†
eiza
⌘

, (2.32)

such that the P representation is

P (↵,↵⇤) =
1

⇡2

Z
d2z�N(z, z⇤)e�iz

⇤
↵
⇤
e�iz↵. (2.33)
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The convenience of P representation is that the normal-ordered operator averages can be readily

calculated via the prescription

D
a†paq

E
=

@p+q

@ (iz⇤)p @ (iz)q
�N(z, z⇤)

����
z=z⇤=0

=

Z
d2↵P (↵,↵⇤)↵⇤p↵q. (2.34)

Recalling the overcomplete property of coherence states, i.e., Eq. (2.29), the above equation indicates

that

⇢ =

Z
d2↵P (↵,↵⇤)|↵ih↵|. (2.35)

This is consistent with the previous claim that arbitrary state can be written as a weighted summation

over coherent states.

With these notations, let us calculate the P-quasidistribution function of the states introduced in

Section 2.2. They are the Fock state |ni, coherent state |�i, squeezed state |�, ⇣i, thermal state ⇢T ,

and Gaussian state ⇢G. The P representation of the Fock, squeezed, and Gaussian states does not exist

in general, since they can be non-classical states [42]. However, they exist in the sense of generalized

functions which involves too many mathematical details and is beyond the interest of this thesis. This

is also the major drawback of P representation: It is positive and nonsingular only for classical states

in the sense that they can be regarded as a distribution function. The P representations for the other

two states read

Coherent state |�i: P (↵,↵⇤) = �(↵� �), (2.36)

Thermal state ⇢T : P (↵,↵⇤) =
e�|↵|2/n̄T

⇡n̄T

. (2.37)

2.3.2 The Husimi Q representation

Similar to the discussions above, the characteristic function of the Q representation is defined as

�A(z, z⇤) = tr
⇣
⇢eizaeiz

⇤
a
†
⌘

, (2.38)

and thus the Q representation is

Q(↵,↵⇤) =
1

⇡2

Z
d2z�A(z, z⇤)e�iz

⇤
↵
⇤
e�iz↵. (2.39)

Contrary to the P representation, the convenience of Q representation exists in calculating the

antinormal-ordered operator averages

D
apa†q

E
=

@p+q

@ (iz⇤)p @ (iz)q
�A(z, z⇤)

����
z=z⇤=0

=

Z
d2↵Q(↵,↵⇤)↵p↵⇤q. (2.40)

One can also write the Q function as

Q(↵,↵⇤) =
h↵|⇢|↵i
⇡

, (2.41)

where we have used the overcomplete property of coherent states. In this regard, we may interpret the

value of the Q function as the probability density of detecting the field at position x = (↵+ ↵⇤) /
p

2
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and momentum p = �i (↵� ↵⇤) /
p

2. We will return to this point again in Chapter 6 in the context

of quadrature measurement.

The possible drawbacks of the P-representation, that are the non-positivity and singularity, are

expected to be solved in the Q representation, because the value of ⇡Q(↵,↵⇤) is strictly the probability

of detecting the coherent state |↵i. The quasidistribution functions of the five states introduced in

Section 2.2 are [42, 45]

Fock state |ni: Q(↵,↵⇤) =
|↵|2n exp

�
�|↵|2

�

⇡n!
, (2.42)

Coherent state |�i: Q(↵,↵⇤) =
exp

⇥
�
�
x2 + y2

�⇤

⇡
, (2.43)

Squeezed state |�, ⇣i: Q(↵,↵⇤) =
2 exp

n
�2
h
(x cos'+y sin')2

1+e�2r + (�x cos'+y sin')2

1+e2r

io

⇡
p

(1 + e�2r) (1 + e2r)
, (2.44)

Thermal state ⇢T : Q(↵,↵⇤) =
exp

⇥
�|↵|2/ (1 + n̄T )

⇤

⇡ (1 + n̄T )
, (2.45)

Gaussian state ⇢G: Q(↵,↵⇤) =

s
2

⇡[1 + (2n̄T + 1)e�2r]
exp

⇢
�2

[x cos'+ y sin']2

1 + (2n̄T + 1)e�2r

�

⇥

s
2

⇡[1 + (2n̄T + 1)e2r]
exp

⇢
�2

[�x sin'+ y cos']2

1 + (2n̄T + 1)e2r

�
, (2.46)

where we have defined x = Re (↵� �) and y = Im (↵� �) to simplify the notation. However, the

spread of the Q function in phase space is somewhat wider than that of the P function, as can be

readily seen by comparing with the result in Eqs. (2.36) and (2.37). Because of this relatively large

uncertainty, one can hardly distinguish a vacuum state from a thermal state without a very careful

comparison. This is the major drawback of the Q representation.

2.3.3 The Wigner-Ville W representation

As a compromise between the P and Q representations, we define the characteristic function of the W

representation as

�S(z, z⇤) = tr
⇣
⇢eiz

⇤
a
†+iza

⌘
, (2.47)

such that the W representation is

W (↵,↵⇤) =
1

⇡2

Z
d2z�S(z, z⇤)e�iz

⇤
↵
⇤
e�iz↵. (2.48)

The W representation is useful to calculate the so called symmetric-ordered operator averages

D⇣
a†paq

⌘

S

E
=

@p+q

@ (iz⇤)p @ (iz)q
�S(z, z⇤)

����
z=z⇤=0

=

Z
d2↵W (↵,↵⇤)↵p↵⇤q, (2.49)

where
�
a†paq

�
S

denotes the average of all possible oderings of p creation and q annihilation operators

[45]. For example,
�
a†2a2

�
S

=
�
a†2a2 + a†aa†a + a†a2a† + aa†2a + aa†aa† + a2a†2

�
/6.

Compared to the P and Q representations, the W representation is always a normal function but

allows negative values. We note that this negativity originates from the non-commutating relation

between the field operators, a and a†, and thus may be a useful indication of the non-classical properties
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of radiation. More precisely, it has been shown that the negativity can be observed only if the state

is non-Gaussian [46]. For the five states discussed above, we summarize their W quasidistribution

functions as [42, 45]

Fock state |ni: W (↵,↵⇤) =
2e�2|↵|2

⇡n!

nX

k=0

(�1)n�k
(n!)2|2↵|2k

(k!)2(n � k)!
, (2.50)

Coherent state |�i: W (↵,↵⇤) =
2 exp

⇥
�2
�
x2 + y2

�⇤

⇡
, (2.51)

Squeezed state |�, ⇣i: W (↵,↵⇤) =
exp

n
�2
h
(x cos'+y sin')2

e�2r + (�x cos'+y sin')2

e2r

io

⇡
, (2.52)

Thermal state ⇢T : W (↵,↵⇤) =
2 exp

⇥
�2|↵|2/ (1 + 2n̄T )

⇤

⇡ (1 + 2n̄T )
, (2.53)

Gaussian state ⇢G: W (↵,↵⇤) =

s
2

⇡(2n̄T + 1)e�2r
exp

⇢
�2

[x cos'+ y sin']2

(2n̄T + 1)e�2r

�

⇥

s
2

⇡(2n̄T + 1)e2r
exp

⇢
�2

[�x sin'+ y cos']2

(2n̄T + 1)e2r

�
. (2.54)

Although the expressions of the non-classical states, for example, the Fock state |ni, seems to be

rather complicated, Eq. (2.50) is a well defined function without singularity. In fact, one can always

find a well-behaved function to describe an arbitrary state in W representation, which is advantageous

over the P representation. On the other hand, the uncertainty of the W quasidistribution function

is smaller than that of the Q function for describing the same state. In these regards, the W

representation is commonly used to describe a photonic state in the literature compared with the

other two representations.

2.3.4 Transform among di↵erent representations

Knowing the definitions and properties of the P, Q, and W representations, it is convenient to use

di↵erent representations for di↵erent purposes. These transformations will be useful in Chapter 6,

where we describe the theory of quadrature measurement. Here, we summarize the results while

referring the readers to Ref. [42] for the detailed derivations. On the characteristic function side, the

transformations are straightforward

e|z|
2
/2�A(z, z⇤) = �S(z, z⇤) = e�|z|2/2�N(z, z⇤). (2.55)

However, the transformation among the quasidistribution functions must be done in a P-W-Q

sequence, that is

Q(↵,↵⇤) =
2

⇡

Z
d2�W (�,�⇤)e�2|��↵|2 = exp

✓
1

2

@2

@↵@↵⇤

◆
W (↵,↵⇤), (2.56)

W (↵,↵⇤) =
2

⇡

Z
d2�P (�,�⇤)e�2|��↵|2 = exp

✓
1

2

@2

@↵@↵⇤

◆
P (↵,↵⇤). (2.57)

Inserting Eq. (2.57) into (2.56), we obtain a direct relation between the P and Q functions

Q(↵,↵⇤) =
1

⇡

Z
d2�P (�,�⇤)e�|��↵|2 = exp

✓
@2

@↵@↵⇤

◆
P (↵,↵⇤). (2.58)
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2.4 Quantum theory of damping

So far, our discussions are focused solely on closed systems. To take dissipation into consideration, the

usual way in classical mechanics is to add a velocity-dependent term in the Euler-Lagrange equation

of motion (EOM) [47]. For example, the EOM of a damped LC oscillator can be written as

�̈+ ��̇+ !2
0� = 0, (2.59)

where � is the energy damping rate. However, this approach can hardly be used in quantum systems

because it necessarily violates the Heisenberg uncertainty relation. The key to incorporate damping

into quantum mechanics relies on the fact that the system is damped because of the interaction with

the environment, while the latter is large enough to be described as a thermal equilibrium throughout

the process [42]. In other words, a dissipation is always accompanied with a fluctuating force acted by

the environment, f(t), called the Langevin force. Thus, Eq. (2.59) should be written as a stochastic

equation to describe an open quantum system

�̈+ ��̇+ !2
0� = f(t). (2.60)

This is one formulation of the fluctuation-dissipation theorem. In this section, we review the theoretical

tools developed in quantum optics to describe an open quantum system.

2.4.1 Heisenberg picture: The Langevin-equation approach

Amplitude damping

We consider a harmonic oscillator, i.e., the system, which interacts with a bosonic bath, i.e., the

environment. The Hamiltonian of the composite system reads

Hs = ~!0a
†a, (2.61)

Hb = ~
Z +1

�1
d!!b†!b!, (2.62)

Hsb = ~
Z +1

�1
d!
⇣
⇤ab†! + a†b!

⌘
. (2.63)

Following the Heisenberg equation, the time evolution of the intra-resonator field, a, as well as the

bath field, b!, can be readily written as

ȧ = �i!0a � i

Z +1

�1
d!b!, (2.64)

ḃ! = �i!b! � i⇤a. (2.65)

Inserting the formal solution of Eq. (2.65) into (2.64), we have

ȧ(t) = �i!0a(t) � ||2
Z +1

�1
d!

Z
t

t0

dt0e�i!(t�t
0)a(t0) + f(t). (2.66)
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where

f(t) = �i

Z +1

�1
d!e�i!(t�t0)b!(t0). (2.67)

This equation can be further simplified by using the property,
R +1
�1 d!e�i!(t�t0) = 2⇡� (t � t0). We

therefore obtain the so-called quantum Langevin equation

ȧ = �i!0a � �

2
a + f(t), (2.68)

where
p
� = i

p
2⇡. For the bath in a thermal state at temperature T , the correlation functions of

the Langevin force obey the following relations [48, 49]

hfi = 0, hf †(t)f(t0)i = �n̄T �(t � t0). (2.69)

Moreover, we have [48]

ha(t)f(t)i = hf †(t)a†(t)i = 0, hf(t)a(t)i = ha†(t)f †(t)i = 0, (2.70)

hf †(t)a(t)i = ha†(t)f(t)i =
�

2
n̄T , ha(t)f †(t)i = hf(t)a†(t)i =

�

2
(n̄T + 1) , (2.71)

such that

d

dt
hai = �i!0hai �

�

2
hai, and

d

dt
ha†ai = ��ha†ai + �n̄T . (2.72)

Phase damping

The above discussions describe the amplitude damping of the system, where a photon of the system

is exchanged with a photon of the bath. Another damping mechanism that is commonly studied

in quantum optics is called the dephasing, where a system photon is scattered when it absorbs or

emits a bath photon [50]. To describe this e↵ect, one may consider a phase bath with the following

system-environment interaction [50–54]

Hsb = ~
Z +1

�1
d!a†a

⇣
⇤�b

†
! + �b!

⌘
. (2.73)

Following a similar derivation, we obtain the corresponding Langevin equation

ȧ = �i!0a �
��
2

a +
⇣
af � f †a

⌘
, (2.74)

where
p
�� = i

p
2⇡�. Similarily, the correlation functions of the Langevin force obey the following

relations [49]

hfi = 0, hf †(t)f(t0)i = �n̄��(t � t0). (2.75)
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However, the following averages are slightly di↵erent from Eq. (2.71) [48]

ha(t)f(t)i = �
��
2

n̄�ha(t)i, hf †(t)a†(t)i = �
��
2

n̄�ha†(t)i, (2.76)

hf(t)a(t)i = �
��
2

(n̄� + 1) ha(t)i, ha†(t)f †(t)i = �
��
2

(n̄� + 1) ha†(t)i, (2.77)

hf †(t)a(t)i =
��
2

n̄�ha(t)i, ha†(t)f(t)i =
��
2

n̄�ha†(t)i, (2.78)

ha(t)f †(t)i =
��
2

(n̄� + 1) ha(t)i, hf(t)a†(t)i =
��
2

(n̄� + 1) ha†(t)i. (2.79)

Correspondingly, we have

d

dt
hai = �i!0hai �

��
2

(2n̄� + 1) hai, and
d

dt
ha†ai = 0. (2.80)

2.4.2 Schrödinger picture: The master-equation approach

Amplitude damping

The so-called master equation is essentially identical to the quantum Langevin equation, while

the former describes the system dynamics in the Schrödinger picture. Given the Hamiltonians in

Eqs. (2.61)-(2.63), we write the dynamics of the composite system in an integro-di↵erential form in

the interaction picture [42]

˙̃�(t) =
1

i~

h
H̃sb, �̃(0)

i
� 1

~2

Z
t

0
dt0trb

nh
H̃sb(t),

h
H̃sb(t

0), �̃(t0)
iio

. (2.81)

Here, we have defined �̃(t) = exp [it (Hs + Hb) /~]�(t) exp [�it (Hs + Hb) /~], H̃sb(t) =

exp [it (Hs + Hb) /~] Hsb exp [�it (Hs + Hb) /~]. The master equation can be obtained by assuming

that the composite system is initially in a product state of the system and the environment, i.e.,

�(0) = ⇢(0) ⌦ ⇢b, and that trR
n

H̃sb(t)⇢b
o

= 0. However, in most of the time the name “master

equation” denotes the equation in the Born-Markov approximation

˙̃⇢(t) = � 1

~2

Z
t

0
dt0trR

nh
H̃sb(t),

h
H̃sb(t

0), ⇢̃(t) ⌦ ⇢b
iio

. (2.82)

There are two approximations from Eq. (2.81) to (2.82), which correspond to the names of Born and

Markov. The Born approximation assumes that the system and the bath are always in a product state

⇢(t) = ⇢(t)⌦⇢b, while the bath state is ⇢b =
P

k
⇢T (!k) with ⇢T being a thermal state at temperature

T . Physically, it requires a weak system-environment coupling strength and a huge environment.

On the other hand, the Markov approximation assumes that the time derivative of the system, ˙̃⇢(t),

depends solely on the current state, ⇢̃(t). The Markov approximation relies on the separation of two

time scales: a long time scale for the dynamics of the system, and a short time scale that characterizes

the decay of the correlation functions of the bath field [42].

Now, let us replace the interaction Hamiltonian, Hsb, in Eq. (2.82) by (2.63), and calculate the

specific form of the master equation for the damped LC oscillator. It is straightforward to write

˙̃⇢(t) = ↵
⇣
a⇢̃(t)a† � a†a⇢̃(t)

⌘
+ �

⇣
a⇢̃(t)a† + a†⇢̃(t)a � a†a⇢̃(t) � ⇢̃(t)aa†

⌘
+ h.c., (2.83)

where ↵ =
R
t

0 dt0
P

k
|k|2e�i(!k�!0)(t�t

0), � =
R
t

0 dt0
P

k
n̄T (!k)|k|2e�i(!k�!0)(t�t

0), and n̄T (!k) is the
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mean photon number of the thermal state at frequency !k. In the limit where the frequencies of

the bath modes are close in spectrum, one can replace the summation in ↵ and � by an integral

over frequency, i.e.,
P

k
!
R +1
�1 d!g(!) with g(!) being the density of states. The result is ↵ =

�/2 + i�, � = n̄T�/2 + i�0, where � = 2⇡g(!0)|(!0)|2, � = P
R +1
�1 d!g(!)|(!0)|2/(!0 � !),

�0 = P
R +1
�1 d!n̄T (!)g(!)|(!0)|2/(!0 � !), and P represents the Cauchy principle value [42]. By

inserting these values into Eq. (2.83), rotating back to the Schrödinger picture, and rearranging the

terms in the so-called Lindblad form, we arrive at the celebrated form of the master equation

⇢̇ = �i (!0 + �)
h
a†a, ⇢

i
+
�

2
(n̄T + 1)D[a]⇢+

�

2
n̄TD[a†]⇢, (2.84)

where D[a]⇢ = 2a⇢a† � a†a⇢ � ⇢a†a is called the Lindbladian superoperator. Here, the frequency

shift, �, is small and often neglected in the literature. However, in the case of a damped two-level

system, � has a famous name: the Lamb shift, which has been precisely measured in experiments and

directly motivates the study of quantum electrodynamics. However, one must note that an accurate

calculation of the Lamb shift requires the consideration of the counter rotating terms, which have been

neglected in the above derivations [55, 56].

In the context of superconducting quantum circuits, the bath is often assumed to be in the vacuum

state. This is because that the circuit is cooled down to a low temperature around 10mK, which

corresponds to a negligibly small photon number, n̄T ⇡ 0.03, for fields oscillating at 6 GHz. Thus, we

write the master equation in a simpler form

⇢̇ = L⇢, (2.85)

where L ( · ) = �(i/~) [H, · ] + (�/2)D[a] ( · ) is called the Liouvillian superoperator.

Phase damping

To describe the dephasing e↵ect, we insert Eq. (2.73) into (2.82) and follow the same procedure

introduced above. The result is simply [50–54]

⇢̇ = �i (!0 + �)
h
a†a, ⇢

i
+
��
2

[2n̄� + 1]D[a†a]⇢. (2.86)

One sees that the energy is conserved since ha†ai is a conserved quantity of the system. This result is

consistent with the Langevin equation, i.e., Eq. (5.63), derived in the Heisenberg picture.

As a closing remark, we comment that there may exist many other decoherence mechanisms, for

example, a cross-Kerr type interaction for describing the dissipation-free decoherence [57] or a fermionic

bath for capturing the influence of the possible two-level defects [49, 50], which indicate di↵erent forms

of the system-bath interaction and also the Hamiltonian of the environment. In certain scenarios, the

environment can also be in a non-thermal state [58, 59]. A careful distinction between di↵erent

mechanisms is crucial to the understanding of the open-system dynamics. However, in most of the

cases the amplitude and phase damping reservoirs, as introduced above, capture the major physical

process of decoherence in a general quantum system. The results form the major building blocks of

the field of quantum optics.
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Chapter 3

MODEL: JOSEPHSON-JUNCTION-EMBEDDED TRANSMISSION

LINE RESONATOR

In this chapter, we introduce the system we consider throughout the entire thesis: The superconducting

nonlinear resonator. We follow the methods of microwave engineering and quantum optics to obtain

the classical and quantum descriptions of the system, respectively. Then, we introduce the design

parameters of the sample, which has been fabricated by M. Fischer and reported in Ref. [60]. We also

introduce the dilution refrigerator which accommodates the sample, as well as the cryogenic setup

which is wired up specifically for this thesis.

3.1 Circuit description

3.1.1 Equivalent circuits of the external circuitry

The superconducting nonlinear resonator used in this thesis is realized by embedding a Josephson

junction, or a DC-SQUID with a small asymmetry, in the middle of a �/2 transmission line resonator,

as shown in Fig. 3.1A. To model the system as a lumped-element circuit, we isolate the junction from

the other parts, and use the Thevenin’s or Norton’s theorem to obtain an equivalent lumped-element

circuit for the external circuitry, as shown in Fig. 3.1B and C [7, 61–64]. In the Thevenin’s equivalent

circuit, the external circuitry is described by a series circuit with a voltage source, Ve↵ , and an e↵ective

impedance, Ze↵ . Alternatively, a Norton’s equivalent circuit is a parallel circuit with a current source,

Ie↵ , and the same e↵ective impedance, Ze↵ .

A

J

Rs Ls Cs

JRp Lp Cp

B C

Z0

IeffVeff

Cin J

λ/4 λ/4

Cout
Z0

ZL

ZG

Figure 3.1. Distributed-element and the equivalent lumped-element circuit diagrams
of a superconducting nonlinear resonator. (A) Distributed-element model, where a Josephson
junction, J , is embedded in the middle of a �/2 transmission line resonator. (B) The Thevenin’s
equivalent circuit of (A), where the external circuitry of the Josephson junction is described by a
series circuit with a voltage source, Ve↵ , a resistor, Rs, an inductor, Ls, and a capacitor, Cs. (C) The
Norton’s equivalent circuit of (A), where the external circuitry is described by a parallel circuit with
a current source, Ie↵ , a resistor, Rp, an inductor, Lp, and a capacitor, Cp.
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Thevenin’s equivalent series circuit

Let us consider first a Thevenin’s equivalent circuit, as shown in Fig. 3.1B. The e↵ective source voltage,

Ve↵ , should be equal to the voltage at the position x = 0 when replacing the Josephson junction by an

open circuit element. In this situation, the circuit can be viewed as a �/4 transmission line resonator

driven by the generator on the left side while being open on the other side, as shown in Fig. 3.2A. The

total voltage and current at the position x can be written as [65]

V (x) = V +
e↵

⇣
e�j�x + �Le+j�x

⌘
, I(x) =

V +
e↵

Z0

⇣
e�j�x � �Le+j�x

⌘
, (3.1)

where � = 2⇡/� is the imaginary part of the complex propagation constant (� ⌘ ↵ + j�), �L ⇡ 1

is the reflection coe�cient of the open-circuited load, V +
e↵ is the amplitude of the right propagating

microwave field. On the other hand, we know from KVL that

V (�L/2) =
Zin

Zin + ZG
VG. (3.2)

Combining Eqs. (3.1) and (3.2), we obtain

V +
e↵ =

Zin

Zin + ZG

VG

ej�L/2 + �Le�j�L/2
. (3.3)

Here, the input impedance is defined as [65]

Zin = Z0
ZL + jZ0 tan (�L/2)

Z0 + jZL tan (�L/2)
⇡ Z2

0

ZL
, (3.4)

where ZL = 1 for an open circuit, Z0 =
p

l/c is the characteristic impedance of the transmission line

with l and c being the inductance and capacitance per unit length. In total, we have

Ve↵ ⌘ V (0) =
2Z0

Z0 + ZG

VGe�j�L/2

1 � �Ge�j�L
, (3.5)

where �G = (ZG � Z0) / (ZG + Z0). By inserting ZG = Z0 + 1/ (j!Cin) and �L ⇡ ⇡ in Eq. (3.5), we

have

Ve↵ ⇡ �jZ0VG

Z0 + 1
j!0Cin

⇡ !0CinZ0VG, (3.6)

where we have assumed !0CinZ0 ⌧ 1 and !0 = ⇡vph/L, with vph = 1/
p

lc being the phase velocity.

Next, we short-circuit the Josephson junction and calculate the e↵ective current, Ie↵ , flowing

through the point x = 0. The new circuit can be viewed as a loaded �/2 transmission line resonator

driven by the generator, as shown in Fig. 3.2B. Similar to the open-circuit case, the total voltage and

current at the position x are

V (x) = V +
e↵

⇣
e�j�(x�L/2) + �Le+j�(x�L/2)

⌘
, I(x) =

V +
e↵

Z0

⇣
e�j�(x�L/2) � �Le+j�(x�L/2)

⌘
. (3.7)

Here, the reflection coe�cient, �L = (ZL � Z0) / (ZL + Z0), follows the same definition with the open-
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x
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Cin
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Cout
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Cin
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Figure 3.2. Steps for deriving the equivalent lumped-element circuit. (A) The e↵ective
source voltage, Ve↵ , is determined by the voltage at x = 0 when replacing the Josephson junction
by an open circuit element. (B) The e↵ective source current, Ie↵ , is determined by the current at
x = 0 when replacing the Josephson junction by a short-circuited circuit element. (C) The e↵ective
impedance, Ze↵ , is determined by the input impedance when looking through the two ports of the
Josephson junction with the generator being short-circuited.. The input impedance can be regarded
as a series combination of two circuits which share the common node colored in blue.

circuit case but has a di↵erent value. Combining Eqs. (3.7) with (3.2), we obtain

V +
e↵ =

Zin

Zin + ZG

VG

ej�L + �Le�j�L
, (3.8)

where Zin ⇡ ZL [65]. Thus, the e↵ective current is

Ie↵ ⌘ I(0) =
Zin

(Zin + ZG) Z0

VG
�
ej�L/2 � �Le�j�L/2

�

ej�L + �Le�j�L
. (3.9)

By replacing ZL = Z0 + 1/ (j!Cout) and �L/2 ⇡ ⇡/2 in Eq. (3.9), we have

Ie↵ ⇡ �jZLVG

(ZL + ZG) Z0
⇡ �jVG⇣

1 + Cout
Cin

⌘
Z0

. (3.10)

Combining Eqs. (3.5) and (3.9), we obtain the e↵ective impedance Ze↵ = Ve↵/Ie↵ of the equivalent

circuit. However, the result is found to be too coarse to provide a reliable estimation of Ze↵ in

numerical tests, because ! is not exactly equal to the resonant frequency !0 [61]. Alternatively, the

e↵ective impedance can be obtained by short-circuiting the source, replacing the Josephson junction

by an open circuit element, and calculating the input impedance by looking through the two ports of

the two open nodes, as shown in Fig. 3.2C. The new circuit can be viewed as a series connection of

two circuits which share one common ground. The input impedances for the two circuits are

Z1 = Z0
ZG + jZ0 tan (�L/2)

Z0 + jZG tan (�L/2)
, Z2 = Z0

ZL + jZ0 tan (�L/2)

Z0 + jZL tan (�L/2)
. (3.11)

Recalling the relation that !0 = ⇡vph/L and � = !/vph, we have �L/2 = ⇡!/(2!0). Thus, the total

impedance can be simplified as

Ze↵ = Z1 + Z2 ⇡ !2
0Z

3
0

�
C2
in + C2

out

�
+ j⇡Z0

! � !0

!0
, (3.12)

which corresponds to the following three circuit elements in a Thevenin’s equivalent circuit

Rs = !2
0Z

3
0

�
C2
in + C2

out

�
, Ls =

⇡Z0

2!0
, Cs =

2

⇡Z0!0
. (3.13)
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Norton’s equivalent parallel circuit

The procedure for deriving a Norton’s equivalent circuit, as shown in Fig. 3.1C is exactly the same as

that for a Thevenin’s equivalent circuit. Here, the equivalent source current, Ie↵ , and the equivalent

impedance, Ze↵ , are determined by Eqs. (3.10) and (3.12), respectively. We will not repeat the

derivations here.

3.1.2 Josephson junction in an equivalent circuit

Having described the external circuitry of the junction with the equivalent circuits, we now consider

the dynamics of the junction in a lumped-element circuit configuration. As has been introduced in

Chapter 1, one can split the linear and nonlinear parts of an ideal junction as a series combination of the

Josephson inductance, LJ , and a spine-line spider, or a parallel combination of LJ and a cut-line spider

[7]. In circuit language, these two expressions correspond to the two equations � ⇡ LJI+
⇥
L3
J
/
�
6�20
�⇤

I3

and I ⇡ (1/LJ)� �
⇥
1/
�
6LJ�20

�⇤
�3, respectively. We note that the shunt capacitance, CJ , for

a practical junction can be attributed to the equivalent circuit, but it is usually negligibly small

compared with the total capacitance of the transmission line. Thus, it is straightforward to place the

junction in the series and parallel equivalent circuits, and obtain the two EOMs that describe the

dynamics of the junction

q

Cs
+ Rsq̇ + Lsq̈ + LJ q̈

✓
1 +

L2
J
q̇2

2�20

◆
= Ve↵ cos (!t) , (3.14)

Cp�̈+
�̇

Rp
+

�

Lp
+

�

LJ

✓
1 � �2

6�20

◆
= Ie↵ cos (!t) . (3.15)

As will be discussed in detail in Chapter 8 and Appendix D, the above equations describe a so-called

Du�ng oscillator which is the focus of this thesis work.

3.1.3 Scattering responses of the circuit

In experiments with superconducting quantum circuits, it is straightforward to measure the scattering

responses, Sij , of the circuit, which compares the amplitude and phase of the output field at port

i to the input field at port j. The calculation of the scattering responses can be performed by

using the standard transfer matrix method without deriving the lumped-element equivalent circuit

[65], if the junction can be fairly described as a linear inductor, LJ . However, the derivations of

the equivalent lumped circuits are necessary if one must take the junction nonlinearity into account.

Instead of approximating the junction by a linear inductor, we describe it strictly as an unconventional

inductance [63]

L(�) =
�

2J1(�)
LJ , (3.16)

where J1 is the Bessel function of the first kind, � is the phase oscillation amplitude across the junction.

Recalling the second Josephson equation as introduced in Chapter 1, we have � = V/(j!�0) in the

phasor notation, while V can be calculated by using the equivalent circuits. In total, the transfer
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matrix of the system is A = ACinA�/4AJA�/4ACout , where

ACin/out
=

 
1 1/

�
j!Cin/out

�

0 1

!
, A�/4 =

 
cosh (�L) Z0 sinh (�L)

sinh (�L) /Z0 cosh (�L)

!
, AJ =

 
1 j!L (�)

0 1

!
.

(3.17)

Here, � ⌘ ↵+ j� is the propagation constant of the field in the transmission line, � = !/vph, and we

have neglected the shunt capacitance of the junction. The scattering responses can be readily obtained

from the following formulae [65]

S11 =
A11 + A12/Z0 � A21Z0 � A22

A11 + A12/Z0 + A21Z0 + A22
, S12 =

2(A11A22 � A12A21)

A11 + A12/Z0 + A21Z0 + A22
, (3.18)

S21 =
2

A11 + A12/Z0 + A21Z0 + A22
, S22 =

�A11 + A12/Z0 � A21Z0 + A22

A11 + A12/Z0 + A21Z0 + A22
. (3.19)

3.2 Quantum description

We have introduced in Chapter 1 that there are two major steps for quantizing a transmission line

resonator: (1) Describe the system as a collection of harmonic oscillators, and (2) quantize each

of them. Here, we follow this convenient recipe to derive the quantum mechanical description of a

junction-embedded transmission line resonator [66–73], as shown in Fig. 3.3.

……

+L/2-L/2 0
x

Cin

φ0 φn

LJ

CJ

φn φn+1

… …

Cout

φn+1 φ2n+1

Figure 3.3. Distributed-element model of a junction-embedded transmission line
resonator. The transmission line resonator has a length, L, with open boundary conditions. The
Josephson junction is embedded in the middle of the resonator and can be described as a parallel
circuit with shunt capacitance, CJ , Josephson inductance, LJ , and a spine-line spider.

3.2.1 Boundary conditions

We first determine the boundary conditions of the transmission line such that it can be properly defined

as a microwave resonator. Assuming that the resonator is well separated from the external circuitry

with the two gaps at the ends, there is no current flowing through the two gaps. This assumption

gives the first two boundary conditions of the system

1

l�x
(�0 � �1) + c�x�̈0 = 0, (3.20)

1

l�x
(�2n � �2n+1) � c�x�̈2n+1 = 0, (3.21)
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Here, we have assumed that there are 2n + 2 nodes in the transmission line resonator. Besides, l

and c are the inductance and capacitance of the transmission line per unit length, and �x is the

length of a unit cell. These parameters have been introduced in Chapter 1, where we have quantized

a transmission line resonator. The other two boundary conditions describe the role of the junction in

the circuit. By using KCL at the nth and (n + 1)th nodes, we obtain

CJ

⇣
�̈n � �̈n+1

⌘
+
�0
LJ

sin

✓
�n � �n+1

�0

◆
=

1

l�x
(�n�1 � �n) � c�x�̈n, (3.22)

CJ

⇣
�̈n � �̈n+1

⌘
+
�0
LJ

sin

✓
�n � �n+1

�0

◆
=

1

l�x
(�n+1 � �n+2) + c�x�̈n+1. (3.23)

In the continuous limit, �x ! 0, the four boundary conditions can be rewritten in a more compact

form

�0
�
x = ±L

2

�

l
= 0, ��

0 (x = 0±)

l
= CJ �̈ +

�0
LJ

sin

✓
�

�0

◆
. (3.24)

Here, � = �(0�) � �(0+) is the flux drop across the junction, and we have neglected the size of the

junction because it is much smaller than the characteristic wavelength of the resonator mode (recall

the result of Chapter 1 that the resonant frequencies of a transmission line resonator of length L are

!n = n⇡vph/L for n = 1, 2, · · · ).

3.2.2 Normal (spatial) modes

The electromagnetic field inside the transmission line resonator can have multiple degrees of freedom,

which correspond to the various modes of light, such as polarization, spatial, and temporal modes [36].

The usage of di↵erent modes provides di↵erent perspectives to describe the same field. For example, a

given quantum state can be entangled in one basis but factorized in another. However, this flexibility

also requires one to find the normal modes, or called principal modes, of the system that simplify the

expression of the quantum state and makes it suitable for experimental characterization [74]. Our basic

strategy towards this goal is to separate the spatial and temporal degrees of freedom. We first look

for the normal spatial modes of the system which fulfills the orthonormal relation, and then relate a

unique temporal mode to each normal spatial mode. With the knowledge of the normal spatial modes,

the field will be determined by only the temporal degree of freedom. Most importantly, because of

the orthonormality of the former, the result is nothing but a collection of harmonic oscillators as we

have introduced in Chapter 1. This one-to-one combination between the spatial and temporal modes

forms the so-called normal modes of the system.

Because of the discontinuity of � at x = 0±, we split the normal modes into the left and right parts

as �l(x, t) and �r(x, t), respectively. Considering also the first two boundary conditions in Eq. (3.24),

we write the spatial degree of freedom by a summation of plane waves

�l(x, t) =
1X

m=1

�l,m(t) cos


km

✓
x +

L

2

◆�
, x 2


�L

2
, 0

◆
; (3.25)

�r(x, t) =
1X

m=1

�r,m(t) cos


km

✓
x � L

2

◆�
, x 2

✓
0, +

L

2

�
. (3.26)
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Inserting Eqs. (3.25)-(3.26) into the last two boundary conditions in Eq. (3.24), we obtain

km
l
�l,m(t) sin

✓
km

L

2

◆
= �km

l
�r,m(t) sin

✓
km

L

2

◆
, (3.27)

km
l
�l,m(t) sin

✓
km

L

2

◆
= CJ

h
�̈l,m(t) � �̈r,m(t)

i
cos

✓
km

L

2

◆

+
�0
LJ

sin

 
X

m

[�l,m(t) � �r,m(t)] cos
�
km

L

2

�

�0

!
. (3.28)

One obvious set of solutions are �l,m(t) = �r,m(t) and kmL = 2m⇡, which are also the normal modes

of a linear transmission line resonator with length L. However, we are mostly interested in those

solutions where the junction plays a significant role. Strictly speaking, these solutions may have a

rather complex form if it is derived in a mathematical rigorous way. However, our strategy is to use a

Taylor expansion of the last term of Eq. (3.28) and consider only the leading terms up to the second

order. In this way, we obtain a set of approximate solutions that fulfill the assumption of separability.

This simplification leads to a self-consistent formula for the wave vector

km tan

✓
km

L

2

◆
= 2

✓
l

LJ

� CJ

c
k2
m

◆
. (3.29)

By solving km in the above equation and inserting the solution into Eqs. (3.25) and (3.26), we obtain

the normal (spatial) modes of the system with the following orthonormal relations

c

Z +L/2

�L/2
cos


km

✓
x ± L

2

◆�
cos


kn

✓
x ± L

2

◆�
dx + 4CJ cos

✓
km

L

2

◆
cos

✓
kn

L

2

◆
= �mnC⌃, (3.30)

kmkn
l

Z +L/2

�L/2
sin


km

✓
x ± L

2

◆�
sin


kn

✓
x ± L

2

◆�
dx +

4

LJ

✓
km

L

2

◆
cos

✓
kn

L

2

◆
=
�mn

L⌃
. (3.31)

where C⌃ = Lc

2 + 2 cos2
�
km

L

2

� ⇣
CJ + lc

k2mLJ

⌘
, L⌃ = lc

k2mC⌃
are generally attributed to the total

capacitance and inductance of the linear part of the circuit.

3.2.3 Canonical quantization

Following the recipe of circuit quantization as introduced in Chapter 1, we write the Lagrangian of

the system as

L =
1

2

Z +L/2

�L/2

✓
lq̇(x)2 +

�0(q)2

c

◆
dx +

CJ

2
�̇2J + EJ cos

✓
�

�0

◆
. (3.32)

This formula can be greatly simplified by using the orthonormal relations of the normal spatial modes,

i.e., Eqs. (3.30) and (3.31). The result is

L =
1X

m=1

linear partz }| {
C⌃

2
�̇2m � 1

2L⌃
�2m +

nonlinear partz }| {
1X

n=2

EJ

(2n)!

✓P
m

2�m cos(kml)

�0

◆2n

. (3.33)
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Quantization of the linear part

Let us assume a relatively small nonlinearity in the system and consider first the linear part. The

Hamiltonian of the linear part can be readily written in analogy to a linear transmission line resonator

H(l) =
1X

m=1

q2m
2C⌃

+
�2m
2L⌃

. (3.34)

Here, qm = C⌃�̇m is the conjugate variable of �m, which obey the standard commutation relation

[�, q] = i~ [75]. The eigenstates of the linear Hamiltonian, i.e., the temporal degree of freedom for

the normal mode, have been derived in Chapter 1. Here, it is more convenient to use the second

quantization form of the Hamiltonian (as introduced in Chapter 2)

H(l) =
1X

m=1

~!m

✓
a†mam +

1

2

◆
, (3.35)

with the annihilation and creation operators

am =

r
C⌃!m

2~

✓
�m +

i

C⌃!m

qm

◆
, a†m =

r
C⌃!m

2~

✓
�m � i

C⌃!m

qm

◆
. (3.36)

Here, !m = kmvph with vph = 1/
p

lc being the phase velocity of the transmission line.

Nonlinear perturbations

Next, we consider the nonlinear part as a perturbation of the linear system to the second order of am

and a†m

H(nl) ⇡
1X

m=1

�~2EJ cos4 (k1l)

�40C
2
⌃!

2
1

⇣
a†m

2
a2m + 2a†mam

⌘
. (3.37)

Here, we have used the following relation [68]

�
a† + a

�2n

(2n)!
=

nX

k=0

2(n�k)X

i=0

a†ia2(n�k)�i

2kk!i![2(n � k) � i]!
, (3.38)

and omitted the counter rotating terms. By combing the linear and nonlinear parts and restricting

ourselves to the fundamental mode with m = 1, we obtain the Hamiltonian of a junction-embedded

transmission line resonator [68, 69]

H/~ ⇡ !Aa†a + UAa†2a2, (3.39)

where !A = !1+2UA and UA = �~ cos4 (k1l) /�20LJC2
⌃!

2
1. This result shows that a junction-embedded

transmission line resonator can be seen as a Kerr-nonlinear resonator with a negative nonlinearity.

The nonlinearity originates from the deviation between the sinusoidal-like potential of the junction

and the parabolic potential of a harmonic oscillator, which can be readily seen from the Lagrangian

in Eq. (3.32).
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3.3 Design parameters

3.3.1 Asymmetric DC-SQUID

So far, we have derived both the classical and quantum descriptions of a superconducting nonlinear

resonator. However, one may also consider replacing the junction by a DC-SQUID, which provides a

flux-tunable Josephson energy, and consequently, a tunable resonant frequency and nonlinearity [60].

As discussed in Chapter 1, a DC-SQUID with a small asymmetry can be equivalently regarded as a

single junction with the following Josephson energy

EJ (�ex) = E+

s

cos2
✓
�ex
2�0

◆
+ d2 sin2

✓
�ex
2�0

◆
, (3.40)

where |d| ⌧ 1. To get a figurative understanding of how the magnetic flux would influence

the properties of the nonlinear resonator, we numerically calculate !A and UA with the following

parameters: L = 7.4⇥10�3 m, l = 4.6⇥10�7 H/m, c = 1.8⇥10�10 F/m, and CJ = 1⇥10�12 F. These

parameters indicate a phase velocity vph = 1/
p

lc = 1.1 ⇥ 108 m/s, and a characteristic impedance

Z0 =
p

l/c = 50.5 ⌦. We plot in Fig. 3.4A the relation between the e↵ective critical current, IJ (�ex),

or equivalently the e↵ective Josephson energy EJ (�ex) = �0IJ (�ex), and the resonant frequencies

of the nonlinear resonator. The inset shows the transmission response of the resonator, S21, that

is calculated by using the circuit theory, with Cin = Cout = 5 ⇥ 10�15 F, ↵ = 2.5 ⇥ 10�4 /m, and

� = !/vph.

On the one hand, the classical and quantum descriptions perfectly agree with each other. At

every resonant frequency, we observe a strong peak in S21 with a sharp phase change. On the

other hand, we observe a relatively large tuning range of the resonant frequency, saying 7.4 GHz

for the fundamental mode and 14.9 GHz for higher harmonic modes. For the mth mode, the resonant

frequency achieves the minimum, !min
m /2⇡ ⇡ (m� 3/2)vph/L (we define !min

m /2⇡ ⇡ 0 for m = 1), at a

su�ciently small Josephson energy where the plasma frequency, !J/2⇡ = 1/
�
2⇡ ·

p
LJCJ

�
, is close to

the (2m � 3)th resonant frequency of a linear resonator (or, 0 for m = 1). In comparison, it reaches

a maximum, !max
m /2⇡ ⇡ (m � 1/2)vph/L, at a su�ciently large Josephson energy where the plasma

frequency, !J/2⇡, is close to the (2m � 1)th resonant frequency of a linear resonator. The frequency

tunability takes place mainly in the range !min
m  !J  !max

m . We note also that the even mode of the

linear resonator is not influenced by the embedded junction, which is consistent with our theoretical

expectation (see Section 3.2 for detail).

We also plot in Fig. 3.4B the relation between the e↵ective critical current, IJ (�ex), and the

negative nonlinearity, �UA/2⇡. The latter can be tuned in a relatively large range from zero to an

upper bound of 7.2 MHz that is limited by e2/ (2⇡ · 4~CJ). Moreover, the e↵ective tuning range of the

nonlinearity corresponds roughly to that for the resonant frequency, such that both of them can be

tuned in-situ with an external magnetic field [60]. These observations set up the basic principles of

the sample design: We aim to fabricate a DC-SQUID with asymmetry d = 0.13 in the middle of a

7.4 mm-long transmission line resonator, which corresponds to a tunable critical current in the 10�7 A

– 10�6 A range. Here, the length L is the electromagnetic length of the transmission line resonator,

which may be di↵erent from the physical length of the resonator by a few percent.
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Figure 3.4. Resonant frequency !A and negative nonlinearity �UA of the nonlinear
resonator at di↵erent critical current IJ(�ex). (A) With the increase of EJ(�ex), the value
of !A/2⇡ increases monotonically in a 7.4 GHz range for the fundamental mode, and 14.9 GHz for
higher harmonic modes. Here, the dashed and dotted lines distinguish the odd and even resonant
frequency, !m/2⇡, of a linear transmission line resonator, while the dash-dotted curve indicates the
plasma frequency, !J/2⇡, of the junction. The inset shows the transmission coe�cient, S21, of the
circuit calculated by the classical theory. (B) With the increase of IJ(�ex), the value of �UA/2⇡
varies in a 7.2 MHz range which goes across several orders of magnitude. The dashed line indicates
the upper bound of the nonlinearity that is predicted in quantum theory.

3.3.2 Sample chip

In the entire thesis, we perform experiments on a sample with two tunable superconducting nonlinear

resonators, as shown in Fig. 3.5. The sample has been designed and fabricated by M. Fischer on a

10 mm ⇥ 6 mm-large and 525 µm-thick silicon chip with double-angle shadow evaporation and lift-o↵

procedures. The superconductor layer is made of Al with a thickness of 140 nm. The major part

of the sample consists of two 7.2 mm-long 13.2 µm-wide transmission line resonators with two DC-

SDUIDs embedded in the middle, respectively. The areas of the two SQUIDs are designed to be

10.5 µm ⇥ 24.5 µm, in which the two junctions di↵er in size with an estimated SQUID asymmetry of

approximately 0.13. In addition, two T-shaped on-chip antennae are placed close to the two SQUIDs,

respectively, to control the magnetic fluxes threading the SQUID loops. All of these described features

result into two nonlinear resonators with tunable frequency and nonlinearity [60]. The two resonators

are coupled by a 20 µm-long finger capacitor, which is treated perturbatively as a photon-conserving

type interaction,
�
a†b + ab†

�
. They couple to the outside fields, respectively, by two 40 µm-long finger

capacitors at the two ends, and also to the microwave fields in the flux lines through the two antennae.

3.4 Cryogenic setup

As we have discussed in Chapter 1, experiments with superconducting quantum circuits require a

careful design of the cryogenic setup. On the one hand, the microwave signals should be routed in a
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Figure 3.5. Optical photograph of the sample chip. The sample consists of two DC-SQUID-
embedded stripline resonators, which are coupled with each other by a 20 µm-long finger capacitor
shown in the red box. The two external fields couple to the two resonators, respectively, by two
40 µm-long finger capacitors, as shown in the green box. The resonant frequency and the nonlinearity
of the resonators are controlled by two T-shape antennae, as shown in the blue box. The photograph
is taken by M. Fischer.

proper way such that one can control and measure the quantum phenomenon that happens inside the

sample box. On the other hand, the sample should also be well separated from the external circuitry

in order to minimize the various noises that can easily wash out the quantum statistical properties of

radiation. Moreover, it is also technically important to reach a balance between the heat loads and

the cooling power of the cryostat.

3.4.1 The dilution refrigerator

Our experiments are performed in a homemade wet-type dilution refrigerator, as shown in Fig. 3.6.

The refrigerator contains a 93.3 L helium reservoir and a 85.6 L nitrogen reservoir, which provide a 4 K

environment for the inner vacuum chamber (IVC). The 1K pot is located inside the IVC, where the

liquid helium is fed by the helium reservoir and evaporated with an oil-sealed pump. The relatively

warm 3He/4He mixture from the cold trap is pre-cooled by the nitrogen and helium reservoirs before

entering the IVC. It is further cooled by the 1K pot, still, continuous and step heat exchangers, before

entering the mixing chamber (MXC). Here, two phases of the mixture, i.e., the concentrated phase

with pure 3He and the dilute phase with 6.6% 3He and 93.4% 4He, coexist and are separated by a

physical boundary because of the di↵erent densities. A tube in the bottom of MXC connects the

dilute-phase mixture with the still, which cools down the incoming concentrated mixture by the heat

exchangers. The still is stabilized at a temperature of around 600 mK and is strongly pumped by

the combination of a turbomolecular pump (TMP) and a dry vacuum pump (PRE). Here, the 3He

evaporates much faster than the 4He in the dilution phase and dilutes the mixture. Consequently,

more 3He in the concentrated phase in the MXC has to be resolved in the diluted phase in order to

keep the balance between the two phases. In other words, a transition from the concentrated phase

to the dilute phase happens in MXC during this process, which continuously absorbs heat from the

local environment and cools down the sample plate to approximately 30 mK. The evaporated mixture
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Figure 3.6. Photographs and schematic figures of the homemade dilution refrigerator.
(A) The stainless steel liquid helium cryostat purchased from Cryogenic Ltd., which contains a 93.3 L
helium reservoir (blue) accompanied with a 85.6 L nitrogen reservoir (cyan) for reducing the rate of
helium boil-o↵. (B) The central part of the refrigerator, where the process of dilution refrigeration
happens. A number of microwave devices are mounted in di↵erent temperature stages of refrigerator,
which route the microwave signals and balance the cooling power and the heating load in the
meanwhile.

is purified by liquid nitrogen in the cold trap and recycled as mentioned before.

3.4.2 Optimization of heat load

To ensure that the refrigerator works in a stable condition during experiments, one needs to engineer

the heat loads inside the cryostat. Generally speaking, there are mainly three sources of the heat loads

one should consider, i.e., the passive, active, and blackbody radiative loads [76]. Whilst the last one

is determined by the design of the refrigerator, one can optimize the first two by choosing the right

cable materials and distributing attenuators and circulators wisely among the di↵erent temperature

stages.

The passive load originates from the heat conducted through the microwave cables from the higher

to the lower temperature stages [76]. In this regard, we use cables with low thermal conductivity to

minimize the passive heat load. However, the virtue of low thermal conductivity usually comes at a

price of a low electrical conductivity, which is undesired in our experiments. Moreover, one should

also consider the temperature dependance of the thermal and electrical conductivities, and the prices

of the materials. Table 3.1 summarizes the properties of several commercial cables materials. In our

experiments, we use stainless still (SS) cables for all the input lines, from the room temperature to

the 30mK stage, because of their low thermal conductivity. On the output side, the niobium-titanium

(NbTi) cables are used below 4K before the high-electron-mobility transistor (HEMT) amplifier, in

order to maximize the electrical conductivity while maintaining a low thermal conductivity. Above

4 K, we use cupronickel (CuNi) cables for their low thermal conductivity and the relatively low price.

The active load arises due to the dissipation of the microwave signals that are propagating in the
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coaxial cable thermal conductivity electrical conductivity typical usage
SS low low RF input

CuNi low low RF output above 4 K
NbTi low high (below 10 K) RF output below 4 K

twisted wire thermal conductivity electrical conductivity typical usage
Cu high high DC line above 4K

PhBr low high
NbTi low high (below 10 K) DC line below 4 K

Table 3.1. Properties of several commercial cable materials and their usage in our
setup. Here, the abbreviations correspond to stainless still (SS), cupronickel (CuNi), niobium-
titanium (NbTi), Copper (Cu), phosphor-bronze (PhBr). The data is extracted from Ref. [76].

cable [76]. It has been demonstrated that one can engineer the thermal photon number at the sample

stage to a value of 10�3 by mounting three 20 dB attenuators at the 3 K, 100mK, and 10mK stages,

respectively, in the context that the MXC temperature is around 10 mK. However, the described

homemade dilution refrigerator can hardly achieve a MXC temperature of around 30mK. Moreover,

we would also like to make the total attenuation relatively large to reach a low driving strength in

several measurement, where the nonlinearity of the resonator can be fairly neglected (see Chapter 5 for

a more detailed discussion). In these regards and for other practical considerations, such as the very

limited space of the cryostat, we distribute a total amount of 70 dB attenuation among the 4K, 1 K,

700 mK, 100mK, and 30 mK temperature stages, as shown in Fig. 3.7. By modeling the attenuators

as beam splitters, one can verify that the thermal photon number is kept below 10�3.

3.4.3 Wiring up the system

The schematic of the cryogenic setup that is placed inside, or integrated on top of the dilution

refrigerator is shown in Fig. 3.7. From the top to the bottom, the temperature decreases from

approximately 290 K, which is stabilized by using the Peltier cooler (Laird Hi-Pot tested 750VOC)

and the temperature stabilizer (Telemeter TR12-PI-2Q2), to a minimum value of 30 mK at the sample

stage. The input and output microwave lines, labelled as MW 1/2, FLX 1/2, and OUT 1/2, are

coupled to the two nonlinear resonators through on-chip finger capacitors and the T-shaped antennae,

as shown in Fig. 3.5. Here, the fields in MW 1/2 and OUT 1/2, are separated by using the cryogenic

circulators (QuinStar QCY-060400CM00). We add also a 5.5-10 GHz high-pass filter in each of the

input paths to isolate the sample from higher-frequency harmonics of the driving fields. In each of the

the output paths, we add two circulators (QuinStar CTH1184-KS18, Pamtech CTH1368-K18-A) at

30 mK and 700 mK, respectively, to isolate the sample from the high-temperature thermal radiations

and the possible back propagating fields coming from the HEMT amplifiers (LNC4 8A). At the top

of the cryostat, we place a 5.5-10 GHz high-pass filter and amplify the coming signal by a low-noise

room-temperature amplifier (MITEQ JS2-0200080-08-0A) in each of the output line. These amplifiers

are tightly integrated with the Peltier cooler, such that they operate at a stable temperature of around

17 �C. We place all of the described microwave components in an electromagnetically shielded room,

while the temperature of the entire laboratory is stabilized at 27 �C by using the air conditioner.

For the DC part, we combine the output of the DC current sources (ADCMT 6241A) with the

microwaves in FLX 1/2 by using the bias-tee (UMCC BT-S00-HS), which are further connected to the

T-shaped antennae on chip. In addition, two pairs of homemade cryogenic thermometers and heaters
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Figure 3.7. Schematic of the cryogenic setup. The sample is placed at the mixing chamber
stage of a homemade wet dilution refrigerator, to which four microwave coaxial cables and two pairs
of DC wires are connected. We also anchor two pairs of homemade cryogenic thermometers (blue
box) and heaters (red box) to the two 30 dB attenuators at 30mK to realize active and independent
control of the local temperatures. Here, the blue dashed lines indicate the temperature stages of the
cryostat, the blue dots indicate a thermal interface between the DC wires at two temperatures. The
green lines indicate NbTi cables.

are clamped tightly to the two 30 dB attenuators located at 30mK. They are connected to a AC

resistance bridge (Picowatt AVS-47B) and the corresponding PID temperature controller (Picowatt

TS-530A), in order to control the local temperatures of the two attenuators (see Appendix C for an

introduction of the PID controller). This configuration is used to characterize the amplification gain

and the noise temperature of the output paths, as will be introduced in Chapter 6.
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Chapter 4

CLOSED-SYSTEM PARAMETERS: AUTOMATED SAMPLE

CHARACTERIZATION AND TUNING

The tunability of our sample provides an access to di↵erent parameter regimes where fundamentally

di↵erent properties of the nonlinear resonator exist. However, it also leads to a practical challenge

to characterize the control parameters. In this chapter, we describe a computer-automated

characterization and tuning procedure to alleviate the human workload. More importantly, this

automation not only provides the possibility to find the optimal estimation of the sample parameter,

not matter the local or global optimum, in the huge parameter space, but also avoids possible biases

in manual characterizations and keeps a relatively objective criteria among di↵erent experiments [77].

4.1 Automated sample characterization

4.1.1 Spectroscopy experiment

Generally speaking, the automated characterization procedure can be split into two steps: (1)

Spectroscopy experiment and (2) least-square estimation (LSE). In the first step, we slowly sweep

the magnetic fields threading into the two SQUID loops, �1 and �2, and measure the scattering

coe�cients of the system. This is achieved by slowly sweeping the DC current, I1 and I2, that are

applied to the two antennae on chip (see Chapter 3 for detail). Considering also the crosstalk between

the two antennae, we assume a linear relation between the flux and the applied currents [78–81]
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where A is the crosstalk matrix, �1,o↵ and �2,o↵ are the o↵set flux threading into the two SQUID

loops.

Fig. 4.1 shows a typical result of the spectroscopy experiment, where the resonant frequency of the

two resonators are plotted as a function of the applied currents. We label the input and out fields of the

first resonator as 1 and 2, while those of the second resonator are labelled as 3 and 4, respectively. Thus,

for example, S21 denotes the reflection response of the first resonator. Here, we sweep respectively

the two antenna currents from �600 mA to 600 mA with 80 intermediate steps, and measure the

scattering responses of the system by using a VNA (vector network analyzer, Keysight PNA-N5222A).

The sweeping speed is set as 1mA/s. The intermediate frequency (IF) bandwidth of the VNA is set

as 1 kHz, and we average each data point over 100 times with an point-average mode. In principle,

the output power of VNA should be set as low as possible in order to minimize the contribution of the

resonator nonlinearity to the scattering responses [63]. However, considering the practical compromise

between the signal-to-noise ratio (SNR) and the measurement time, we set the out power as 0 dBm

with an additional 30 dB attenuation at room temperature. The cables inside the cryostat contribute

to an ⇠ 130 dB attenuation, which will be characterized in Chapter 6. This configuration corresponds

to an approximately 10 h measurement time for each characterization.
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A

B

Figure 4.1. Results of a typical flux-sweep experiment. (A) The amplitude and unwrapped
phase of the four scattering responses in a two-resonator system. The current applied to the first
antenna is swept from �600 mA to +600 mA with 80 intermediate steps, while the second antenna
current is kept at zero. (B) The same experiment but with the second antenna current varying from
�600 mA to +600 mA and the first antenna current being zero. The four red boxes indicate the phase
of the reflection responses, which show the best SNR over all the measurement results and thus will be
used for sample characterization. In all the experiments, we set the output power of VNA as 0 dBm,
the IF bandwidth 1 kHz, and the average number 100.
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4.1.2 Least square estimation

After getting the measurement results, we use the optimization method to find the LSE of the 9 closed-

system parameters of the sample, as introduced in Chapter 3, as well as the 6 parameters defined in

Eq. (4.1) for controlling the external flux. The basic procedure of the estimation can be further split

into two steps: (1) Generate a map that relates each pixel of the measured scattering response to a

certain score, and (2) adjust the unknown parameters to achieve a score as high as possible. Generally

speaking, the resonant frequencies can be easily identified by searching for the dips (peaks) in the

spectroscopy results. However, it is di�cult to keep tract of the dips (peaks) individually throughout

the flux-tuning process, because of the crosstalk between the two antennae, the relatively poor SNR,

and the uneven background signal. As can be already seen in Fig. 4.1, it is very often that one sees

only one or even zero resonant dip (peak) in certain parameter regimes. It requires a sophisticated

design of the algorithm to circumvent these practical issues and distinguish the individual peaks (dips).

Alternatively, our algorithm treats the characterization task as an image recognization problem [82–

87]. The basic idea is to treat the spectroscopy results as pure images and estimate the parameters

by comparing them with the simulated images.

A B C

O
bj
ec
tiv
e

Parameters

Estimation
O
bj
ec
tiv
e

Parameters

Estimation

O
bj
ec
tiv
e

Parameters

Estimation

Optimum Optimum
Optimum

Figure 4.2. Generation of the score table for automated sample characterization. (A) The
gradient of the measured scattering response over the y-axis, i.e., the probe frequency. The four panels
correspond to the four red boxes shown in Fig. 4.1. (B) The binary truth table which indicates the
resonant frequencies at di↵erent antenna currents and probe frequency. We select the pixels of which
the z value is larger than 8 times of the average value at each specific antenna current, and assign
their z values as 1 while 0 otherwise. Moreover, we combine the images with the same x-axis, i.e.,
I1 or I2, respectively. (C) We transform the binary-valued truth table into a continuous-valued score
table by applying a 2D Gaussian filter to (B) with standard deviations 2 and 25 pixels in the x and
y directions, respectively. The exact resonant frequency corresponds to the bottom of the Gaussian
valley.
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A B C D

Figure 4.3. The optimization procedure for characterizing the closed-system parameters.
(A)-(D) The snap shots of the result for several intermediate steps. The dashed curves are the
simulated resonant frequencies with estimated parameters, and the gray map is identical to the
score table shown in Fig. 4.2C. With the increase of the iteration number, the fitting score increases
moronically and saturates at 1.43 after 300 iterations. In principle, it can reach a maximum value of
2 for perfect parameter estimation in perfect experimental conditions.

Ideally, the best estimation of the parameters can be achieved when the simulation results are

identical to the measurement results. However, because of the unavoidable experimental imperfections

one must restrict the comparison to the key information of them, i.e., the position of the resonant

frequencies. We have learned from Fig. 4.1 that the phase of the reflection coe�cients contains

relatively smaller noises, such that we extract the resonant frequencies from those four corresponding

images. We first calculate the absolute gradient of the images with respect to the y-axis, i.e., the

probe frequency, as shown in Fig. 4.2A. Then, we combine the images with the same x-axis, i.e., I1 or

I2. Recalling the fact that the phase undergoes a sharp transition with respect to frequency at the

resonant frequency, one may identify the resonant frequencies by simply looking for the large values

in the gradient image. Here, we normalize the z values of the gradient image for each x, and label

a resonance if the z value is larger than 8 times of the average value. Correspondingly, we obtain a

truth table where the z value is 1 for positions we identify as a resonance and 0 elsewhere, as shown in

Fig. 4.2B. In principle, the binary table contains all the information we need to characterize the system

parameters. With an initial estimation of the parameters, one generate two curves of the resonant

frequency which we also see as a 2-dimensional truth table. The estimation result can be quantitively

evaluated by multiplying the two truth tables pixel by pixel, and we obtain a reward 1 at each pixel

if both of the truth tables are 1. The optimal estimation is thus obtained by optimizing the scores,

which corresponds to the best match between the measured and simulated results. The maximum

score can be achieved if the range of the probe frequency covers the entire tuning range of the two

resonators and the corresponding two resonant peaks are successfully identified for each value of the

antenna current.

However, one technical problem in the optimization procedure is that the objective function

contains a large number of plateaus, which provide no gradient information of the objective function
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CPW resonator
length L 7.395 ⇥ 10�3 m
inductance per meter l 4.598 ⇥ 10�7 H
capacitance per meter c 1.697 ⇥ 10�10 F

SQUID #1, #2
critical current IJ1 , IJ2 1.566 ⇥ 10�6 A, 1.416 ⇥ 10�6 A
shunting capacitance CJ1 , CJ2 9.394 ⇥ 10�16 F, 1.168 ⇥ 10�15 F
asymmetry dJ1 , dJ2 2.136 ⇥ 10�1, 1.937 ⇥ 10�1

Antenna #1, #2
flux o↵set �1,o↵ , �2,o↵ �3.902 ⇥ 10�1 �0, �1.149 ⇥ 10�1 �0
flux change per current d�1/dI1, d�2/dI1 6.088 ⇥ 10�4 �0/A, 9.927 ⇥ 10�4 �0/A
flux change per current d�1/dI2, d�2/dI2 �3.715 ⇥ 10�5 �0/A, �5.054 ⇥ 10�4 �0/A

Table 4.1. Characterized closed-system parameters of the two resonators.

and make the numerical algorithm di�cult to achieve a reasonably high score in an acceptable amount

of time. To overcome this issue, we transform the binary-valued truth table into a continuous-valued

score table while maintaining the optimal solution of the objective function unchanged. In specific,

we use a Gaussian filter, with standard deviations 2 and 25 pixels in the x- and y-axis of the Gaussian

kernel, respectively, to blur the truth table. The result is shown in Fig. 4.2C. With this score table,

the highest score is achieved when the simulated curves of the resonant frequency lie in the bottom of

the Gaussian-shaped valleys. They correspond to the same positions in the binary truth table where

z = 1. However, the valleys eliminate plateaus in the original objective function and provide the

gradient information to speed up the optimization process.

4.2 Characterization results of closed-system parameters

Figure 4.3 shows several intermediate steps during the optimization process, where the score converges

monotonically to the best estimation. Here, we normalized the maximum score as 2, since there are

2 resonators to be characterized. We observe that the optimization algorithm has achieved a total

score of 1.43 after approximately 300 steps of iterations. This deviation from the maximum value is

mainly caused by the finite range of the probe frequency and the relatively poor SNR, as analyzed

in Section 4.1, but not the algorithm itself. In fact, one can hardly achieve a better characterization

result by using human force. The estimated sample parameters are summarized in Table 4.1, which

is consistent with the design parameters as introduced in Chapter 3. The simulation results with the

characterized sample parameters shows a good consistency with the experimental results, as shown

in Fig. 4.3D. The estimated parameters are float numbers in Python with 8 bits exponent and 23 bits

mantissa [88], which correspond to a numerical precision that cannot be reached by human force.

Considering also the greatly reduced human e↵ort and the linear scaling of the algorithm complexity

with the system size, we conclude that the described computer-automated characterization technique

shows a significantly advantage over the manual characterization procedures.

We note that the 0 dBm output power of VNA may still induce noticeable nonlinear e↵ects in

the system. In certain regimes, we observe a di↵erence of the resonant frequency of around 5 MHz

when using a lower driving strength (approximately, �30 dBm). However, we can hardly keep the

out power of VNA that small for system characterization because of the poor SNR. To make a

reasonable compromise, we use the 0 dBm spectroscopy results to find an estimation of the closed-
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system parameters, but use an �30 dBm input power to identify the exact resonant frequencies at

several working points. We note also that the current version of the automated characterization

algorithm still relies on an initial guess of the system parameters that is reasonably close to the optimal

solution, as shown in Fig. 4.3A. An arbitrary initial guess may lead to a very long optimization time,

or, very often, an obviously incorrect estimation of the system parameters. An improved algorithm

with no human intervention at all will be the task of next version.

4.3 Automated sample tuning

With the characterized sample parameters as shown in Table 4.1, especially the characterization of the

crosstalk between the two antennae, one can tune the frequency, or nonlinearity, of the two resonators

independently to an arbitrary value in the parameter regime in an automated fashion. Fig. 4.4 shows

the result of a typical automated tuning experiment, where we tune the two resonators on-resonance

in the range of 6.3 GHz – 7.1 GHz. We observe that the resonant dips in the two measured reflection

responses, S21 and S43, are symmetric to the desired resonant frequency. This is because of the avoid

crossing in the energy diagram of the two resonators, and is thus an important indication of the

resonance between the two resonators. The frequency di↵erence between the two dips corresponds to

two times of the resonator-resonator coupling strength, which is approximately 5 MHz for frequencies

higher than 6.8 GHz but increases monotonically with the decrease of the resonant frequency. At the

resonant frequency, 6.4 GHz, the coupling strength seems to reach 100 MHz.

A

B

C

Figure 4.4. Results of automated sample tuning. (A)-(B) Phase of the measured reflection
responses, S21 and S43, respectively, where the sharp change indicates the resonant frequencies of the
resonators. (C) A combination of (A) and (B), where the resonant frequencies of the two resonators
are approximately symmetric to the anti-diagonal line. In all the panels, the dashed lines indicate the
desired resonant frequency.

We note that this frequency-dependent change of the coupling strength is not expected from our

perturbative model, as introduced in Chapter 3. However, we suspect that the two resonators may

not be resonant below 6.8 GHz, due to the possible imperfection of the characterization results. An

improved automated-tuning procedure with a feedback loop may provide an a�rmative answer to this
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suspect. Here, the basic idea is to add a small perturbation to the calculated antenna currents, and use

the measured new resonant frequencies as a feedback to check the resonance condition. Unfortunately,

we did not continue in this direction during the thesis, nor verify the resonance condition by a local

spectroscopy experiment. A more precise tuning of the resonant frequency and the nonlinearity with

feedback techniques should be studied elsewhere in the future.

45



46



Chapter 5

OPEN-SYSTEM PARAMETERS: SCATTERING COEFFICIENTS

OF MICROWAVE RESONATORS

Besides the the closed-system parameters, such as the resonant frequency and nonlinearity, it is equally

important to characterize the open-system parameters, such as the energy decay and the dephasing

rates. These parameters are closely related to the concept of the quality factor, Q, of the system.

Generally speaking, the Q factor can be phenomenally defined as the ratio between the resonant

frequency and the full width at half maximum (FWHM) of the resonance spectrum. The higher the

Q factor is the longer the quantum information can be maintained in the system. As we will see later

in Chapter 6, the characterization of several other system parameters, such as the driving strength,

relies also on the knowledge of the Q factor. In this chapter, we provide a systematic study on the

scattering coe�cients of superconducting microwave resonators and develop a computer-automatic

characterization procedure for Q factor measurements [89, 90].

5.1 Circuit perspective: The transfer matrix approach

5.1.1 Classification of microwave resonators

There are two fundamental types of lumped-element circuits that can used to model a zero-dimensional

microwave resonator, as shown in Fig. 5.1A. The first one is called the series RLC resonator, which

has an input impedance of

Zs = R + j!L +
1

j!C
. (5.1)

Here, R, L, and C are the resistance, inductance, and capacitance of the circuit, j is the imaginary

unit that follows the convention of electrical engineering, j = �
p
�1 [75]. The resonance occurs

at Im (Zs) = 0, which corresponds to a resonant frequency !0 = 1/
p

LC and a (internal) Q factor

Qi = !0L/R = 1/ (!0RC) [65]. The second one is called the parallel RLC resonator with the following

input impedance

Zp =

✓
1

R
+

1

j!L
+ j!C

◆�1

. (5.2)

Similarly, one can calculate the resonance frequency and the (internal) Q factor as !0 = 1/
p

LC and

Qi = R/ (!0L) = !0RC, respectively [65].

Besides, a finite piece of transmission line with proper boundary conditions can also be described

as a 1D microwave resonator, as shown in Fig. 5.1B. Depending on the load impedance, ZL, and the

length, l, the input impedance of the transmission line resonator, when looking towards one end, can

be written as [65]

Z(l) = Z0
ZL + Z0 tanh �l

Z0 + ZL tanh �l
. (5.3)

Here, � = ↵+j� is the complex propagation constant of the microwave field which we have introduced

in Chapter 3, and Z0 is the characteristic impedance of the transmission line. By assuming a small

damping rate of the transmission line, i.e., ↵l ⌧ 1, and restricting our discussion to a small frequency
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A B C

Figure 5.1. Schematics of several di↵erent microwave resonators from zero- to 3D. (A)
The series (top) and parallel (bottom) RLC circuits are the two fundamental types of lumped-element
resonators. (B) A finite length of transmission line with short-circuited �/4 (left), short-circuited �/2
(middle), and open-circuited �/2 (right) boundary conditions form the three fundamental types of
distributed-element resonators. (C) Two typical types of 3D resonators, which can be modeled by a
short-circuited �/2 (left) or a short-circuited �/4 (right) transmission line resonator, respectively. In
all the panels, red and green vectors depict the special modes of the resonator that are determined by
the boundary conditions.

range around the resonant frequency, i.e., |�| ⌧ !0 with � = ! � !0, we obtain three types of

microwave resonators for three di↵erent boundary conditions. They are (i) the short-circuited �/4

resonator with

Z�/4 =
Z0

↵l + j⇡�/2!0
and!0 =

⇡vph
2l

, (5.4)

(ii) the short-circuited �/2 resonator with

Z(short)
�/2 = Z0 (↵l + j⇡�/!0) and!0 =

⇡vph
l

, (5.5)

and (iii) the open-circuited �/2 resonator with

Z(open)
�/2 =

Z0

↵l + j⇡�/!0
and!0 =

⇡vph
l

. (5.6)

Here, vph = !/� is the phase velocity of the propagating microwave field in the transmission line. We

note that we have discussed the open-circuited �/2 resonator, (iii), in Chapter 1.

Comparing these results with the two lumped-element resonators, we observe that the short-

circuited �/4 resonator and the open-circuited �/2 resonator are equivalent to a parallel RLC resonator

with R = Z0/(↵l), L = 1/
�
!2
0C
�
, and C = ⇡/(4!0Z0) or C = ⇡/(2!0Z0), respectively. The short-

circuited �/2 resonator is equivalent to a series RLC resonator with R = Z0↵l, L = ⇡Z0/(2!0), and

C = 1/(!2
0L). However, the (internal) Q factor has the same definition for all the three resonators:

Qi = �/(2↵), where � = 2⇡/� [65].

The above discussions apply also to 3D microwave resonators, as shown in Fig. 5.1C, which attract

an increasing amount of interests during the past decades due to their superior quality factors. The

inner surface of a 3D resonator naturally defines the nodes of the spacial modes of an electrical field,

while the anti-nodes are located either at the anti-nodes of the standing waves inside the cavity

[91–101], or at the top of a �/4-long waveguide pillar standing inside the inner space [102–105]. If

the electrical fields can be fairly described by one-dimensional functions of the coordinates, the two

types of 3D resonators can be equivalently described as a shorted-circuited �/2 or a shorted-circuited

�/4 transmission line resonator, respectively. In this regard, we do not distinguish coplanar and

3D resonators in our study. A careful distinction may be necessary when studying exotic resonator

designs, for example, the whispering gallery mode resonators in 2D [106, 107].
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5.1.2 Ideal scattering coe�cients

To measure the electrical properties of a microwave resonator, such as the resonant frequency and the

Q factor, one has to couple it to an external circuitry, called the load, and measure the scattering

coe�cients. However, this coupling may also lead to an inevitable change of the electric properties to

be measured. By convention, we define the loaded quality factor, Ql, as a combination of two terms

[65]
1

Ql
=

1

Qi
+

1

Qc
. (5.7)

Here, Qc is defined as the coupling quality factor which describes the power-loss ratio induced by

the external circuity, Qi is the internal quality factor that characterizes the bare resonator loss. In

this section, we study the ideal scattering coe�cients of three types of resonators, which contain the

information of the Q factors. We neglect the finite length of the feedlines and the circuit asymmetries

for now, which will be discussed shortly.

The hanger-type �/4 resonator

The hanger-type �/4 resonator is a short-circuited �/4 resonator with one end short-circuited to GND

and the other side-coupled to a one-dimensional waveguide. The schematic of this resonator is shown

in Fig. 5.2A, where we denote the coupling capacitance as C1 and label the left and right ports as 1

and 2, respectively. The transfer matrix of a hanger-type �/4 resonator can be written as [65]

T =

"
1 0

1/
⇣

1
j!C1

+ Z�/4

⌘
1

#
, (5.8)

Following the standard procedure, we obtain the scattering coe�cients as [89]

S11 = S22 ⇡� Ql/Qc

1 + j2Ql�
, S21 = S12 ⇡ 1 � Ql/Qc

1 + j2Ql�
, (5.9)

where

Qc =
⇡

2!2
rZ

2
0C

2
1

, � = (! � !r) /!r. (5.10)

The resonant frequency of the composite circuit is

!r ⇡ !0 �
2Z0C1!2

0

⇡
. (5.11)

The physical meaning of the parameter, Qc, can be understood in the perspective of the Norton’s

equivalent lumped-element circuit [108–110], as introduced in Chapter 3. Assuming that !0C1Z0 ⌧ 1,

the loaded quality factor can be written as

Ql = !rC

✓
1

R
+
!2
rZ0C2

1

2

◆�1

. (5.12)

Here, we have !rC ⇡ ⇡/4Z0 for �/4 resonators, such that the coupling quality factor is Qc =

⇡/
�
2Z2

0!
2
rC

2
1

�
. In this regard, we conclude that the parameter Qc defined in Eq. (5.10) can be

interpreted as the coupling quality factor of a hanger-type �/4 resonator.
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Figure 5.2. Schematics of hanger-type resonators and the corresponding scattering
coe�cients. (A) A hanger-type �/4 resonator, where the open end of a short-circuited �/4 resonator
is side coupled to a transmission line waveguide. (B) A hanger-type �/2 resonator, where one of the
two open ends of an open-circuited �/2 resonator is side coupled to the waveguide. (C) The scattering
coe�cients of a hanger-type �/4 resonator as shown in (A). Here, we label the left and right ports
of the waveguide by 1 and 2, respectively. The solid and dashed lines distinguish the numerical and
analytical results. In all the panels, we denote l1/2 as the length of the feedlines that are coupled to
the resonator, C1/2 the coupling capacitors, and �Z1/2 the circuit asymmetries.

The above discussion can also be generalized to a hanger-type �/2 resonator, as shown in Fig. 5.2B.

Here, we have neglected the coupling capacitance between the open end of the resonator and the

ground plane. The corresponding scattering coe�cients are exactly the same with that of a hanger-

type �/4 resonator but with a di↵erent definition of the resonant frequency, !r ⇡ !0�Z0C1!2
0/⇡, and

the coupling Q factor, Qc = ⇡/
�
!2
rZ

2
0C

2
1

�
. Fig. 5.2C compares the numerically simulated scattering

coe�cients of a hanger-type �/4 resonator with the analytical formulae provided in Eq. (5.9). Here, the

parameters are chosen such that !0/2⇡ = 6.75 GHz, Qi = 31416 for a bare resonator. In the presence

of a finite coupling, the analytical expressions predict the resonant frequency, !r/2⇡ = 6.659 GHz, and

the Q factors, Qc = 3589 and Ql = 3221, which exhibit an excellent fit to the numerical simulation

results.

The necklace-type �/2 resonator

The necklace-type �/2 resonator, as schematically shown in Fig. 5.3A, consists of an open-circuited

�/2 resonator which is capacitively coupled to two feedlines through two capacitors, C1 and C2, at

the two ends, respectively. The transfer matrix, T = TC1T�/2TC2 , can be written as [65]

TC1/2
=

"
1 1/j!C1/2

0 1

#
, T�/2 =

"
cosh (�l) Z0 sinh (�l)

sinh (�l) /Z0 cosh (�l)

#
. (5.13)

Following a similar treatment for the hanger-type resonators, we obtain the scattering coe�cients as

[89]

S11 ⇡1 � 2Ql/Qc,1

1 + j2Ql�
, S21 = S12 ⇡

2Ql/
p

Qc,1Qc,2

1 + j2Ql�
, S22 ⇡ 1 � 2Ql/Qc,2

1 + j2Ql�
. (5.14)

Here, 1/Qc = 1/Qc,1 + 1/Qc,2, with

Qc,k =
⇡

2!2
rZ

2
0C

2
k

, and!r = !0 �
Z0 (C1 + C2)!2

0

⇡
. (5.15)
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Figure 5.3. Schematics of necklace-type resonators and the corresponding scattering
coe�cients. (A) A necklace-type �/2 resonator, where the two open ends of a open-circuited �/2
resonator is end-to-end coupled to two feedlines. (B) A necklace-type �/4 resonator, where the open
end of a short-circuited �/4 resonator is end-to-end coupled to one feedline. (C) The scattering
coe�cients of a necklace-type �/2 resonator as shown in (A). Here, we label the left and right ports
of the waveguide by 1 and 2, respectively. The solid and dashed lines distinguish the numerical and
analytical results. In all the panels, we denote l1/2 as the length of the feedlines that are coupled to
the resonator, C1/2 the coupling capacitors, and �Z1/2 the circuit asymmetries.

The physical meaning of the parameter, Qc, can also be understood in the perspective of the

Norton’s equivalent lumped-element circuit [111–113]. Assuming that !0C1Z0,!0C2Z0 ⌧ 1, the

loaded quality factor reads

Ql = !rC

✓
1

R
+ !2

rZ0C
2
1 + !2

rZ0C
2
2

◆�1

, (5.16)

where !rC = ⇡/2Z0 for a �/2 resonator. In this regard, the coupling quality factor can be written as

1

Qc
=

2!2
rZ

2
0C

2
1

⇡
+

2!2
rZ

2
0C

2
2

⇡
, (5.17)

which is exactly the sum of the two parameters 1/Qc,1 and 1/Qc,2 as defined in Eq. (5.15).

The above discussion can also be generalized to a necklace-type �/4 resonator, which is a single-

port device with only the reflection response shown in Fig. 5.3B. The resonant frequency and the

coupling Q factor are !r ⇡ !0 � 2Z0C1!2
0/⇡ and Qc = ⇡/

�
4!2

rZ
2
0C

2
1

�
, respectively. We also compare

the numerically simulated scattering coe�cients of a necklace-type �/2 resonator with the analytical

formulae provided in Eq. (5.14), as shown in Fig. 5.3C. Here, the parameters are set identical to that

in Fig. 5.2C except that the length of the transmission line is doubled. We note also that there are two

coupling capacitors, C1 and C2, which connect the bare resonator to the external circuity, such that the

coupling Q factor should decrease by approximately a factor of two compared with the aforementioned

results. In the presence of a finite coupling, the analytical expressions predict the resonant frequency,

!r/2⇡ = 6.659 GHz, and the Q factors, Qc = 1795 and Ql = 1698, which are consistent with our

exception and fit excellently to the numerical simulation results.

We note that the transmission coe�cient, S21, is consistent with the results reported in the

literature, which are derived with an equivalent lumped-element circuit [111–113]. However, to the best

of our knowledge, the reflection responses, S11 and S22, are reported for the first time. Surprisingly, the

reflection responses of a necklace-type �/2 resonator have a similar form as the transmission response

of a hanger-type �/4 resonator. In both cases, the complex scattering coe�cients form a circle which

intersects the real axis at a fixed point, (1 + j0). The circle radius, rc, equals to Ql/ (2Qc) for C1 = C2.
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Figure 5.4. Schematics of bridge-type resonators and the corresponding scattering
coe�cients. (A) A bridge-type �/2 resonator, where two feedlines are coupled to the same anti-node
of a short-circuited �/2 resonator. (B) A bridge-type �/2 resonator, where two feedlines are coupled
to di↵erent anti-nodes of the resonator. (C) The scattering coe�cients of a bridge-type �/2 resonator
as shown in (A). Here, we label the left and right ports of the waveguide by 1 and 2, respectively. The
solid and dashed lines distinguish the numerical and analytical results. In all the panels, we denote
l1/2 as the length of the feedlines that are coupled to the resonator, C1/2 the coupling capacitors, and
�Z1/2 the circuit asymmetries.

For C1 6= C2, the circle radii should be Ql/Qc,1 and Ql/Qc,2, respectively, for the two coe�cients, S11

and S22. In these regards, the internal quality factor can be directly obtained with the knowledge of

the loaded quality factor, Ql, and the circle radius, rc. It requires no priori knowledge of the cable

calibration results nor the finite-element simulations [112–117].

The bridge-type �/2 resonator

Besides, there is a third type of microwave resonator which is often seen in 3D structures. The

schematicsare shown in Fig. 5.4A, B, where several feedlines are side-coupled to the anti-nodes of a

�/2 resonator. Here, we constrain our discussion to the circuit where the two feedlines are coupled

to the middle of the resonator, and figuratively name it the bridge-type �/2 resonator. The circuit

diagram is a combination of the hanger- and necklace-type resonators, which consists of two coupling

capacitors, C1 and C2, and also two parallel short-circuited �/4 resonators in the vertical branch. The

transfer matrix, T = TC1T�/2TC2 , can be written as [65]

TC1/2
=

"
1 1/j!C1/2

0 1

#
, T�/2 =

"
1 0

2/Z�/4 1

#
. (5.18)

The scattering coe�cients can be readily obtained by following the standard procedure [89]

S11 ⇡ 1 � 2Ql/Qc,1

1 + j2Ql�
, S21 = S12 ⇡ �

2Ql/
p

Qc,1Qc,2

1 + j2Ql�
, S22 ⇡ 1 � 2Ql/Qc,2

1 + j2Ql�
, (5.19)

where, 1/Qc = 1/Qc,1 + 1/Qc,2, with

Qc,k =
⇡

2!2
rZ

2
0C

2
k

, and!r = !0 �
Z0!2

0 (C1 + C2)

⇡
. (5.20)

Comparing with the scattering coe�cients of a necklace-type �/2 resonator, as shown in Eq. (5.14),

the scattering coe�cients of a bridge-type �/2 resonator have an almost identical form. However,

there is a ⇡ phase di↵erence in the transmission response, S21 and S12, between Eqs. (5.14) and (5.19),
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which distinguishes the two types of resonators. We also compare the numerically simulated scattering

coe�cients of a bridge-type �/2 resonator with the analytical formulae provided in Eq. (5.19), as shown

in Fig. 5.4C. Here, the parameters are set identical to Fig. 5.3C. In the presence of a finite coupling,

the analytical expressions predict the resonant frequency, !r/2⇡ = 6.659 GHz, and the quality factors

Qc = 1795, Ql = 1698. These values are identical to those of a necklace-type �/2 resonator and are

consistent with the design values.

5.1.3 Practical scattering coe�cients: Small circuit asymmetry

In contrast to the ideal circuits we have described above, asymmetries often exist in real circuits in

the form of mutual inductance [118], finite impedance mismatch [119, 120], etc. In this section, we

keep the zero-length feedline assumption but study the influence of a small circuit asymmetry on the

scattering coe�cients.

Hanger-type resonators

As schematically shown in Fig. 5.2A, we consider small circuit asymmetries, �Z1, �Z2 ⌧ Z0, on both

sides of the ideal system. The transfer matrix with asymmetry can be written as

T =

"
1 + �Z1

Z
�Z1 + �Z2 + �Z1�Z2

Z

1
Z

1 + �Z2
Z

#
, (5.21)

where Z = 1/ (j!C1) + Z�/4 is the impedance of the vertical branch. Following the derivation in

Ref. [89], we obtain the scattering coe�cients as

S11 ⇡ �
Q0

l/Q0
c

1 + j2Ql�
, S21 = S12 ⇡ 1 �

Q0
l/Q0

c

1 + j2Q0
l�

, S22 ⇡ �
Q0

l/Q0
c

1 + j2Ql�
, (5.22)

where we have assumed �Z1, �Z2 ⌧ Z0. Because of the asymmetry, the loaded quality factor becomes

1/Q0
l = 1/Qi + 1/Q0

c, where Q0
c = QcZ0 (1/Z1 + 1/Z2) /2 with Z1 = Z0 + �Z1 and Z2 = Z0 + �Z2.

In this regard, both Q0
l and Q0

c can take complex values which indicate a loss mechanism di↵erent

from a simple exponential energy decay. However, for small circuit asymmetries the real parts of Z1

and Z2 should still be dominant. We follow the convention and redefine the loaded quality factor as

1/Q0
l = 1/Qi + Re (1/Q0

c) [118, 119]. The information of the imaginary part, Im (1/Q0
c), is interpreted

as a small phase factor � = � arctan [Im (Q0
c) /Re (Q0

c)], which rotates the ideal circle in the complex

plane. With this definition, we obtain the following scattering coe�cients in the presence of a small

circuit asymmetry

S11 ⇡ �
ej�Q0

l/|Q0
c|

1 + j2Q0
l�

, S21 = S12 ⇡ 1 �
ej�Q0

l/|Q0
c|

1 + j2Q0
l�

, S22 ⇡ �
ej�Q0

l/|Q0
c|

1 + j2Q0
l�

. (5.23)
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Necklace-type resonators

For the necklace-type resonator, as shown in Fig. 5.3A, the transfer matrix with asymmetry can be

written as

T =

2

4
A0 + sinh (�l)

⇣
�Z1
Z0

⌘
B0 + sinh (�l)

⇣
�Z1�Z2

Z0
+ �Z1

j!C2Z0
+ �Z2

j!C1Z0

⌘
+ cosh (�l) (�Z1 + �Z2)

C0 D0 + sinh (�l)
⇣
�Z2
Z0

⌘

3

5 ,

(5.24)

where we denote the matrix elements of the symmetric necklace-type resonator as A0, B0, C0, and D0.

Following the derivation in Ref. [89] and using the conventional notation 1/Q0
l = 1/Qi +Re (1/Q0

c), we

obtain the scattering coe�cients as

S11 ⇡ 1 � ej�1
2Q0

l/
��Q0

c,1

��

1 + j2Q0
l�

, S21 = S12 ⇡ ej�
2Q0

l/

r���Q0
c,1

���
���Q0

c,2

���

1 + j2Q0
l�

, S22 ⇡ 1 � ej�2
2Q0

l/
��Q0

c,2

��

1 + j2Q0
l�

. (5.25)

Here, the coupling quality factor is defined as 1/Q0
c = 1/Q0

c,1+1/Q0
c,2 with Q0

c,1 = Qc,1Z0/Z1 and Q0
c,2 =

Qc,2Z0/Z2. The corresponding phases are � = (�1 + �2) /2, �1 = � arctan
⇥
Im
�
Q0

c,1

�
/Re

�
Q0

c,1

�⇤
, and

�2 = � arctan
⇥
Im
�
Q0

c,2

�
/Re

�
Q0

c,2

�⇤
.

Bridge-type resonators

The above results apply also to a bridge-type resonator, as shown in Fig. 5.4A, but with a ⇡ phase

di↵erence in the transmission coe�cients. The scattering coe�cients read [89]

S11 ⇡ 1 � ej�1
2Q0

l/
��Q0

c,1

��

1 + j2Q0
l�

, S21 = S12 ⇡ �ej�
2Q0

l/

r���Q0
c,1

���
���Q0

c,2

���

1 + j2Q0
l�

, S22 ⇡ 1 � ej�2
2Q0

l/
��Q0

c,2

��

1 + j2Q0
l�

. (5.26)

In these regards, we conclude that a small circuit asymmetry leads to a small rotation of the ideal

scattering-response circle in the complex plane. For the transmission coe�cients of a hanger-type

resonator or the reflection coe�cients of a necklace- or bridge-type resonator, this rotation is centered

at the reference point (1 + j0) with an angle �. This observation will be used to correct the distortions

caused by the circuit asymmetry in the measured scattering coe�cients, as will be described in detail

in Section 5.3.

5.1.4 Practical scattering coe�cients: Finite-length feedlines

Besides the circuit asymmetry, a finite length of the microwave feedlines can also distort the measured

scattering coe�cients. We recall the expression of the incident and reflected voltages at the position

x of a transmission line as [65]

V ±(x) = V ±
0 e⌥�x, (5.27)

where the ± sign distinguishes the incident and reflected wave propagations, and V ±
0 are the

corresponding voltage amplitudes at x = 0. For finite values of l1 and l2, the incident and reflected
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voltage signals transferring through the feedlines, V ±
1

0 and V ±
2

0, can be described as

V ±
1

0 = e±�l1V ±
1 , V ±

2
0 = e±�l2V ±

2 . (5.28)

Here, we denote V ±
1 and V ±

2 as the voltage amplitudes at the sample input and output. The scattering

coe�cients measured through the feedlines are thus

S0
11 = e�2�c,1l1S11, S0

21 = e�(�c,1l1+�c,2l2)S21, S0
12 = e�(�c,1l1+�c,2l2)S12, S0

22 = e�2�c,2l2S22, (5.29)

where we have assumed a perfect impedance match between the feedlines and the sample. A

mismatched feedline causes a small circuit asymmetry, which has already been discussed in the previous

section.

Under the high-frequency and low-loss approximations of the transmission feedlines, ↵ is a constant

and � = !vph [65]. This observation indicates that the finite-length feedlines can cause a damping

coe�cient, A, and a frequency-dependent phase shift, e�j!⌧ , in the scattering coe�cients. Here, ⌧

is a constant. In addition, there may also exist a constant phase delay, e�j', because of the time

di↵erence between the input and output fields captured by VNA. It can also be attributed to the

circuit asymmetry, where a global phase factor was neglected in the previous section under the small

asymmetry assumption. In total, we obtain a general model that describes the transmission coe�cient

of a hanger-type resonator or the reflection coe�cient of a necklace- or bridge-type resonator

S (!) ⇡ Ae�j(!⌧+')

✓
1 � ej�Ql/Qc

1 + 2jQl (!/!r � 1)

◆
. (5.30)

This formula describes the scattering coe�cients of a single resonator that is to be measured in real

experiments. Here, the global factor, Ae�j(!⌧+'), originates from the finite length of the feedlines,

while the local phase, ej�, from small circuit asymmetries. In the complex plane, the former rotates

the circle of the ideal scattering coe�cients around the original point, (0 + j0), which is accompanied

with a shrink of the circle radius. The latter causes a rotation around the reference point, (1 + j0).

5.2 Quantum perspective: The input-output approach

So far, we have developed a classical theory for Q-factor measurement of di↵erent types of microwave

resonators. In this section, we employ the so-called input-output formalism [48, 121] to develop a

quantum theory and compare it with the results of the classical treatment. One clear advantage of

the quantum description is that it directly relates the measurement quantities, such as the FWHM of

the spectrum, to the open-system parameters, such as the energy dissipation rate, as requested in the

master equation (as introduced in Chapter 2).
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Figure 5.5. Schematics of di↵erent types of transmission line resonators. (A) A hanger-type
�/4 resonator, where a short-circuited �/4 resonator, i.e., the system, is side-coupled to a transmission
line waveguide, i.e., the bath, which accommodates both left- and right-propagating fields. (B) A
necklace-type �/2 resonator, where an open-circuited �/2 is directly coupled to two transmission-line
waveguides at the two ends, respectively. Each of the baths accommodates only one unidirectional
propagating field. (C) A bridge-type �/2 resonator, where a short-circuited �/2 resonator is coupled to
the ends of two transmission line waveguides at the same anti-node. Each of the baths accommodates
only one unidirectional propagating field.

5.2.1 Amplitude damping

The hanger-type �/4 resonator

The hanger-type �/4 resonator is schematically shown in Fig. 5.5A, where the intra-resonator field, a,

is coupled to a waveguide, b, with a coupling strength . We describe the whole system as

Hs = ~!0a
†a, (5.31)

Hb =
+1X

k=�1
~!kb

†
k
bk, (5.32)

Hsb =
+1X

k=�1
~
⇣
⇤cab†

k
+ ca

†bk
⌘

. (5.33)

Following derivations in Appendix B, one can derive a set of linear equations that relate the dynamics

of the intra-resonator field, a, to the input and output fields of the bath, b. However, the input

and output fields defined in this way are not directly related to the fields measured in experiments.

To calculate the scattering coe�cients of the system, one must distinguish the left and the right

propagating fields, which we denote as l and r, from the bath b.

Keeping this in mind, we restrict our discussion to a small frequency interval around the central

driving frequency, !d. Within this small interval we can approximate the dispersion by a linear relation

[122]

!k = !d ⌥ vg�k. (5.34)

Here, vg is the group velocity of the waveguide, �k = k ± kd with k and kd > 0 being the wave vectors

that correspond to the frequencies !k and !d, respectively. In the rotating frame at !d, we obtain an
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equivalent description of the coupled system

Hs = ~ (!0 � !d) a†a, (5.35)

Hb =
+1X

�k=�1
~vg�k

⇣
�l†

kr��k
lkr��k

+ r†
kr+�k

rkr+�k

⌘
, (5.36)

Hsb =
+1X

�k=�1
~
⇣
⇤cal†

kr��k
+ ca

†lkr��k
+ ⇤car†

kr+�k
+ ca

†rkr+�k

⌘
. (5.37)

Here, we have extended the upper and lower limits of the summation to infinity for mathematical

convenience, which is valid as long as !d is much larger than the typical bandwidth of interest [123, 124].

Finally, we complete our transformation by defining ! = vg�k, �A = !0�!d, and replacing the discrete

field operators by a continuum: lkr��k
! l!, rkr+�k

! r!. The result is

Hs = ~�Aa†a, (5.38)

Hb =

Z +1

�1
d!~!

⇣
�l†!l! + r†!r!

⌘
, (5.39)

Hsb =

Z +1

�1
d!~

⇣
⇤cal†! + ca

†l! + ⇤car†! + ca
†r!
⌘

. (5.40)

By separating the left- and right-propagating fields in the waveguide, we split the original bath, b,

into two independent baths, l and r, representing the di↵erent directions of field propagation in the

1D waveguide. In this way, we obtain

ȧ = �i�Aa �
⇣
�c +

�A
2

⌘
a �p

�c (lin + rin) . (5.41)

Here,
p
�c = i

p
2⇡c, lin/out and rin/out are the input and output fields of the left- and right-propagating

bath fields, respectively, of which the formal definition can be found in Appendix B. Moreover, we have

added the intrinsic damping of the resonator, �A/2, by hand.

The scattering coe�cients of the resonator can be readily obtained by following the standard

input-output formulae

S11 =
hlouti
hrini

, S21 =
hrouti
hrini

with hlini = 0, (5.42)

S12 =
hlouti
hlini

, S22 =
hrouti
hlini

with hrini = 0. (5.43)

That is [90],

S11 = S22 = � �c
i�a +

�
�c + �a

2

� , S21 = S12 = 1 � �c
i�a +

�
�c + �a

2

� . (5.44)

Here, the imaginary unit i =
p
�1 follows the convention in physics, which is related to the imaginary

unit in electrical engineering by i = �j [75].

Comparing with the scattering coe�cients of a hanger-type �/4 resonator as derived in Section 5.1,

we obtain the following relations between the damping rates and the quality factors:

�A =
!A

Qi
, �c =

!A

2Qc
. (5.45)
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The above relation also holds for a hanger-type �/2 resonator, but with di↵erent definitions of the

resonant frequency and the Q factors. We note that the factor of two in the expression of �c originates

from the fact that both the left- and right-propagating fields in the waveguide couple to the intra-

resonator field.

The necklace-type �/2 resonator

The necklace-type �/2 resonator is schematically shown in Fig. 5.5B, where the intra-resonator field,

a, is coupled to two independent baths, b1 and b2, on the left and right sides, respectively. We describe

the whole system as

Hs = ~!da
†a, (5.46)

Hb =
2X

m=1

+1X

k=0

~!kb
†
m,k

bm,k, (5.47)

Hsb =
2X

m=1

(�1)m�1
+1X

k=0

~
⇣
⇤c,mab†

m,k
+ c,ma†bm,k

⌘
. (5.48)

Here, the wave vector, k, takes only positive values that defines a unidirectional propagation of the

microwave fields in the two feedlines. The phase factor �1 in the system-bath interaction takes into

account the ⇡ phase di↵erence of the spatial modes with (2m + 1)�/2 = l at the two ends of the

resonator, whereas there is no phase di↵erence for the modes with 2m�/2 = l.

Following a similar procedure as before, we linearize the dispersion relation around the central

driving frequency as

!k = !d + vg�k. (5.49)

Eventually, we obtain the Hamiltonian in terms of photon frequencies

Hs = ~�Aa†a, (5.50)

Hb =
2X

m=1

Z +1

�1
d!~!b†m,!bm,!, (5.51)

Hsb =
2X

m=1

(�1)m�1
Z +1

�1
d!~

⇣
⇤c,mab†m,! + c,ma†bm,!

⌘
, (5.52)

which leads to the following input-output relation

ȧ = �i�Aa �
✓
�c,1 + �c,2

2
+
�A
2

◆
a +

2X

m=1

(�1)m
p
�c,mbm,in. (5.53)

Here,
p
�c,m = i

p
2⇡c,m and we have also added the intrinsic damping of the resonator, �A/2, by

hand. Because the existence of two baths, the definition of the scattering coe�cients is slightly di↵erent
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from that in Eqs. (5.42)-(5.43). They are

S11 =
hb1,outi
hb1,ini

, S21 =
hb2,outi
hb1,ini

with hb2,ini = 0, (5.54)

S12 =
hb1,outi
hb2,ini

, S22 =
hb2,outi
hb2,ini

with , hb1,ini = 0. (5.55)

In total, we have

S11/22 = 1 �
�c,1/2

i� +
⇣
�c,1+�c,2

2 + �A
2

⌘ , S21 = S12 =
+
p
�c,1�c,2

i� +
⇣
�c,l+�c,2

2 + �A
2

⌘ . (5.56)

Comparing with the scattering coe�cients of a necklace-type �/2 resonator as derived in Section 5.1,

we obtain the following relations for a necklace-type �/2 resonator

�A =
!A

Qi

, �c,1 =
!A

Qc,1
, �c,2 =

!A

Qc,2
, (5.57)

which also hold for a necklace-type �/4 resonator but with di↵erent definitions of the resonant

frequency and the Q factors.

The bridge-type �/2 resonators

The bridge-type �/2 resonator is schematically shown in Fig. 5.5C, where the intra-resonator field, a,

is coupled to two independent baths, b1 and b2, on the left and right sides, respectively. Compared

with the Hamiltonian of a necklace-type �/2 resonator, the major di↵erence lies in the system-bath

interaction term

Hsb =
2X

m=1

+1X

k=0

~
⇣
⇤c,mab†

m,k
+ c,ma†bm,k

⌘
. (5.58)

That is, we assume no phase di↵erence in the system-bath interaction as the two baths are coupled to

the resonator mode at the same voltage anti-node. Consequently, the input-output relations are also

similar to those of the necklace-type �/2 resonator

ȧ = �i�Aa �
✓
�c,1 + �c,2

2
+
�A
2

◆
a �

2X

m=1

p
�c,mbm,in. (5.59)

As before, we have added the intrinsic damping of the resonator, �A/2, by hand. Following Eqs. (5.54)-

(5.55), we obtain the scattering coe�cients as

S11/22 = 1 �
�c,1/2

i� +
⇣
�c,1+�c,2

2 + �a
2

⌘ , S21 = S12 =
�p

�c,1�c,2

i� +
⇣
�c,1+�c,2

2 + �a
2

⌘ . (5.60)

Comparing with the scattering coe�cients of a bridge-type �/2 resonator as derived in Section 5.1, we

obtain the following relations for a bridge-type �/2 resonator

�a =
2!A

Qi

, �1 =
2!A

Qc,1
, �2 =

2!A

Qc,2
. (5.61)

As a closing remark, we emphasize that the system-bath method provides an elegant and unified
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approach for deriving the scattering coe�cients of a general microwave resonator. Here, the key idea

is to linearize the dispersion relation of the waveguide and transform the Hamiltonian from the wave

vector space to the frequency space. This separation is natural for necklace- and bridge-type resonators

with two spatially separated baths, and has been reported in the literature [120, 125]. However, it is

not a trivial task to apply the method to a hanger-type resonator. Here, we artificially split the single

physical bath into two baths with opposite signs of the wave vectors [122], and relate the scattering

coe�cients to these two new baths. Depending on the specific geometry of the system, the scattering

coe�cients can be readily obtained by taking the mean value of the field operators in Eqs. (5.42)-(5.43)

for hanger-type resonators, or in Eqs. (5.54)-(5.55) for necklace- or bridge-type resonators.

5.2.2 Phase damping

Besides the energy dissipation, dephasing of microwave resonators can also be incorporated in this

theoretical frame. We write the system-bath interaction in the following form [50–54]

Hsb =
2X

m=1

(�1)m�1
Z +1

�1
d!~a†a

⇣
⇤�b

†
m,! + �bm,!

⌘
. (5.62)

The input-output relation can be readily derived by following the same procedure as described above.

The result is

ȧ = �i�Aa �
��
2

a �p
��
⇣
abin � b†ina

⌘
, (5.63)

where
p
�� = i

p
2⇡�. We note that the input field, bin =

R +1
�1 d!e+i!tb!(0)/

p
2⇡, does not commute

with the intra-resonator field. However, the combined operator bin+
�p
��
�⇤

a†a/2 and b†in+
p
��a†a/2

commute with all the system operators [50], such that we rewrite Eq. (5.63) as

ȧ = �i�Aa �p
��a

⇣
bin � b†in

⌘
. (5.64)

This result indicates that the input field, b, causes a random jittering to the frequency of the intra-

resonator field, a. Even though it conserves the energy of the system, the dephasing e↵ect broadens

the line shape of the scattering coe�cients such that one may not simply obtain the energy dissipation

rate of the intra-resonator field by measuring the FWHM of the line shape. In this regard, one should

resort to an extra measurement, for example, Ramsey interferometry, to distinguish the contributions

of energy decay and dephasing in the FWHM. A careful distinction of the di↵erent decoherence

mechanisms in a superconducting microwave resonator should be paid enough attention in experiments.

5.3 A recipe for Q-factor measurement

With the detailed understandings of the scattering coe�cients in either a classical and quantum

perspective, we now study how to correct the distortions in the spectrum and characterize the Q

factors. In this section, we take the necklace-type �/2 resonator as an example and describe a circle-

fitting procedure that corrects the reflection response, S11, automatically. Here, the test data is

generated by using a distributed-element circuit model, where the parameters can be fully controlled as

a crosscheck of our results. We choose ↵ = 5.0⇥10�3 /m, vph = 1.35⇥108 m/s, C1, C2 = 1.0⇥10�14 F,

and l = 1 ⇥ 10�2 m for the necklace-type �/2 resonator. We also assume a small circuit asymmetry,
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Figure 5.6. The step by step correction of the reflection coe�cient S11 for a necklace-type
�/2 resonator. (A) Rough phase correction with linear fit and data selection with Lorentzian fit.
(B) The raw data and the selected data shown in the complex plane. (C) Fine phase correction with
circle fit. (D) Resonant frequency determination with phase-versus-frequency fit. (E) Correction of
cable attenuation and frequency-independent phase. (F) Correction of asymmetry. In all the panels,
the blue dots denote raw data and the green dots the selected data within a ±3�3dB bandwidth. The
fitting results are colored in red, where the red cross and dot represent the circle center and the far
o↵-resonant point on the circle, respectively.

�Z1 = j!L1 with L1 = 1 ⇥ 10�9 H, �Z2 = 2⌦, and consider two finite-length feedlines with l1 =

l2 = 1.2 m with a perfect 50⌦ impedance match. In these regards, one can simulate the reflection

coe�cient as shown in Fig. 5.6A-B. The resonant frequency is estimated to be !r/2⇡ = 6.659 GHz,

and the loaded, internal, and coupling quality factors are Ql = 1666, Qi = 31416, and Qc = 1759,

respectively.

Correction of frequency-dependent phase shift

The correction procedure consists of three major steps. In the first step, we eliminate the frequency-

dependent phase shift e�j(!⌧+'1) with '1 being an arbitrary phase o↵set. This phase shift can be

directly seen in Fig. 5.6B, where an expected circle of the scattering coe�cient is distorted into a knot

in the complex plane. The elimination process can be implemented as follows:

First, we use a linear function to fit ⌧ and '1, which serve as an initial guess for a more precise

fitting procedure. The objective function is

J1 = {�(!⌧ + '1) � arg [S (!)]}2 , (5.65)

where arg [S (!)] is the unwrapped phase of the complex signal. The fit result is shown as the red

dashed line in Fig. 5.6A, where ⌧ = 16.18 s.

Next, we use a Lorentzian function to determine the FWHM of the line shape, �3dB, which is used
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to select the data that are close to the resonant frequency. The objective function is [126]

J2 =

2

664

0

BB@A1 + A2f +
A3 + A4fr

1 + 4
⇣
!�!r
�3dB

⌘2

1

CCA� |S (!)|

3

775

2

. (5.66)

Here, !r, �3dB, and A1, · · · , A4 are fitting parameters. Because the data within the FWHM can form

a half circle in the ideal case, to minimize the influence of the background signal we keep only the

data within 3 – 5 times of the FWHM in the following analyses. The fit result is shown as the green

dots in Fig. 5.6A-B, where !r/2⇡ = 6.659 GHz and �3dB/2⇡ = 1.41 MHz.

Having obtained the initial guess of the parameters ⌧ , '1 and removed the far o↵-resonant data

points beyond 3�3dB – 5�3dB, we correct the frequency-dependent phase shift by using the circle-

fitting technique [127]. On the one hand, we use an algebraic method to fit a circle to the scattering

coe�cients[128], and determine the circle center Sc and the radius rc. On the other hand, we optimize

the parameter ⌧ with the following objective function

J3 =
�
rc �

��ej!⌧S (!) � Sc1

���2 , (5.67)

in order to make the corrected data S1 (!) = ej!⌧S (!) more likely to be a circle. The corrected data

S1 (!) and the fitted circle is shown in Fig. 5.6C, where ⌧ = 17.58 s, Sc1 = �0.218 � j0.471.

Correction of frequency-independent phase shift and cable attenuation

After having corrected the phase shift, e�j(!⌧+'1), the next step is to eliminate the attenuation and

the frequency-independent phase shift, Ae�j'2 , with '2 = '�'1. We recall the fact that, without the

influence of the finite feedline, the reflection coe�cient of a necklace-type resonator intersects the real

axis at the reference point (1 + j0) at a far-detuned probe frequency ! ! 1. We use this property to

correct the attenuation and frequency-independent phase shift.

First, we determine the resonant frequency, !r, by using a phase-versus-frequency fit, which is

proven to be the most precise and robust fitting method for characterizing a microwave resonator

[126]. The objective function is

J4 =

⇢
'2 + 2 arctan


2Ql

✓
1 � !

!r

◆�
� arg [S1 (!)]

�2

, (5.68)

where '2 ⌘ ('� '1) + (2n + 1)⇡, !r, and Ql are fitting parameters. The fitting results are shown

in Fig. 5.6D, from which we determine the resonant frequency, !r/2⇡ = 6.659 GHz, and the loaded

quality factor, Ql = 1655.

Knowing the value of !r, one can locate the resonant data point in the fitted circle at Sr =

�0.041 � j0.040. Correspondingly, the far o↵-resonant point, So↵ = �0.395 � j0.902, is determined

according to the geometry of a circle, i.e., So↵ = Sc1+(Sc1 � Sr). Then, one can correct the attenuation

and the frequency-independent phase shift according to the following relation

S2(!) = S1(!)/So↵ . (5.69)

The corrected data, S2(!), is shown in Fig. 5.6E, where Sr = 0.054 � j0.021, So↵ = 1.000, Sc2 =

Sc1/So↵ = 0.527 � j0.011, rc2 = rc1/ |So↵ | = 0.473.
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Figure 5.7. The typical procedure for Q-factor measurement. Here, we tune the second
resonator to !r/2⇡ = 7.100 GHz, and perform analyzation on the data within ±3�3dB bandwidth
around the resonant frequency. The panels show the step-by-step circle-fitting procedure, which
correspond to Fig. 5.6A-F with the same color code.

Correction of circuit asymmetry

After the first two steps, we have removed the influence of the finite feedlines. The last step is to

correct the circuit asymmetry. Here, we use the property that the circle center should be located at

the real axis without asymmetry. We identify the asymmetry caused phase shift, �, from the following

relation

� = arg (Sc2 � So↵) � ⇡, (5.70)

and rotate the circle by �� around the reference point (1 + j0). In the meantime, we also rescale the

circle radius by a factor of |cos�| to account for the di↵erence between |Qc| and Re (Qc) [118]. In

total, the transformation is described by

S3(!) = cos� [S2(!) � 1] e�j� + 1. (5.71)

The corrected reflection coe�cient, S3(!), is shown in Fig. 5.6F. In this example, we determine � =

0.023 and thus Sc3 = 0.527, rc3 = 0.473. The internal quality factor can be calculated as Qi =

Ql(1 � 2rc3) = 30530, while Qc = Ql/ (2rc3) = 1750. The loaded quality factor Ql = 1655 is obtained

in the phase-versus-frequency fit. Comparing the fitted Q factors with the estimated values, we obtain

the relative errors of the calibration results to be 0.6%, 2.8%, 0.5%, respectively.

5.4 Characterization results of open-system parameters

Using the automated sample tuning procedure described in Chapter 4, we tune either of the two

resonators, as introduced in Chapter 3, to di↵erent frequencies between 6.8 GHz and 7.2 GHz and

measure the reflection coe�cient for characterizing the open-system parameters, such as the total
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energy dissipation rate, � = �A + �c. The other resonator is detuned by at least 100MHz during the

measurement, which is much larger than the coupling strength between the two resonators such that

its influence on the scattering spectrum can be fairly omitted. The measurement data is processed

by the recipe described in Section 5.3, where the experimental imperfections, such as acquisition noise

and circuit asymmetries, are corrected automatically. We note that the reflection coe�cient of the

e↵ective one-resonator system is slightly di↵erent from a typical necklace-type �/2 resonator as derived

in Sections 5.1 and 5.2, because the input and output fields are only coupled to the one resonator end.

In other words, we attribute all the photon-loss mechanisms, which includes the resonator intrinsic

loss as well as the loss through the flux line and the resonator-resonator coupling capacitor, into the

internal quality factor, Qi. Considering also the practical distortions of the spectrum, we write [60]

S21/43 (!) ⇡ Ae�j(⌧!+')

✓
1 � ej�2Ql/ |Qc|

1 + 2jQl (!/!r � 1)

◆
, (5.72)

which shows a factor of two di↵erence in the numerator compared with the general relation given in

Section 5.1. Here, we define the reflection coe�cient of the first and the second resonators as S21 and

S43, respectively, where the label correspond to the four ports of the VNA, as defined in Chapter 3.

Fig. 5.7A-F shows the result of a typical Q-factor measurement. Here, we tune the second resonator

to 7.100 GHz and record the data in a 10 MHz bandwidth of the probe frequency. Because of the

nonlinearity, UA, we observe that di↵erent input power, Pin, can lead to di↵erent scattering spectra

and thus di↵erent characterization results [63]. To minimize the influence of UA and obtain a faithful

characterization, we keep Pin su�ciently small. We set the power at the VNA output to �30 dBm

and add 30 – 50 dB room-temperature attenuations depending on the SNR at di↵erent frequencies.

In this way, the spectrum is kept approximately Lorentzian such that the contribution of UA in the

scattering coe�cient can be fairly neglected.

Fig. 5.8A-B summarizes the characterization results of the two resonators in the measurement

range. Although the coupling Q factor is approximately a constant for di↵erent !A, the internal Q

factor decreases with the decrease of the resonant frequency. Similar observations are also reported in

the literature [129, 130]. Following the discussions in Section 5.2, we attribute the change of Qi to the

dephasing e↵ect. Because the flux noise may perturb the resonant frequency, the dephasing rate must

depend on the derivative, �� (!A) = ⌘d!A/d�ex, which can be derived from the e↵ective Josephson

energy. Here, �ex is the flux bias and ⌘ is a constant to be determined. This phenomenon is consistent

with our observation, because d!A/d�ex is getting larger at lower frequency. By comparison, the

coupling Q factor should not depend on !A, which is also consistent with our observation. In these

regards, we separate the energy dissipation and dephasing rate from the measured internal loss rate as

�i(!A) = �A + �� (!A). The exact formula of the derivative d!A/d�ex can be derived from the results

in Chapter 3, which read

d!A

d�ex
=

2lvph
�2
0

tan(kmL) + kmL

cos2(kmL) + 4CJ
c

km

dEJ (�ex)

d�ex
, (5.73)

dEJ (�ex)

d�ex
=

EJ,+ sin
⇣

�ex
2�0

⌘
cos
⇣

�ex
2�0

⌘

r
cos2

⇣
�ex
2�0

⌘
+ d2 sin2

⇣
�ex
2�0

⌘
d2 � 1

2�0
. (5.74)

Even though the expression seems to be rather complicated, the measured results fit very well with
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A

B

Figure 5.8. Characterized open-system parameters of the two resonators. (A) We tune
the first resonator to di↵erent frequencies in the 6.8 – 7.2 GHz range, and characterize the intrinsic,
coupling, and loaded Q factors (left). The result is transformed into the intrinsic and coupling loss
rates, �i and �c, respectively (middle), and we separate the frequency-dependent and independent
parts of �i into the intrinsic energy decay, �A, and dephasing, �� (right). The former can be further
split into �s and �f with two di↵erent physical origins. (B) Results of the second resonator, which are
measured in the same way.

these relations, which indicates a good understanding of the dissipation mechanisms of our system.

Besides, we also use a third-order polynomial to fit the weak dependance of the coupling rate on the

frequency, �c (!A). In total, we obtain the total energy dissipation rate �(!A) = �A + �c (!A) and the

dephasing rate �� (!A). Our detailed characterization shows that the first resonator is overcoupled

with �A ⇡ 0.36 MHz and �c ⇡ 2.67 MHz, while the second one is undercoupled with �A ⇡ 2.26 MHz

and �c ⇡ 1.59 MHz. However, the dephasing rate of the first resonator dominates the total energy

decay rate throughout the tuning range, which may easily wash out the dynamic equilibrium between

the drive and dissipation. By comparison, the total energy dissipation rate of the second resonator,

�, dominates the dephasing rate, ��, in the frequency range !A/2⇡ � 6.9 GHz, which indicates that

the dephasing e↵ect may be fairly neglected in this frequency range. We are thus prefer to use the

second resonator for quantum simulation experiment (see Chapter 8). We note that �A can be further

attributed to two origins: One is the truly intrinsic damping, �s, and the other the coupling induced

damping, �f , due to the flux line. We assume that �s = �f = �A/2 for the rest of the discussions,

which will be confirmed by the consistency between the simulation and our experimental results.
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Chapter 6

MEASUREMENT OF PROPAGATING MICROWAVE

FIELDS

With the knowledge of the system itself, we now move on to control and measure the quantum

statistical properties of the microwave fields in the system. In this chapter, we develop the theory of

quadrature measurements in superconducting quantum circuits, and describe the room-temperature

setup of our experiment. Besides, we introduce the virtual-time filtering technique and the pulsed

heterodyne measurement setup which play a key role in revealing the non-equilibrium dynamics of a

driven-dissipative system. We also introduce the methods to characterize the intra-resonator photon

number and the driving strength of the system, which fill in the final piece of the puzzle for system

characterization.

6.1 Theory of quadrature measurements

6.1.1 Description of amplification process

We model the output signal path, from the sample at the MXC stage up to the ADC (analog-to-digital

converter) at room temperature, as an e↵ective amplifier with power gain G. The input and output

fields of the amplifier are related as [131, 132]

bs,out =
p

Gbs,in +
p

G � 1b†n,in, (6.1)

where bs,in and bs,out represent the input and output fields of the amplifier, respectively, and bn,in is

the amplification noise field. Here, we have assumed that the signal and noise fields are statistically

independent from each other. This equation is also known as the Caves formula [132], which describes

a phase-insensitive linear amplifier that amplifies the two quadratures in the same way.

To understand the amplification process, we look for a unitary operator which acts on the input

fields, bs,in and bn,in, and results into the output field, bs,out, described by the Caves formula. Strictly

speaking, this process must be understood in an open system, where three resonator modes are coupled

to one or two baths. Inside the resonator, a three-wave mixing process, or a two-mode squeezing process

if we treat the pump field classically, happens and leads to an exponential growth of the amplitude of

one resonator modes with time. On the other hand, the finite damping rate of the resonator, which

couples the intra-resonator field to the input and output fields, compensates this exponential growth,

and results in a finite gain from of input to the output fields [133]. Here, we phenomenally describe

the amplification process as a two-mode squeezing operator for simplicity [134–136]

S(⇣) = exp
⇣
⇣⇤bs,inbn,in � ⇣b†s,inb

†
n,in

⌘
, (6.2)

where ⇣ = r exp(i✓). The input and output fields are related by the unitary evolution ~A(⇣) =

S†(⇣) ~A(0)S(⇣), where ~A(0) =
h
bs,in, b

†
s,in, bn,in, b

†
n,in

iT
and ~A(⇣) =

h
bs,out, b

†
s,out, bn,out, b

†
n,out

iT
[137,

138]. Using the ansatz of the Heisenberg equation, we obtain d ~A(⇣)/d⇣ = J ~A(⇣) with Jj,k = �j,5�k.
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This equation has the formal solution

0

BBBB@

bs,out

b†s,out
bn,out

b†n,out

1

CCCCA
=

0

BBBB@

cosh r �ei✓ sinh r

cosh r �ei✓ sinh r

�ei✓ sinh r cosh r

�ei✓ sinh r cosh r

1

CCCCA

0

BBBB@

bs,in

b†s,in
bn,in

b†n,in

1

CCCCA
, (6.3)

which is a linear map between the input and output fields. When cosh r =
p

G and ei✓ sinh r =

�
p

G � 1, we resume the result of Eq. (6.1), i.e., the Caves formula.

6.1.2 Description of quadrature measurements

The purpose of using a unitary operator, S(⇣), to describe the amplification process is to transform

our perspective from the Heisenberg to the Schrödinger picture. Here, one measurement record of the

field quadratures, � ⌘ (sI + isQ) /
p

2, can be understood as the outcome of applying the measurement

operator, |�ih�|, to the signal output field, ⇢s,out. Consequently, the histogram of the field quadratures

forms the Q representation of ⇢s,out [139], as introduced in Chapter 2. We now derive the relation

between the measurement histogram and the quasi-distribution functions of the signal field at the

input.

In the Schrödinger picture, the signal and the noise fields at the input can be respectively written

as

⇢s,in =

Z
d↵2Ps,in(↵,↵⇤)|↵ih↵|, and ⇢n,in =

Z
d�2Pn,in(�,�⇤)|�ih�|. (6.4)

Because the two fields are statistically independent from each other, we write the total input field as

⇢in = ⇢s,in ⌦ ⇢n,in, i.e.,

⇢in =

Z
d↵2

Z
d�2Ps,in(↵,↵⇤)Pn,in(�,�⇤)|↵,�ih↵,�|. (6.5)

With the unitary operator defined in Eq. (6.2), we write the total output field as ⇢out = S(⇣)⇢inS†(⇣).

That is

⇢out =

Z
d↵2

Z
d�2Ps,in(↵,↵⇤)Pn,in(�,�⇤)S(⇣)D (↵,�) |0ih0|D† (↵,�) S†(⇣)

=

Z
d↵2

Z
d�2Ps,in(↵,↵⇤)Pn,in(�,�⇤)D

⇣p
G↵+

p
G � 1�⇤,

p
G� +

p
G � 1↵⇤

⌘
S(⇣)|0ih0|

⇥ S†(⇣)D†
⇣p

G↵+
p

G � 1�⇤,
p

G� +
p

G � 1↵⇤
⌘

=

Z
d↵2

Z
d�2Ps,in(↵,↵⇤)Pn,in(�,�⇤)D

⇣p
G↵+

p
G � 1�⇤,

p
G� +

p
G � 1↵⇤

⌘

⇥
" 1X

n=0

(G � 1)n

Gn+1
|n, nihn, n|

#
D†
⇣p

G↵+
p

G � 1�⇤,
p

G� +
p

G � 1↵⇤
⌘

. (6.6)

Here, we have defined the two-mode displacement operator as D(↵,�) = D(↵) ⌦ D(�) and used the
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properties of the displacement and squeeze operators [134–136] (see Chapter 2)

S(⇣)D(↵,�) = D(↵ cosh r � ei✓�⇤ sinh r,� cosh r � ei✓↵⇤ sinh r)S(⇣), (6.7)

S(⇣)|0i =
1X

n=0

�
�ei✓ sinh r

�n

(cosh r)n+1 |n, ni. (6.8)

The signal part of the output field is obtained by taking a partial trace over the noise part, i.e.,

⇢s,out = trn,out (⇢out). Using the property that the trace of a density operator equals one, we have

⇢s,out =

Z
d↵2

Z
d�2Ps,in(↵,↵⇤)Ps,in(�,�⇤)D

⇣p
G↵+

p
G � 1�⇤

⌘
⇢TD†

⇣p
G↵+

p
G � 1�⇤

⌘
,

=

Z
d↵2

Z
d�2Ps,in(↵,↵⇤)Pn,in(�,�⇤)

⇥
Z

d⇣2PT (⇣, ⇣⇤) |⇣ +
p

G↵+
p

G � 1�⇤ih⇣ +
p

G↵+
p

G � 1�⇤| (6.9)

where PT (⇣, ⇣⇤) = e�|⇣|2/(G�1)/[⇡(G�1)] is the P function of a thermal state at temperature T , which

has a mean photon number of n̄T = G� 1. With this result, we calculate the P function of the signal

output field as

Ps,out(�, �
⇤) =

Z
d↵2

Z
d�2Ps,in(↵,↵⇤)Pn,in (�,�⇤)

⇥ PT

h
� �

⇣p
G↵+

p
G � 1�⇤

⌘
, �⇤ �

⇣p
G↵⇤ +

p
G � 1�

⌘i
. (6.10)

This formula allows us to calculate the normal-ordered characteristic function

�(N)
s,out(z, z⇤) =

Z
d�2Ps,out(�, �

⇤)eiz�eiz
⇤
�
⇤

= �(N)
s,in

⇣p
Gz,

p
Gz⇤

⌘
�(N)
n,in

⇣p
G � 1z⇤,

p
G � 1z

⌘
�(N)
T

(z, z⇤). (6.11)

Because �(N)
T

(z, z⇤) = exp
h
�(G � 1) |z|2

i
, we have

�(N)
s,out(z, z⇤) = �(N)

s,in

⇣p
Gz,

p
Gz⇤

⌘
�(A)
n,in

⇣p
G � 1z⇤,

p
G � 1z

⌘
, (6.12)

and consequently,

�(A)
s,out(z, z⇤) = �(A)

s,in

⇣p
Gz,

p
Gz⇤

⌘
�(N)
n,in

⇣p
G � 1z⇤,

p
G � 1z

⌘
, (6.13)

�(S)
s,out(z, z⇤) = �(S)

s,in

⇣p
Gz,

p
Gz⇤

⌘
�(S)
n,in

⇣p
G � 1z⇤,

p
G � 1z

⌘
. (6.14)

Then, according to the convolution theorem of Fourier transform, we obtain the corresponding quasi-

distribution functions

Ps,out(�, �
⇤) =

1

G � 1

Z
d↵2Ps,in(↵,↵⇤)Qn,in

 
�⇤ �

p
G↵⇤

p
G � 1

,
� �

p
G↵p

G � 1

!
, (6.15)
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1
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Z
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� �

p
G↵p

G � 1

!
, (6.16)
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Ws,out(�, �
⇤) =

1

G � 1

Z
d↵2Ws,in(↵,↵⇤)Wn,in
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p
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,
� �
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. (6.17)

These results are called the convolution laws in the literature [137, 138], which relate the input and

output fields of a phase-insensitive linear amplifier described by the Caves formula.

6.2 Room-temperature setup
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Figure 6.1. Schematic of the room-temperature setup. It contains the measurement module
(blue), the pulse-shaping module (red), and the switch module (green) for control and measurement
purposes. The components surrounded by the grey dashed lines are sealed in a homemade copper
box, as shown in Fig. 6.2.

Figure 6.1 shows the schematic of the room-temperature setup for control and measurement,

which consists of three modules. The pulse-shaping module is designed to control the initial state

of the nonlinear resonator and also to drive the system. We use a microwave signal generator (R&S

SMF100A) to generate the radio frequency (RF) carrier wave. The field envelope is modulated by a

double balanced mixer (Marki M1-0218LA) with its local oscillator (LO) port connected to the carrier

wave and the intermediate frequency (IF) port to the first channel of an AFG(arbitrary function

generator, Tektronix AFG3252). The RF port of the mixer is connected to the switch module for

further signal routing. The second channel of the AFG is synchronized with the first one, which is

used to trigger the measurement process of the ADC (NI FlexRIO 5782). In addition, we place several

attenuators, circulators, and filters in the configuration for the compatibility of di↵erent microwave

devices.

The measurement module is designed to down-convert the RF signal to an IF frequency of
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Figure 6.2. The homemade copper box for electromagnetic shielding (A) The front panel
without cover. The visible microwave components inside the box and the input-output ports outside
the box are labelled with the corresponding names. (B) The rear panel with cover, which seals the
pulse-shaping and measurement modules as indicated by the grey dashed lines in Fig. 6.1. This box
has a dimension of 48 cm ⇥ 24 cm ⇥ 12 cm.

fIF = 62.5 MHz for heterodyne measurements. This choice of frequency avoids the possible beating

between the signal and the higher order harmonics of the Rb frequency standard (SRS FS725), which

synchronizes all the instruments in the lab. We use image rejection mixers (Polyphase IRM4080B)

in the first two lines, OUT1/2, to achieve a better SNR, while a double balanced mixer (Marki M1-

0218LA) is used in the third line for its relatively low price. However, we use the same LO field,

which is generated by the microwave signal generator (R&S SMB100A), to drive all the three mixers

for reaching a phase consensus. We also amplify the two channels, OUT 1/2, by low-noise room-

temperature amplifiers (MITEQ AU1447R), and place several attenuators, filters, isolators, power

dividers to improve the SNR.

Besides, we use several microwave coaxial switches (Agilent N1810TL, N1812UL) in the switch

module to control the connectivity of di↵erent signal paths for di↵erent experimental purposes. The

switches are controlled by a commercial controller (Agilent L4445A) with a home made remote-control

panel. For typical characterization experiments, where only the scattering coe�cients are measured,

we connect the two input ports, MW 1/2, and the two output ports, OUT1/2, to the four channels of

the VNA (Keysight PNA N5222A). However, for quadrature measurements we connect one of OUT 1/2

and the driving field to the two channels of the ADC with a sampling frequency of fS = 250 MHz.

The driving field is connected to either MW 1 or 2 for reflection-type measurements. It is connected

to FLX 1 or 2 for transmission-type measurements.

As shown in Fig. 6.2, we seal the pulse-shaping and measurement modules in a 48 cm⇥24 cm⇥12 cm

homemade shielding box for a better electromagnetic isolation and thermalization. The microwave

switches are placed outside the box to avoid potential stray magnetic field that may influence the

other microwave devices.

6.3 FPGA logic

To reveal the quantum statistical properties of microwaves, one requires a tremendous amount of

sampling at the scale of 106 – 109 in our experiment. However, only a small amount of information,

for example, the average of the field quadratures, sI and sQ, is extracted from this large amount of
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data. This sharp contrast of data volume calls for an e�cient way to process the data before flushing

them to the computer memory. Our solution is to tightly combine an FPGA (field programmable gate

array) card (NI PXIe-7972) with the ADC, where DSP (digital signal processing) can be performed

without the host computer. Comparing with our previous setup that uses an ADC (Gage PCIE Gen3

EON Express) only, we observe a more than 25 times acceleration in the measurement e�ciency.

This improvement provides the opportunity to reveal various statistical properties of microwaves in a

reasonable amount of time. In this section, we introduce the detailed FPGA logic for DSP and also

the virtual-time filtering technique, which plays a fundamental role in revealing the non-equilibrium

dynamics of the system.

6.3.1 I/Q demodulation

The first procedure of DSP is to extract the field quadratures, sI and sQ, from the RF signal. Generally

speaking, there are three typical ways to achieve this goal, as shown in Fig. 6.3. The first method splits

the amplitude and phase information of the field with di↵erent analogue components and measures

them in parallel, see, for example, Refs. [140–145]. However, the second method separates the I and

Q quadratures of the field by using a IQ mixer [146–162]. In both cases, the complete information

of the RF signal is encoded in two analogue signal paths which are digitized simultaneously by using

two ADCs. By comparison, the third method simply down-converts the RF signal to an IF signal and

performs a measurement with a single ADC. The separation of the I/Q quadratures is delayed in the

DSP process, which, in our case, is performed on a FPGA card. This approach is free from possible

technical issues in building two analogue signal paths, such as the unavoidable imbalance between the

two channels of an IQ mixer.
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OUT ADC

sk
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digital 
signal 
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ADC 2
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Figure 6.3. Di↵erent schemes for quadrature measurement. (A) The RF signal is split by
a power divider, such that the amplitude and phase information are measured separately by using a
Schottky diode combined with a low-pass filter, or a mixer with a resonant LO field, respectively. (B)
The I/Q quadratures of the RF signal are obtained by mixing the signal with a resonant LO signal in
a IQ mixer. When the two fields are o↵-resonant, the output signal beats at the detuning frequency.
(C) Instead of splitting the quadratures in the analogue circuit, one can use a normal mixer and
sample the IF signal directly by a single ADC. The field quadratures are separated in the following
DSP process.

The basic idea of digital I/Q demodulation is similar to the analogue counterpart. That is, we

multiply the sampled data by either a sine or cosine function at the IF frequency, fIF, and filter out

the side-product frequency components at 2fIF. In practice, the filtering process can be achieved by

integrating the result over one period [111, 163]. However, one may also use the least-square fitting

method to find the best fit between the signal and the sinusoidal functions (see, for example, Ref. [164]).

It is proven that, when the the sampling and the IF frequencies satisfy fS/fIF = N/M , the best fit of
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the field quadratures can be obtained analytically as [165]

sI =
2

N

N�1X

k=0

sk sin(k✓), and sQ =
2

N

N�1X

k=0

sk cos(k✓), (6.18)

where ✓ = 2⇡M/N , sk is the kth sampling point of the IF signal within every M periods. According

to the description in Section 6.2, we have M = 1 and N = 4 in our experiments such that the above

equation can be written in an even more compact form, sI = (s1 � s3) /2 and sQ = (s0 � s2) /2. This

choice of fIF and fS requires no floating-point multiplication on the FPGA card, and thus reduces the

required gate resources and time latencies in DSP.

6.3.2 Low-pass filter

The above discussion considers an ideal classical signal with a single frequency. In reality, the measured

field quadratures must have a finite bandwidth, which originates from the practical frequency spread

of the coherent signal and the incoherent quantum fluctuations. To reveal the quantum statistical

properties of the field, we are interested only in the latter. A finite bandwidth is usually not an issue in

quantum optics because the coherent component is much smaller than the quantum fluctuations. The

quantum statistical properties of the optical field thus dominates the measurement results [166, 167].

However, in superconducting quantum circuits the measured signal often includes an huge additional

amplification noise, as described in Section 6.1. Besides eliminating the amplification noise from the

measured field quadratures by using the convolution laws as discussed in Section 6.1, a narrow-band

low-pass filter is often necessary to suppress the coherent part. Depending on the required bandwidth

in experiments, we use either a FIR (finite impulse response) filter or a combination of CIC (cascaded

integrator comb) and FIR filters to reveal the quantum fluctuations of the input signal field.

FIR filter

The concept of FIR filter is closely related to the idea of performing a moving average which smoothes

the discontinuities of the input signal and allows only the low-frequency parts to go through. The

input and output signals, x and y, of a TYPE-II FIR filter of length M obey the following linear

relation

yn =
M�1X

m=0

bmxn�m, (6.19)

where bm = bM�m�1, bm is the mth coe�cient of the FIR filter, and xm and ym are the mth sampling

of the input and output signals, respectively. In the Z-domain, the transfer function of the FIR filter

can be written as (see Appendix C for an introduction to the Z-domain)

HFIR(z, z⇤) =
TX

m=0

bmz�m, (6.20)

which leads to the following frequency response

H(ej!) = e�jM!/2
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This equation benchmarks the low-pass property of a FIR filter.

Benefiting from the commercial toolbox in Matlab or the open-source packages in Python, design

of the coe�cients, bm, can be realized by using numerical methods. In our experiments, we use the

Filter Designer toolbox in Matlab to design the FIR filter with a bandwidth from B/2⇡ = 100Hz

to 5 MHz with 128 coe�cients. The resulting design file is directly compatible with the Xilinx FIR

Compiler intellectual property (IP) core in the Vivado Design Suite. In earlier experiments with only

an ADC card, we also used the scipy.signal package in Python to design the filter. We note that the

designed bandwidth, B, corresponds to 2B bandwidth of the IF or RF signal. This is because that the

frequency components on the both sides of fIF/RF are folded into the positive frequency range during

the I/Q demodulation process [163, 168].

CIC filter

In principle, one can design an arbitrarily narrow-band FIR filter by extending the number of

coe�cients, M , in the design file. However, a clear drawback of this approach is that one requires

a huge amount of FPGA resources and also a large time latency to implement a narrow-band filter.

In our experiment, we combine a CIC with a FIR filter to implement a narrow-band filter with

B/2⇡  500 kHz, which is a standard technique in DSP.

Similar to the idea of moving average, a single-stage CIC filter works in a recursive manner

yn = yn�1 + (xn + xn�D) /D, (6.22)

which corresponds to the following transfer function

H(z, z⇤) =
1

D

1 � z�D

1 � z�1
. (6.23)

Here, D is the latency number, which indicates that one output data is obtained after every D

input data. In this regard, one can down-convert the sampling rate by a factor of R to save the FPGA

resources, which is often the same as D for designing a single-stage CIC filter but not necessarily equal.

If the input frequency is concentrated in a small frequency range, i.e., ! ⌧ 2⇡/D, the corresponding

frequency response can be approximated as

HCIC(ej!) = e�j(D�1)!/2 sin(D!/2)

D!/2
, (6.24)

which behaves as a low-pass filter with a cut-o↵ bandwidth of !/D.

In practice, one often cascades several single-stage CIC filters into a multi-stage one to achieve a

better attenuation at the cut-o↵ frequency, !/D, and to save FPGA resources [165]. In our experiment,

we use the Xilinx CIC Compiler IP core in the Vivado Design Suite to design the CIC filter, with

6 stages, 1 di↵erential delay, and a down-sampling rate of 128. In this way, we down-convert the

sampling frequency from fS/N = 62.5 MHz to 488.281, 25 kHz, which makes it possible to design a

narrow-band FIR filter with only 128 coe�cients.

6.3.3 Data storage

The last step of on-board DSP is to transfer the filtered quadrature signals to the host computer. In

our experiment, the data is saved in either of the two forms:
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Quadrature Histogram Because the I/Q quadratures are closely related to the real and imaginary

parts of the microwave field operator, it is straightforward to save the result in a 2D histogram. In

detail, we convert the two quadratures into two 8-digit unsigned integers, respectively, such that 0

– 127 corresponds to a negative value and 128 – 255 a positive value. Then, we concatenate each

I/Q pair into a 16-digit unsigned number and transfer it to the computer memory with a 128-length

16-bit data bu↵er. By repeating this procedure millions of times, one obtains the histogram of the

field quadratures, i.e., the Q function of the output field bs,out, which contains all the information of

the field. We note that this method works not only for a single mode, but also for multiple modes. For

example, two-mode squeezing can be observed by saving 6 histograms with coordinates (sI,1, sQ,1),

(sI,1, sI,2), · · · , (sI,2, sQ,2). This convenience makes the histogram method readily scalable and suitable

for measuring the photon correlations among di↵erent fields.

We comment that a more e�cient way for data storage is to construct the histogram on the FPGA

and transfer it directly to the computer after the entire measurement process. However, we did not

realize this design goal due to the limited on-board memory and the gate-time competing issues.

Moreover, the above description does not consider the possible drift of the amplification noise, which

may play an important role if the experiment is performed at the single-photon level. One possible

solution is to use the so-called reference-state method which measures the signal and the noise fields

alternatively. Here, each measurement lasts for a shorter time but should generate a histogram with

an enough amount of data to reveal the statistical properties [169]. However, one technical issue is to

find a compromise between the data amount and the measurement time. A more e�cient solution is

to use a parametric amplifier before the HEMT, such as a JPA (Josephson parametric amplifier) [170–

177], TWPA (traveling wave parametric amplifier) [178–182], and JRM (Josephson ring modulator)

[183–186], which significantly increases the SNR and decreases the measurement repetition by orders

of magnitude [157–160, 187–189].

Signal Moments Besides recording the histogram of the I/Q quadratures, an alternative way for

data storage is to save the average results of the signal moments, for example, sI , sQ, sIsI , sIsQ, sQsQ,

etc. [147–162]. These signal moments also provide a complete information of the field, assuming that

all the orders of moments are stored. This assumption can be relaxed to the first 2(N � 1) orders,

i.e., to measure the moments sm
I

sn
Q

up to m  N � 1 and n  N � 1, if the Hilbert space of the intra-

resonator field can be fairly truncated to a N -dimensional Fock space [139], or to the first 2 orders if

it is in a Gaussian state [147–153]. In this regard, this method requires a much smaller space for data

storage and is more convenient for further data processing, such as quantum state tomography as will

be introduced in Chapter 7.

However, the challenge is to calculate the signal moments to the required order with the limited

on-board resources, which indicates a tremendous work to optimize the gate resources and the timing

issues in the FPGA programming. The method itself is also not scalable due to the computational

complexity. For example, if we restrict the moments to the fourth-order, there are 14 moments to

be calculated for one mode but 69 for two modes. Nevertheless, this computational process can be

significantly reduced if one is interested in only certain orders of the signal moments, for example, the

second and fourth moments for calculating the second-order correlation function [156–160].
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6.3.4 Virtual-time filtering

In the above discussion, we assume that a steady microwave field has to be measured. Except for

some special cases, it indicates that the system is in an equilibrium state. Here, the time information

is partially lost when extracting the field quadratures from the IF signal, which converts 4 data points

within every 16 ns into one pair of the I/Q quadratures. Correspondingly, the time resolution of our

measurement is decreased from 4ns to 16 ns. Then, by applying the low-pass filters we decrease the

time resolution further to the inverse of the cut-o↵ frequency, which ranges from 200 ns to 10ms in

our setup. Finally, the time information is completely lost when accumulating millions of data to form

a histogram. However, in this thesis we are mainly interested in the non-equilibrium dynamics of the

nonlinear resonator, where the field quadratures constantly change with time. To achieve a relatively

high time-resolution, we developed the so-called virtual-time filtering technique, as schematically

illustrated in Fig. 6.4.
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…

…

i) I/Q demodulation 
(least-square fitting)

ii) low-pass filter
iii) data storage
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…
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…
…

16 ns

I 0
/Q
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I 1
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1
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S 1
S 0
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……

……

……
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from IF box

Figure 6.4. Schematic of the FPGA logic and the process of virtual-time filtering. We
periodically trigger the ADC to start a measurement at the same relative phase of the IF signal,
while each measurement lasts for 16 ns and contains 4 data points. The measurement results are
concatenated into a long trace, over which we perform DSP. Depending on the specific experiment,
we save the data either in the form of a quadrature histogram or signal moments up to the second
order. Photographs of the ADC (NI 5782) and the FPGA (NI PXIe-7972R) are downloaded from the
o�cial website of National Instruments (https://www.ni.com/).

Instead of performing the measurement over a long and continuous time interval, we use a pulsed

measurement setup which measures only a single period of the IF signal. In this regard, only 4 data

points are recorded in each measurement event, which ensures one data point of the I/Q quadratures,

sI + isQ, with a time resolution of 16 ns. Then, we initialize the system and repeat the same

measurement procedure by millions of times, each of which is triggered at the same relatively time
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after initialization. Because the experimental conditions are kept the same in di↵erent repetitions, the

measurement results should also be the same within the uncertainty range defined by the quantum

fluctuations. Figuratively, one can imagine that the measurement is achieved by using millions of

ADCs that measure the system at the same time. Then, we concatenate the data recorded by the

di↵erent virtual ADCs into a long trace and apply a low-pass filter to increase the SNR. Here, one

clear di↵erence from the conventional filtering process is that the signal is not sequenced in real time

such that the cut-o↵ frequency, or the ring-up time, of the filter does not influence the time resolution

of the measurement result, which is kept as 16 ns. The accumulation of the field histogram should

also not influence this time resolution, because the repeated measurements are always triggered at the

same relative time after initialization. These observations are the essence of the virtual-time filtering

technique, which plays an indispensable role in revealing the non-equilibrium photon statistics of the

system.

6.4 Input-output characterization

We have constructed the relation between the input signal field at cryogenic temperature, bs,in, and

the measured output fields at room temperature, bs,out, which obey the Caves formula (see Section 6.1

for derivation)

bs,out ⇡
p

G
⇣
bs,in + b†n,in

⌘
, (6.25)

where bn,in is the amplification noise field and G is the power gain of the amplification chain. Here,

we have neglected the di↵erence between G and G � 1 for a su�ciently large gain G � 1, which is

valid in common experiments of superconducting quantum circuits [139]. Moreover, we know from

the input-output formalism that bs,in is proportional to the intra-resonator field, a, as (see Chapter 5

for derivation)

bs,in =
p
�ca, (6.26)

where �c is the coupling induced energy dissipation rate of the system, and we have assumed that the

system is not driven at the same port. These relations indicate one way to reconstruct the quantum

statistical properties of the intra-resonator field. The parameter �c has been characterized in the

scattering responses as introduced in Chapter 5. Here, we use the thermal noise as a resource to

obtain a precise knowledge of G and bn,in [146].

6.4.1 The Planck’s law and output channel characterization

The Planck’s law describes the energy density of a field emitted by a blackbody thermalized at

temperature T . A straightforward derivation of Planck’s law can be obtained by recalling the

properties of a single-mode thermal state at temperature T , as introduced in Chapter 2, where the

average photon number is

n̄T (!) =
1

exp [~!/(kBT )] � 1
. (6.27)
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Figure 6.5. Characterized parameters of the two output channels, OUT1/2. (A) We tune
the two resonators to approximately 7.10 GHz and measure the blackbody radiation from the signal
path, OUT1, within ±2 MHz around the central frequency 6.95 GHz (blue dots). The blackbody
radiation is generated by a 30 dB heatable attenuator which is mounted just at the sample input, as
introduced in Chapter 3. The error bar represents the standard deviation among 16 repetitions, and
the red solid curve is the numerical result with optimally estimated parameters G and n. The upper
panel is the result obtained from the measured signal moments, while the lower from the quadrature
histogram. (B) Characterization results of the output path, OUT2, which are measured in the same
way as described above.

Here, n̄T (!) has the unit of 1, or, more strictly, the photon number per second per bandwidth [75].

Straightforwardly, the power of thermal radiation in a narrow band, 2B, can be obtained as

P =
B~!
⇡

n̄T (!). (6.28)

The value of P can be calculated from the measured I/Q quadratures, as introduced in Section 6.3. In

detail, we have P =
⇣
s2
I
+ s2

Q

⌘
/(2Z0), where we have assumed a perfect impedance match at the ADC

input Z0 = 50⌦. The factor of 2 originates from the sinusoidal nature of the microwave field. We note

that this factor should be omitted when using an analogue IQ mixer for quadrature measurement,

because of the energy conservation before and after the mixer [163].

To characterize the parameters G and hb†n,inbn,ini, we tightly clamp a homemade cryogenic heater

and a homemade cryogenic thermometer to a 30 dB attenuator at the sample input to generate the

thermal noise (see Chapter 3 for the cryogenic setup). The heater is a 100 ⌦ resistor (Vishay MCT

0603), of which the temperature, T , is measured and controlled by the AC resistance bridge (Picowatt

AVS-47B) and the PID temperature controller (Picowatt TS-530A). The 30 dB attenuator can be

modeled as a beam splitter which transmits 0.1% of its input signal and 99.9% of the thermal radiation

from the environment at temperature T [76]. Assuming that the measurement bandwidth is largely

detuned from the resonant frequency of the resonator, !A, this thermal radiation can be fully reflected

at the sample input, and then amplified and measured as a finite power Pout ⌘ B~!Ahb†s,outbs,outi/⇡.
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In the form of the Caves formula, we have

Ps,out ⇡
GB~!A

⇡
[n̄T (!A) + n + 1] . (6.29)

Here, we have defined n ⌘ hb†n,inbn,ini, and the constant 1 comes from the commutation relation,

b†n,inbn,in = bn,inb
†
n,in�1. In our experiment, we calibrate G and n by sweeping the temperature T from

30 mK to 700 mK.

Figure 6.5 shows the measured power, Ps,out, as a function of the the temperature, T , for the

two output channels OUT1 and 2. The resonant frequencies of the two resonators are tuned to

approximately 7.10 GHz, while we measure the microwave signal at 6.95 GHz with a bandwidth of

±2 MHz. The local temperature of the heatable attenuator is varied from approximately 50 to 700mK

with a precision of ±2.5 mK during the measurement time. At each temperature, we average the

measured signal power by approximately 5 ⇥ 104 times, where the error bar is obtained by repeating

this procedure 16 times. We use the LSE method to fit the measurement averages according to the

relation in Eq. (6.29). We observe a power gain of G = 111.5 dB and 109.1 dB for the two output

paths, respectively, with the mean photon number of the amplification noise n = 10.2 (s ·Hz)�1 and

6.3 (s ·Hz)�1 (corresponding to the noise temperature 3.4 K and 2.1 K, respectively). Comparing

with the design parameters of the cryogenic and room-temperature setup, as described in Chapter 3

and Section 6.2, respectively, we conclude that the characterization result is consistent with our

expectation. We note that the characterization result may drift with time at a time scale of several

weeks and change in di↵erent cool-downs. However, for each cool-down we repeat the characterization

several times and observe that the variances of the results are smaller than 1 dB and 0.5 K, respectively.

6.4.2 Input channel characterization

Having the knowledge of the gain, G, and noise photon number, n, in the output paths, OUT 1/2, we

move on to characterize the attenuation, A, of the input paths, MW 1/2. Assuming that the power of

a signal generator is set as Pd, we relate the measured signal power, Ps,out, and Pd in a similar form

of the Caves formula

Ps,out ⇡ G


APd +

B~!A

⇡
(n + 1)

�
. (6.30)

The aim of determining A is to establish a relation between Pd and the driving strength, ⇠, in the

system Hamiltonian, as will be formally defined in Chapter 8, that is [190]

⇠ = �i
p
�cAPd/~!d. (6.31)

Here, !d is the driving frequency, and we have assumed the driving field to be a coherent state [191].

In our experiment, we drive the system via a homemade pulse-shaping module, where the carrier wave

generated by the signal generator (R&S SMF100A) is modulated by a voltage signal, Vd, generated

by the AFG (Tektronix AFG3252), as described in Section 6.2. We assume a simple relation between

Pd and the pulse amplitude Vd as follows

Pd =
1

2

(Vd � Vo↵)2

Z0
, (6.32)
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Figure 6.6. Characterized parameters of the second input channel, MW2. In the same
setup of Fig. 6.5, we drive the system through the input path, MW 2, and measure the reflected signal
from the path, OUT 2, within ±2 MHz around the central frequency 7.00 GHz (blue dots). The error
bar represents the standard deviation among 16 repetitions, which is smaller than the size of the dots,
and the red solid curve is the numerical fit. Panels (A)-(C) correspond to di↵erent pulse shapes. The
upper and lower panels correspond to the results obtained from the measured signal moments and the
quadrature histogram, respectively.

where Vo↵ is the o↵set voltage in the setup, which originates from the imperfect grounding of mixers

in the pulse-shaping module. Besides, we have assumed a perfect Z0 = 50 ⌦ match. The goal of the

input characterization experiment is to determine the values of A and Vo↵ .

Figure 6.6 shows the measured signal power, Ps,in, as a function of the pulse amplitude, Vd, for the

input channel, MW 2. The MW 1 channel is not characterized because the corresponding resonator is

not suitable for our experiments, as discussed in Chapter 5. Here, we set the carrier frequency of the

input field as 7.0 GHz and vary the pulse amplitude from 50mV to 1000 mV. The other parameters

are set to be exactly the same as for the output characterization experiments. We employ three

di↵erent pulse shapes for characterization, which will be used in the quantum simulation experiment

in Chapter 8. Correspondingly, the characterized attenuations are A = �130.6 dB, �130.6 dB, and

�130.5 dB, respectively, which are are approximately the same. This result is also consistent with the

design parameters as introduced in Chapter 3 and Section 6.2. However, the o↵set voltage shows a clear

dependance on the pulse shape. The results are Vo↵ = 74 – 88 mV, 104 – 118 mV, and 65 – 79 mV,

which vary by approximately 50 mV for the three di↵erent pulse shapes, as shown in Fig. 6.6. This is

because of the finite on and o↵ ratio of the mixer, which mixes the carrier wave with the voltage signal

in the pulse-shaping module, as discussed in Section 6.2. However, we note that a 50 mV di↵erence in

Vd corresponds to an inaccuracy of ⇠/2⇡ being less than 5 kHz, which is negligibly small in all of our

experiments.
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Chapter 7

QUANTUM STATE TOMOGRAPHY OF MICROWAVE

PHOTONS

After having introduced the method of quadrature measurement in superconducting quantum circuits,

we now move on to methods revealing the quantum statistical properties of the microwave fields.

Based on the two forms of the recorded experimental data, i.e., the quadrature histogram and the

signal moments, we review several di↵erent methods for quantum state tomography, and compare

them with the same set of simulation data. We also introduce two other tomography methods, either

using a power-law detector or a probe qubit. These methods may be potentially used in our future

experiments. In fact, we have already experimentally tested several of these methods in a test setup

[192], which is not discussed in this thesis.

7.1 Tomography based on signal moments

Following the discussions in Chapter 6, we model each of the two output signal paths, OUT1/2, as an

e↵ective amplifier which is described by the Caves formula (G � 1)

bs,out ⇡
p

G (bs,in + bn,in) . (7.1)

Here, bs,in, bn,in, and bs,out are the input, noise, and output fields of the amplifier. Assuming that the

signal and noise fields are statistically independent from each other, the normal-ordered moments of

the output field can be formulated as

hb†ks,outbls,outi = G
k+l
2

kX

k0=0

lX

l0=0

Ck
0

k C l
0
l hb

†k0
s,inb

l
0
s,inihbk�k

0

n,in b†l�l
0

n,in i, (7.2)

where Ck
0

k
and C l

0
l

are the binomial coe�cients. For vacuum as the signal input, which we call the

reference state, the moments read

hb†kr,outblr,outi = G
k+l
2 hbkn,inb

†l
n,ini. (7.3)

Here, the subscript r distinguishes the data corresponding to the reference state from those to an

arbitrary state. By combining Eqs. (7.2) and (7.3), one can calculate the signal moments of the input

fields, hb†ks,inbls,ini, to an arbitrary order according to the following formula

hb†ks,outbls,outi = G
k0+l0

2

kX

k0=0

lX

l0=0

Ck
0

k C l
0hb†k

0

s,inb
l
0
s,inihb

†k�k
0

r,out bl�l
0

r,outi, (7.4)

Recalling also the input-output formalism, bs,in =
p
�ca, as discussed in Chapter 6, we obtain a

convenient recipe for calculating the optical moments of the intra-resonator field to arbitrary order.

The parameters, �c and G, have been discussed and determined in Chapters 5 and 6, respectively. In

what follows, we rescale the power gain as G ! �cG and simply treat the intra-resonator field, a, as
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the signal field at the amplifier input, bs,in.

7.1.1 Arbitrary state tomography

With the knowledge of signal moments, one may employ an optimization algorithm to find the density

matrix, ⇢s,in, of the input signal field. Because a physically meaningful density matrix must be

Hermitian and positive semi-definite, we employ the Cholesky decomposition method and write an

arbitrary N ⇥ N density matrix as ⇢ = LL† [193], where

L =

2

66664

x1,1 0 · · · 0

x2,1 + iy2,1 x2,2 · · · 0
...

...
. . .

...

xn,1 + iyn,1 xn,2 + iyn,2 · · · xn,n

3

77775
(7.5)

is a complex lower triangular matrix. This formula indicates that there are N2 real numbers to be

determined to obtain a complete tomography of the system. Considering also the requirement of a

unitary trace, we add an equality constraint Tr
�
L†L

�
= 1. We define {M (k)

1 }, · · · , {M (k)
N 0 } as N 0

di↵erent signal moments obtained in di↵erent repetitions, where k = 1, · · · , K is the repetition time of

the measurement. We assume that the measurement values obey a Gaussian distribution with standard

variances �1, · · · ,�N 0 , and that they are centered around the ideal values, hM1i, · · · , hMN 0i. Here, the

variance of the measurement result originates from the classical (technical) noise in experiments but

not the quantum fluctuations. Thus, the probability for obtaining the specific values M (k)
1 , · · · , M (k)

N 0

in the kth repetition is

P
⇣
M (k)

1 , · · · , M (k)
N 0

⌘
=

N
0Y

n=1

1p
2⇡�2n

exp

0

B@�

���M (k)
n � hMni

���
2

2�2n

1

CA . (7.6)

It is a 2D Gaussian distribution function with two independent variables, i.e., the real and imaginary

parts of M (k)
n . In total, the probability for obtaining all the measurement data in K repetitions is

KY

k=1

P
⇣
M (k)

1 , · · · , M (k)
N 0

⌘
=

KY

k=1

2

64
N

0Y

n=1

1p
2⇡�2n

exp

0

B@�

���M (k)
n � hMni

���
2

2�2n

1

CA

3

75

=
N

0Y

n=1

1

(2⇡�2n)K/2
exp

 
�K2

��Mn � hMni
��2

2�2n

!
. (7.7)

where Mn =
P

K

k=1 M (k)
n /K are the averaged moments.

The MLE (maximum likelihood estimation) algorithm aims at finding the density matrix, ⇢s,in,

that maximizes the above probability. This optimization task can be written in the following standard

form with a simplified but equivalent objective function

minimize: J =
N

0X

n=1

��Mn � Tr
�
MnL†L

���2

�2n
, (7.8)

subject to: Tr
⇣
L†L

⌘
= 1. (7.9)
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Because the density matrix has the freedom of N2, one needs to measure at least N2 variables to

determine ⇢s,in without ambiguity, which correspond to ha†mani with n  N � 1 and m  n. This

observation indicates a technical challenge to reconstruct an arbitrary photonic state with more than

two photons. On the one hand, a successful measurement of the higher-order moments relies highly

on a fairly small amplification noise [157–160, 187–189]. A parametric amplifier is often needed to

suppress the noise, ideally, to a photon number of 0.5 [157–160, 187–189]. On the other hand, the

MLE algorithm for state reconstruction usually requires a huge amount of computational resources.

For example, it took several weeks of computation for reconstructing a 8-qubit state as reported in

Ref. [194]. We refer the readers to Refs. [195–197] for the recent progresses of this approach, mostly

on the MLE of the qubit states.

7.1.2 Gaussian state tomography

However, the reconstruction process can be significantly accelerated if one already has some

information of the state to be reconstructed. The Gaussian state, as introduced in Chapter 2, is

a prominent example which is involved in many experiments [36]. Recalling that a Gaussian state is

defined as a rotated, squeezed, and displaced thermal state

⇢G = D(�)S(⇣)R(�)⇢TR†(�)S†(⇣)D†(�), (7.10)

where R(�), S(⇣), and D(�) are the rotation, squeeze, and displacement operators, respectively, and

⇢T is a thermal state at temperature T with a mean photon number of n̄T = 1/ {exp [~!/ (kBT )] � 1}.
The Wigner function of a Gaussian state reads (see Appendix A for derivation)

W (↵,↵⇤) =
1

⇡(n̄T + 1
2)

exp

(
� [(x � x0) cos'+ (y � y0) sin']2

(n̄T + 1
2)e

�2r
� [�(x � x0) sin'+ (y � y0) cos']2

(n̄T + 1
2)e

2r

)
.

(7.11)

Here, we have defined � = x0 + iy0, ⇣ = rei2'. This result indicates that there are only 5 real numbers

to be determined to reconstruct a Gaussian state. Recalling also the Q-representation of a Gaussian

state, one can verify that [41]

hai = �, ha2i = �
✓

n̄T +
1

2

◆
sinh(2r)ei2' + �2, ha†ai =

✓
n̄T +

1

2

◆
cosh(2r) � 1

2
+ |�|2 . (7.12)

such that a Gaussian state can be equivalently described as

W (↵,↵⇤) =
1

⇡
q�

⌫ + 1
2

�2 � |µ|2
exp

 
�
�
⌫ + 1

2

�
|↵� hai|2 � µ

⇤

2 (↵� hai)2 � µ

2

�
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�2 � |µ|2

!
, (7.13)

where µ = ha2i�hai2 and ⌫ = ha†ai� |hai|2. In other words, one only needs to measure the first three

lowest-order signal moments, hai, ha†ai, and ha2i, in order to fully characterize a Gaussian state in an

experiment.

To verify the method described above, we numerically simulate the amplification process and

reconstruct the input signal field. In our simulation, the input signal field is a Gaussian state with

n̄T = 2, � = 1 + 1j, and ⇣ = 0.3 exp(j⇡/2). One can calculate the first two orders of signal moments

as hai = 0.998 + 0.998j, ha2i = 0.420j, ha†ai = 4.455. The input signal field is amplified with a power
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Figure 7.1. Tomography of a Gaussian state with signal moments. (A) The signal
moments and histogram of the reference state and the output state. Here, the histogram is divided
into 65 ⇥ 65 pixels. (B) The ideal signal moments and Wigner function of the input signal field
and the reconstructed results. The reconstructed state and the ideal input signal state are almost
indistinguishable with respect to their Wigner functions.

gain of G = 20 dB, which induces a thermal noise field with an average photon number of 5.0. The

signal moments of the reference state and the output state are shown in Fig. 7.1A. Using the relation in

Eq. (7.4), we extract the following signal moments, hai = 0.995+0.995j, ha2i = 0.425j, ha†ai = 4.345,

as shown in Fig. 7.1B. The Wigner function and the density matrix of the input signal field can also

be obtained accordingly by using the properties of Gaussian states, which are almost indistinguishable

from the exact results.

7.2 Tomography based on quadrature histogram

7.2.1 Tomography via inverse linear transformation

Besides signal moments, the measured histogram of the field quadratures contains also all the

information that is required to reconstruct an arbitrary quantum state. On the one hand, one can

calculate the signal moments from the histogram to the desired order and apply the same method,

as introduced in Section 7.1, for state tomography. On the other hand, one can also reconstruct

the quantum state directly from the histogram. Recalling the results in Chapter 6, the measured

quadrature histogram is identical to the Q-function of the output field. For G � 1, we have

Qs,out(�, �
⇤) ⇡ 1

G

Z
d↵2Qs,in(↵,↵⇤)Pn,in
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(7.14)
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Here, Q0
n,in (↵,↵⇤) is a particular notation of Qn,in (�↵⇤,�↵), which is obtained by reflecting the

original quasi-distribution function, Qn,in (↵,↵⇤), over the real and imaginary axes.

For a vacuum input state, we have Ps,in(�,�⇤) = �(�) as derived in Chapter 2, such that Eq. (7.14)

becomes

Q(r)
s,out(�, �

⇤) ⇡ 1
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G

,
�⇤p
G
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=
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G

,
�p
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◆
. (7.15)

It indicates that the histogram of the reference state is equivalent to the Q-function of the noise field.

In fact, by integration we obtain

hsms†ni =

Z
d�2�m�⇤nQ(r)

s,out(�, �
⇤) ⇡ 1
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Z
d�2�⇤n�mQ(r)

n,in(
�⇤p
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,
�p
G

) = G
m+n

2 hhnh†mi, (7.16)

which is consistent with the result in Section 7.1. In total, the P-function of the input signal field can

be obtained by combining Eqs. (7.14) and (7.15), i.e.,

Qs,out(�, �
⇤) ⇡

Z
d↵2Ps,in(↵,↵⇤)Q(r)

s,out

✓
�p
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� ↵,
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� ↵⇤
◆

. (7.17)

In real experiments, one must discretize the complex plane of the histogram into N ⇥ N pixels,

and use a pair of integer numbers, [n1, n2], to label each pixel. Assuming that the real and imaginary

parts of ↵ ranges from �A to +A, we can build the relation between each pair of the index and a

point in the complex plane: [n1, n2] $ (n1/N � 1/2)A + i(n2/N � 1/2)A. This discretization leads to

a more useful formula for state reconstruction

Qs,out[n1, n2] ⇡ d↵2
X

m1,m2

Ps,in[m1, m2]Q
(r)
s,out[n1 � (m1 � N/2), n2 � (m2 � N/2)], (7.18)

where d↵2 ⌘ (A/N)2 is a normalization factor. This result indicates that the state reconstruction

problem can be solved by solving a set of linear equations with N2 dimensions.

We apply this method to the same example introduced in Section 7.1, and obtain the tomography

results as shown in Fig. 7.2. Here, the histogram is discretize into 65 ⇥ 65 pixels. The Q function

of the noise field, Qn,in[n1, n2], is obtained by simply reflecting the histogram of the reference state

by the real axis, and the P function of the input signal field, Ps,in[m1, m2], is obtained by solving a

652-dimensional linear equation. The Wigner function, Ws,in[m1, m2], is obtained from the P-function

by a standard transformation as introduced in Chapter 2, which also obeys a linear relation with

652 dimensions. The reconstructed Wigner function is almost indistinguishable from the exact state.

However, we made no Gaussian-state assumption in the reconstruction process nor did we use any

fitting parameters. These are the major advantages of the described method. As a closing remark,

we comment that solving a linear equation may not be a trivial task as it may sound when the size

of the histogram becomes relatively large. Besides the burden of large computational resources, one

must also take care of the numerical precision and the possible singular points in the transfer matrix,

which can easily lead to strange results by changing slightly the parameters of the solver itself. The

described method relies highly on the e�ciency, accuracy, and robustness of the linear equation solver,

which are yet to be improved in the future.
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Figure 7.2. Tomography results via inverse linear transformation. (A) Histogram of the
reference state and the output state. (B) From the two histograms, one can calculate the Q function
of the noise field and then the P function of the input signal field. We note that the latter in this
example may not be a properly behaved function because it is a non-classical state. However, it behaves
reasonably well in numerics and does not destroy the following reconstruction process. (C) Finally,
one can transform the obtained P function into the Wigner function, which is almost indistinguishable
from that of the ideal input signal state.

7.2.2 Tomography via maximum likelihood estimation

Besides calculating the quasidistribution functions by solving a linear equation, one may also

reconstruct the density matrix by using an optimization method. The key idea is to relate the measured

histogram with a measurement operator, ⇧, such that the density operator can be obtained by using

a similar MLE algorithm as introduced in Section 7.1. With this aim, we rewrite Eq. (7.14) as
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Here, ⇢0n,in indicates the density matrix reconstructed from the histogram Q(r)
s,out(��⇤,��) [169]. Thus,

the measurement operator can be written as

⇧� =
1

G⇡
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⇢0n,inD

†
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�p
G

◆
. (7.20)
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One can prove that
R

d�2⇧� = [169, 198], which indicates that all the measurement operators, ⇧� ,

form a complete POVM (positive operator-valued measure) set. In the discrete case, the measurement

operator can be written as

⇧[n1, n2] =
d↵2

⇡
D [n1, n2] ⇢

0
n,inD [N � n1, N � n2] , (7.21)

with d↵2 ⌘ (A/N)2. In this regard, the summation of the probability to record a measurement in

each pixel, p[n1, n2] =
P

n1,n2
tr (⇢s,in⇧[n1, n2]), is equal to the unity, i.e.,

P
n1,n2

p[n1, n2] = 1. The

summation of the discretized measurement operators, T ⌘
P

n1,n2
⇧[n1, n2], is not strictly identical to

the identity operator, , for any finite N , but is close to for a reasonably large N . In these regards,

the iterative method for reconstructing the state can be described as [139, 199–204]

⇢(k+1)
s,in = T�1R⇢(k)s,inRT�1, (7.22)

where ⇢(k)s,in is the kth MLE estimation of the input signal state, and

R =
X

n1,n2

d↵2Qs,out[n1, n2]

p[n1, n2]
⇧[n1, n2]. (7.23)

Figure 7.3. Tomography results via iterative MLE. With the increase of the iteration number,
the MLE result converges to the exact state. At iteration steps 1, 5, and 9, the fidelities between the
exact and the reconstructed state are 0.925, 0.994, and 0.998, respectively.

We also apply this iterative method to the same example introduced in Section 7.1. The initial

guess, ⇢(0)s,in, is chosen as a thermal state with an average photon number of 2. The di↵erence between

the operator, T , and the identity operator, , is omitted for simplicity. As shown in Fig. 7.3, the

prediction converges to the exact state with increasing number of iteration steps. A reasonably good

estimation is obtained after 9 iteration steps, where the reconstructed state overlaps with the exact

one with a fidelity of 0.998. However, we observe that the fidelity does not increase monotonically

with the iteration number. It reaches a maximum of 0.999 after 12 iteration steps and decreases to

0.970 at the 30th iteration. This behavior may originate from the di↵erence between T and , and the

finite numerical accuracy of the algorithm. However, we should also comment that the method itself

does not guarantee the convergence to the exact state [200–204]. In addition, the Hilbert space should

be made large enough to ensure a successful reconstruction. Here, we truncate the maximum photon

number to 100 for reconstructing the state with a mean photon number of 4.5. These observations

indicate a tedious computation process and a fragile tomography result in real experiments. However,
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the clear advantage is that the method requires no prior knowledge of the state to be constructed.

Furthermore, the required computational resources are still significantly smaller than those for making

a MLE of an arbitrary state with the measured signal moments (see Section 7.1).

7.3 Other methods for quantum state tomography

Besides, there are several other methods for quantum state tomography. We introduce two methods

that are commonly seen in superconducting quantum circuits and also quantum optics. These methods

may find useful applications in our future experiments.

7.3.1 Tomography with power-law detectors
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Figure 7.4. Schematic of the tomography process with power-law detectors. (A) The
homodyne detection scheme, where a beam splitter with an almost unitary transmissivity (t ! 1) is
used to measure the field quadrature, x�, at di↵erent angles �. (B) The balanced homodyne detection
scheme, which is in the same spirit as (A) but uses a 50 : 50 beam splitter. (C) The tomography process
with power-law detectors. The measured probability distribution at di↵erent angles, �, corresponds to
the marginal probability distribution of the Wigner function projected along the orthogonal direction,
�+ ⇡/2.

Instead of using linear detectors for heterodyne detection, it is more often in quantum optics to

perform homodyne measurements with power-law detectors. The central component for the homodyne

measurement is the beam splitter, as shown in Fig. 7.4A, which has the following input-output relation

[49]
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" p
t i

p
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i
p

1 � t
p
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#"
a

b

#
, (7.24)

where t is the power transmission coe�cient of the beam splitter, a, b, c, and d describe the modes at

the four di↵erent ports. The signal obtained by the power-law detector is proportional to the photon

number, which is

hc†ci = tha†ai + (1 � t)hb†bi + i
p

t(1 � t)ha†b � b†ai. (7.25)

In ordinary homodyne detection, the transmission coe�cient is close to the unity and the amplitude

of LO signal is large enough to be described by a complex number �. Thus, we have [49]

hc†ci ⇡ (1 � t) |�|2 � 2
p

t(1 � t) |�| hX (�+ ⇡/2)i, (7.26)

where X (�) =
⇥
a exp(�i�) + a† exp(i�)

⇤
/2 and � = arg(�). Besides, we have assumed that the LO
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reaching the detector dominates the signal field, i.e., (1 � t) |�|2 � tha†ai. In many experiments, it is

advantageous to use a 50 : 50 beam splitter and to measure also the other output field of the beam

splitter, hd†di, as shown in Fig. 7.4B. By subtracting the signals obtained by the two detectors, we

have [49]

hc†ci � hd†di = iha†b � ab†i ⇡ �2 |�| hX (�+ ⇡/2)i. (7.27)

This method is called the balanced homodyne detection in the literature, which is found more robust

than the single-detector case.

By choosing di↵erent values of the phase, �, of the LO and repeat the measurement, one obtains

the marginal probability density of the quadrature, X (�+ ⇡/2), along di↵erent axis, as shown in

Fig. 7.4C. More precisely, they obey the following relation [141, 204–206]

P� (x�) =

Z
dp�W [↵� p� (sin�� i cos�) ,↵⇤ � p� (sin�+ i cos�)] . (7.28)

This formula projects the 2D Wigner function to a 1D histogram, which is similar to a CT (computer

tomography) image in medical science [207]. To provide a better analogy, we write the above equation

in a slightly di↵erent form

P� (r) =

Z
dx

Z
dpW (x, p) � (x cos�+ p sin�� r) , (7.29)

where W (x, p) ⌘ W (x + ip, x � ip). This function is known as the Radon transform of a 2D image.

Taking the Fourier transform with regard to the variable r, we have
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Z
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Z
dpW (x, p) exp [�j2⇡! (x cos�+ p sin�)] = W (⌦1, ⌦2), (7.30)

where W (⌦1, ⌦2) is the 2D Fourier transform of W (x, p) with ⌦1 = ! cos� and ⌦2 = ! sin�. The

above equation is also called the central slice theorem in medical imaging [207]. Correspondingly, we

have
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Here, the convolution with 1/(⇡r) is also called the Hilbert transform.

For illustration, we apply this method to the same example as introduced in Sections 7.1 and 7.2.

Here, we omit the gain and amplification noise for simplicity. The tomography results with di↵erent

number of projection angles are shown in Fig. 7.5. Here, we choose � = k⇡/N with k = 0, · · · , N � 1

and N = 3, 9, 15. As one may naively expect, the more angles we use to measure the marginal

distributions, P�(r), the closer the reconstructed state is to the ideal state. For N = 15, one can

hardly distinguish the Wigner functions of the exact and the reconstructed states. We note that

one may also apply the compressed sensing technique [208–210] and use an even smaller number of
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Figure 7.5. Tomography results with a power-law detector. With the increase of the
measurement angles, the reconstructed Wigner function converges monotonically to the exact state.
The reconstructed state is almost indistinguishable from the exact state with 15 projections.

projections for quantum state tomography [211–213]. These improvements should be considered in

our future experiments.

Although the amplification noise has been omitted in our simulation, we comment that this is

a reasonable assumption in practice. Because we are interested only in a single quadrature in the

homodyne measurement, we can operate a parametric amplifier in the phase-sensitive mode where

the amplification noise in the measured quadrature can be reduced to zero photon number [141].

This is the major advantage of the homodyne-based tomography over the heterodyne-based method,

regardless of the di�culty in operating the parametric amplifier in situ. In addition, one may also

consider using the single photon detectors, such as JPM (Josephson photomultiplier) [214–216] and

others [217–225], which are operating at cryogenic temperatures to circumvent the amplification noise.

7.3.2 Tomography with a probe qubit

D(-α)

Ry(π/2) C(π) Ry(π/2)

Resonator

Qubit

A
Displacement Parity Measurement

B

|g> |g> |g>

|e> |e> |e>

Figure 7.6. Schematic of the tomography process with a probe qubit. (A) To measure
the Wigner function, W (↵,↵⇤), we first displace the resonator by D(�↵) and then perform a parity
measurement. The latter is implemented by using a probe qubit, which is initially prepared at the
ground state and dispersively coupled to the resonator. After a Ramsey-type of measurement, i.e., a
controlled phase gate, C(⇡) = |gihg| + exp

�
i⇡a†a

�
|eihe|, sandwiched by two ⇡/2-Y gates, Ry(⇡/2) =

exp (�i⇡�y/4), the qubit is detected at the excited state if there is an even number of photons in the
resonator. Otherwise, the qubit is in the ground state. This procedure is repeated by a large amount
of times to obtain the parity. (B) Illustration of the three steps for the parity measurement on a
Bloch sphere. Here, the blue (red) arrow indicates the evolution of the qubit state with an even (odd)
number of photons in the resonator.

Instead of probing the microwave fields directly with the linear or power-law detectors, one may

also use a qubit as the probe to measure the parity of the field [226–228], as shown in Fig. 7.6. This

method originates from the observation that the characteristic function of the W representation, which
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is introduced in Chapter 2, can be written in the form of the displacement operator [43, 44]

�S(z, z⇤) = tr [⇢D (iz⇤)] , (7.32)

such that the W representation is
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To simplify the notation, we define T (↵) = (1/⇡2)
R
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zD (z), and thus W (↵,↵⇤) =
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2(�1)a
†
a/⇡. Thus, we have T (↵) = 2D (↵) exp

�
i⇡a†a

�
D† (↵) /⇡, such that

W (↵,↵⇤) =
2

⇡
tr
nh

D (�↵) ⇢D† (�↵)
i
exp

⇣
i⇡a†a

⌘o
. (7.35)

This result indicates that the Wigner function, W (↵,↵⇤), can be directly measured by first displacing

the state by D (�↵) and then measuring the parity, exp
�
i⇡a†a

�
, of the photon number [226–234].

Figure 7.7. Tomography results with a probe qubit. With the increase of the pixel numbers,
the resolution of the reconstructed Wigner function increases monotonically. The reconstructed state
with 35 ⇥ 35 pixels is almost indistinguishable from the exact one.

We also apply the method to the same example as introduced in Section 7.1 and 7.2. Fig. 7.7

shows the tomography results with di↵erent number of displacement operations, which correspond to

pixels in the tomography results and thus the resolution of the tomography results. By increasing

the resolution, the reconstructed Wigner function shows more details and becomes closer to the exact

result. In the particular example, the result with a pixel number of 35 ⇥ 35 has already reached a

reasonably good state reconstruction. Despite the technical di�culty in coupling the resonator with

the probe qubit and controlling the latter with high fidelity, one clear advantage of this method is

that the amplification noise does not influence the tomography result. Moreover, it also requires

no assumption on the state itself besides a rough estimation of the largest photon number. This

property makes it particularly suitable for photonic state tomography in superconducting quantum

circuits. However, we should also note that this method is generally only suitable for few-photon state

reconstruction, because of the relatively large damping rate of a large photonic state [235, 236].
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Chapter 8

QUANTUM BEHAVIOR OF DUFFING OSCILLATOR AT

DISSIPATIVE PHASE TRANSITION

8.1 Introduction

The Du�ng oscillator is a well-known model system in physics. It describes a driven oscillator with

a cubic nonlinearity and a linear viscous damping [237]. In a certain parameter regime, classical

mechanics predicts a double-well potential which allows two possible steady states (SSs) at the same

parameter setting. This gives rise to hysteretic behavior when changing the system parameters, and

the fact that the systems state depends on the starting conditions [238]. Thermal fluctuations may

induce random jumps between the two potential wells and lead to the unpredictable phenomenon of

bistability. The non-deterministic behavior of a Du�ng oscillator has been observed in a considerable

number of experiments, for example, in superconducting quantum circuits [239, 240]. The underlying

double-well potential model has been successfully used to explain a variety of physical processes, such as

optical bistability [241, 242], parametric amplification [3, 243], and self-oscillation [244, 245]. However,

it has been revealed by Drummond and Walls already in the 1980s that a fully quantum-mechanical

treatment of the Du�ng oscillator yields only a single unique SS over the entire parameter space, which

“does not exhibit bistability or hysteresis” [246]. The two perspectives indicate fundamentally di↵erent

dynamics of a Du�ng oscillator. However, only the classical behavior have been reported in the

literature until recently. Important experimental milestones include observing intriguing phenomena

in the transmission spectrum [247, 248], decay rate [249], and second-order optical correlation [250]

at a specific parameter setting in a continuous-wave measurement setup.

Here, we study the quantum and non-equilibrium behavior of a Du�ng oscillator with tunable

nonlinearity in a pulsed heterodyne measurement setup. By our experiments we reconcile the seeming

controversy between the classical and quantum treatments of the Du�ng oscillator. In particular, we

demonstrate that the two classical SSs are in fact metastable states (MSs), which emerge when the

low-laying eigenvalues of the Liouvillian superoperator are separated from the rest of the spectrum

[251]. In a certain parameter regime, the MSs have a lifetime much longer than any other time scales

in the system but are not the exact SS solutions of the Schrödinger equation. An exceptional case

occurs when the system approaches a thermodynamic limit with an infinite number of photons [252].

In this case, the MSs gain an increasingly long lifetime when approaching a critical point but, suddenly,

cannot be properly defined at the exact point [253]. This non-analytical phenomenon is defined as a

first-order dissipative phase transition (DPT), which originates from the interplay between a coherent

drive and an incoherent dissipation in a driven-dissipative system.
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8.2 Theory

8.2.1 Quantum and classical descriptions of a Du�ng oscillator

As introduced in Chapter 3, we write the Hamiltonian of a nonlinear superconducting resonator as

Hs/~ = !Aa†a + UAa†a†aa. (8.1)

Here, a and a† are the annihilation and creation operators for the intracavity field with resonant

frequency !A and nonlinearity UA. Following the input-output formalism given in Chapter 5, we write

the dynamics of the system in the rotating frame at the driving frequency, !d, as

ȧ(t) = �i�a(t) � i2UAa†(t)a2(t) � �

2
a(t) � ⇠. (8.2)

Here, � = !A � !d is the frequency detuning between the resonator and the driving field, � is the

total energy dissipation rate of the resonator mode. We have assumed that the input field, bin, is

a relatively strong coherent field such that we can use a complex number to represent the driving

strength, ⇠ = �i
p
chbini, where c is the coupling rate between the resonator and the driving field.

According to Ref. [246], all orders of optical moments of the SS can be written in a compact form

ha†jaki = d⇤jdk
�(c)�(c⇤)0F2

⇣
k + c, j + c⇤, 2 |d|2

⌘

�(k + c)�(j + c⇤)0F2

⇣
c, c⇤, 2 |d|2

⌘ , (8.3)

where c = (� � i�/2) /UA, d = �⇠/UA, 0F2 (x, y, z) =
P1

n=0 �(x)�(y)zn/ [�(x + n)�(y + n)n!] is the

generalized hypergeometric function, and �( · ) is the gamma special function. This formula indicates

that the optical moments are single valued in the entire parameter space, such that “(it) does not

exhibit bistability or hysteresis” [246]. Theoretical calculations also indicate a rather compact form

of the unique SS [254]

W (↵,↵⇤) = N e�2|↵|2
�����
Jc�1

�p
�8d↵⇤

�

(↵⇤)
c�1
2

�����

2

, (8.4)

where N is a normalization factor, and Jc�1( · ) is a (c � 1)th-order Bessel function of the first kind.

This expression is equivalent to

W (↵,↵⇤) = N 0e�2|↵|2 |0F1 (c, 2d↵⇤)|2 , (8.5)

where N 0 is a di↵erent normalization factor, and 0F1(x, z) =
P1

n=0 �(x)zn/ [�(x + n)n!] is the

hypergeometric function.

If we take the mean value of the Langevin equation and neglect the photon correlations in the

third-order term, i.e., ha†(t)a2(t)i ! ↵⇤↵2, we obtain the classical EOM of a Du�ng oscillator

↵̇(t) = �i�↵(t) � i2UA↵
⇤(t)↵2(t) � �

2
↵(t) � ⇠(t). (8.6)

Following the discussions in Appendix D, one can prove that this equation is equivalent to the so-

called Du�ng equation under a rotating wave approximation (RWA). The SS solution of the Du�ng
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Figure 8.1. Comparison of the optical moments calculated by the quantum and classical
theories. (A) – (D) Shown are the absolute value of hai and ha2i, and the value of ha†ai and
ha†a†aai, respectively. The quantum-mechanical |hai| curve shows a dip around the transition point,
which has a quantum-mechanical origin. The |ha2i| curve shows a clear di↵erence between the quantum
and classical results, which indicates a squeezing e↵ect. (E) The second-order correlation function,
g(2)(0), is strongly peaked around the transition point. The value of g(2)(0) is slightly larger or smaller
than 1 for a su�ciently small or large driving strength ⇠, respectively. In all panels, the blue and
red solid curves correspond to quantum and classical SS solutions, respectively. The red dashed line
indicates the unstable classical SS solution, which is usually neglected in the literature because of its
instability.

equation obeys the following form

4U2
A|↵|6 + 4�UA|↵|4 +


�2 +

⇣�
2

⌘2�
|↵|2 � ⇠2 = 0. (8.7)

Depending on di↵erent parameter settings, either one, two, and three solutions of |↵|2 are allowed

according to the classical theory (see Appendix D for detail). This observation is in stark contrast

to the quantum mechanical analysis, where a single unique SS solution is predicted throughout the

parameter space. The stability of the system can be verified by checking whether @ |⇠|2 /@|↵|2 > 0

[246]. At the boundaries of the bistability regime, we have

|↵|2 =
�2� ±

q
�2 � 3 (�/2)2

6UA
, (8.8)

which, in combination with Eq. (8.6), can be used to draw the two boundaries of the bistability regime

in the ⇠-� space, as shown in Section 8.4. It indicates that the bistability exists only in the regime

�2 > 3 (�/2)2, where the system is described by a double-well potential [238]. Outside this parameter

regime, the potential has only a single minimum and there exists only a single unique SS solution

[238]. Depending on whether the driving strength is smaller or larger than either of the two bistability

boundaries, the single well is approximately localized at one of the two minima of the double-well

potential. This observation leads to the method of initial state preparation, as will be introduced in

Section 8.3.

To illustrate the di↵erence between the quantum and classical theories of the Du�ng oscillator,

we compare the resulting optical moments, as shown in Fig. 8.1A-D. The simulation parameters are

chosen as � = 5 and UA = 0.5 normalized by �. Generally speaking, the moments predicted by

the two theories qualitatively agree with each other. However, one major di↵erence is that the

quantum-mechanical results are single-valued functions of the control parameter ⇠ without hysteresis

or bistability. Furthermore, the |hai| curve as a function of ⇠ shows a clear dip around the transition,

which is not observed in the other optical moments, such as the |ha†ai| curve. The origin of the dip
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has been theoretically explained as the out-of-phase quantum fluctuations of two MSs, which is an

indication of the quantum interference e↵ects [246]. In addition, the quantum-mechanical prediction of

|ha2i| is well below the classical prediction. This indicates a squeezing e↵ect that cannot be captured by

the classical theory. Moreover, one can also calculate the zero-time second-order correlation function,

g(2)(0) = ha†a†aai/ha†ai2, from the two moments, ha†ai and ha†a†aai, as shown in Fig. 8.1E. The

g(2)(0) curve is strongly peaked around the transition point, but approaches approximately unity at

a large driving strength. A more careful calculation indicates that the system stays in a nonclassical

state with g(2)(0) slightly smaller than one after the transition. These features can be used as evidences

for distinguishing the quantum and classical mechanics of a Du�ng oscillator, which are going to be

measured in Section 8.4.

8.2.2 Liouvillian spectrum, metastability, and dissipative phase transition
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Figure 8.2. The Liouvillian spectrum and the sketch of a first-order DPT. (A) The
Liouvillian spectrum of a normal system, where there exists a single eigenvalue zero. The smallest
non-zero eigenvalue, corresponding to the Liouvillian gap �1, defines a characteristic time, 1/�1, of the
system. (B) When �1 ⌧ �2, there exists a gap in the spectrum such that a quantum metastability
phenomenon emerges. (C) The Liouvillian gap �1 can be made su�ciently small in finite systems and
even zero at a thermodynamic limit. By definition, the closure of Liouvillian gap leads to a first-order
DPT. (D) Sketch of a first-order DPT, where the Liouvillian gap closes at the critical point ⇠⇤. The
system stays at ⇢⌥ right before or after the transition, where ⇢+ 6= ⇢� correspond to the two phases
of the system. For a finite system, the SS at the critical point is (⇢+ + ⇢�) /2.

From the Langevin equation in Eq. (8.2), we extract the e↵ective Hamiltonian as

He↵/~ = �a†a + UAa†a†aa + ⇠
⇣
a + a†

⌘
. (8.9)

In the Schrödinger picture, the dynamics of the system is described by the master equation in the

Linblad form ⇢̇ = L⇢ (see Chapter 2 for detail). Here,

L ( · ) = � i

~ [He↵ , ( · )] +
�

2
D[a], (8.10)

D [a] ( · ) = 2a ( · ) a† � a†a ( · ) � ( · ) a†a, (8.11)

are called the Liouvillian and Lindblad superoperators, respectively.

When restricting our discussion to finite dimensions, the Liouvillian superoperator can be
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decomposed into Jordan blocks that lead to the formal solution [251]

⇢(t) = exp(tL)⇢(0) =
X

n

exp (t�n)

 
X

m

cn,mrn,m

!
. (8.12)

Here, cn,m = tr [ln,m⇢(0)], ln,m and rn,m are the left and right eigenmatrices of L, which correspond

to the nth eigenvalue with geometric multiplicity m, i.e., �n for n = 0, 1, · · · . For convenience, we

define �n = |Re (�n)| and sort the eigenvalues according to �n < �n+1. All values of �n form a discrete

spectrum called the Liouvillian spectrum [253], as schematically shown in Fig. 8.2A.

Under quite general conditions, there exists a single unique SS solution such that �0 = 0, �1 > 0

[255]. Thus, the smallest nonzero eigenvalue, forming the Liouvillian gap, �1, determines the time scale

the system requires to relax back into the SS solution, and thereby results in a general exponential

decay of the observables. However, an interesting two-stage relaxation phenomenon happens if the

Liouvillian gap is well separated from the rest of the spectrum, �1 ⌧ �2, as schematically shown

in Fig. 8.2B. Although the single exponential decay remains in the long-time limit, the system may

quickly relax into the metastable manifold spanned by r0,1 and {r1,m} within a time scale of 1/�2,

and then stays almost invariant for a relatively large timescale, 1/�1, before a second relaxation to

the unique SS solution [251]. This phenomenon is called quantum metastability, and the states of

the system at 1/�2 ⌧ t ⌧ 1/�1 are called the metastable states (MS). Depending on the value of the

Liouvillian gap, the lifetime of the MSs may be remarkably larger than any other time scale in the

system. However, the MSs evidently are not the exact SS solution of the system such that they must

decay into the SS for t ! 1.

If the system allows a single unique SS solution, the Liouvillian gap must be a non-zero value

throughout the entire parameter space. However, this observation does not prohibit the gap from

bring infinitesimally small. In particular, the Liouvillian gap may close at some specific value of the

control parameter in the thermodynamical limit [253]. In this situation, as schematically shown in

Fig. 8.2C, the eigenvalue zero has a geometric multiplicity of two but an algebraic multiplicity of one.

The SS solution must undergo a sudden change on the two sides of the critical point and result into

a phase transition [253]. This phenomenon is called a first-order DPT, which is a quantum and non-

equilibrium phase transition in a driven-dissipative nonlinear system. For illustration, let us consider

a system with no degeneracy in �1. The system around the phase transition point can be described

as ⇢(⇠) = r0(⇠) + et�1c1r1(⇠) for 1/�2 ⌧ t ⌧ 1/�1. We define the SS solution just before and after the

transition point as ⇢(⇠⇤ ± �) = ⇢±, where � is an infinitely small perturbation around ⇠⇤, as shown

in Fig. 8.2D. On the one hand, for any non-zero �, we have r0(⇠⇤ ± �) = ⇢±. One may infer that

r0(⇠⇤) = (⇢+ + ⇢�) /2 because of the continuity argument. On the other hand, the SS must be on

the manifold spanned by ⇢± at the exact transition point, ⇠ = ⇠⇤. According to the requirement

tr [r1(⇠)] = 0, we have r1(⇠⇤) / ⇢+ � ⇢� [253]. If we also assume r1(⇠) to be continuous around ⇠⇤,

these two observations yield the remarkable result that ⇢± are MSs around the transition point. The

SS at the exact transition point is an equiprobable mixture of the two MSs, ⇢(⇠⇤) = (⇢+ + ⇢�) /2, for

any finite system size, which, however, cannot be properly defined in the exact thermodynamic limit.

8.2.3 Thermodynamic limit and the Bose-Hubbard lattice

For the Du�ng oscillator, a well defined thermodynamic limit is obtained when |⇠| ! 1 while UA⇠2

remains a constant [252, 253]. We define UA = U0/N and ⇠ =
p

N⇠0, where U0 and ⇠0 are constants and
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Kerr nonlinear resonator

optical lattice atom(s)

interaction

hopping

Figure 8.3. The schematic of a Bose-Hubbard lattice. The atoms are distributed over a
photonic lattice. They can tunnel though the lattice barrier to the adjacent sites (hopping), or
get repelled from one lattice site if there are already a finite number of atoms on one site (on-site
interaction, repulsive or attractive). For each single lattice site (blue), the atomic field can be described
by a Kerr nonlinear resonator. The latter can be further described as a Du�ng oscillator if one
considers also the drive and dissipation.

N is a scaling factor. Here, without loss of generality, we define U0 = � for N = 1. With the increase

of N , the system is increasingly close to a thermodynamic limit. This thermodynamic limit may be

understood in two aspects. On the one hand, the Langivin equation, Eq. (8.2), is almost independent

of N if we rescale the operators as a ! a/
p

N . For a su�ciently large N , the commutation relation
⇥
a, a†

⇤
! 1/N becomes negligible such that the field operators, a and a†, can be fairly regarded as

classical complex variables, ↵ and ↵⇤. On the other hand, let us consider a Bose-Hubbard lattice, as

shown in Fig. 8.3, with the following Hamiltonian

H/~ =
N�1X

j=0

!0a
†
j
aj + U0a

†
j
a†
j
ajaj + ⇠0

⇣
aj + a†

j

⌘
+
X

(j,k)

g0
⇣
a†
j
aj + aja

†
k

⌘
. (8.13)

Here, a†
j

is a bosonic creation operator which generates an atom on the jth site, !0 is the chemical

potential on each lattice site, U0 is the strength of the on-site interaction, g0 is the hopping rate between

nearest-neighbor sites (j, k), and ⇠0 is the strength of a global driving field that acts homogeneously

at all the lattice sites. One can prove that the mean field of this manybody Hamiltonian is equivalent

to that of the e↵ective Hamiltonian given in Eq. (8.9), with the correspondence !A = !0 + 2g0,

UA = U0/N , and ⇠ =
p

N⇠0. Here, we apply the transformation
P

N�1
j=0 e�i2⇡kj/Naj/

p
N ! ak and

keep only the k = 0 term in the spirit of RWA [252]. In this regard, one may interpret the scaling

factor N as the number of sites in a Bose-Hubbard lattice, and make a correspondence between a single

Du�ng oscillator and the mean field of an N -site Bose-Hubbard lattice in the driven-dissipation regime.

In a thermodynamic limit, the quantum statistical properties of a single Du�ng oscillator corresponds

to the mean field statistics of an infinitely large Bose-Hubbard lattice, i.e., the Bose-Hubbard model,

which is one of the most fundamental models in condensed matter physics with an extremely rich

phase diagram [256–262].

8.3 Experimental methods

The schematic of the experimental procedure is shown in Fig. 8.4. We modulate the radio-frequency

driving field by three di↵erent pulse shapes, which prepare the system in either of the two potential

wells or in the SS at the initial time. Then, the driving strength is switched to ⇠, and we trigger

102



pu
ls

e 
sh

ap
e ~ 4 μs

time
ξ

16 ns

~ 250 ns
8 — 64 μs

initial state preparation
switch to double-well potential

τ

delay
measurement

MS (low)
SS

MS (high)
pulse-A
pulse-B
pulse-C

Figure 8.4. The schematic of the pulsed heterodyne measurement protocol . We prepare
the initial state of system in either of the two potential wells by driving it with either a zero-amplitude
(pulse-A) or a high-intensity field (pulse-C). Then, the driving strength is switched to ⇠ and lasts for a
controllable time ⌧ before performing a 16 ns quadrature measurement. This procedure is repeated for
more than 106 times to accumulate a histogram of the field quadratures. In certain experiments, we
also drive the system with a constant driving field with driving strength ⇠ (pulse-B), which prepares
the system in the SS at the initial time.

a measurement after a time delay of ⌧ . In each repetition, the measurement lasts for only 16 ns

to capture the transient dynamics of the system. We repeat this procedure for approximately 106

– 109 times depending on di↵erent types of measurement, and concatenate the results into a long

trace for further DSP. Eventually, we obtain the snapshots of the quasidistribution functions of the

intra-resonator field for di↵erent initial states and also di↵erent control parameters, �, ⇠, and ⌧ .

The sample and the cryogenic setup have been introduced in Chapter 3. Moreover, the

characterization of the closed-system parameters and the method of tuning the nonlinearity were

introduced in Chapter 4. The characterization of the energy dissipation and the dephasing rates

have been determined in Chapter 5. The room-temperature setup and the measurement method were

described in Chapter 6, where we also characterize the intra-resonator photon number and the driving

strength. Finally, a general recipe for quantum state tomography was summarized in Chapter 7.

8.4 Results and analysis

8.4.1 Quantum fluctuations in hysteresis

We first tune the system parameter to achieve a resonant frequency of !A/2⇡ = 7.00 GHz and a

nonlinearity of UA/2⇡ = �132 kHz. We drive the the system with a varying strength, ⇠, and frequency

with detuning, �. The measurement is delayed by ⌧ = 3.25 µs, which is more than 10 times larger than

the free-relaxation time of the resonator, 1/� (the characterized value is � ⇡ 3.85 MHz, see Chapter 5).

When the system is initially prepared in either of the two wells, the absolute mean field, |hai|, and

the photon number, ha†ai, show a transition at either of the two classical boundaries of the bistability

regime, as shown in Fig. 8.5A. Within this regime, the measured values are also di↵erent for the same

parameter setting, which can be attributed to the two classical SSs in a double-well potential. However,

the transition occurs inside the bistability regime with a constant driving field, which corresponds to

an infinitely large measurement delay in either of the former cases. Classically, this is explained by

the presence of thermal fluctuations that induce random jumps between the two potential wells, and

wash out the dependence on the initial-state for large ⌧ . However, this interpretation fails in our

experimental situation where the thermal noise is much smaller than half a photon and is thus not

likely to cause a noticeable transition between the two wells. Similar phenomena are also observed at
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Figure 8.5. Power-frequency sweeps showing classical hysteretic behavior. Depending on
the initial state, the absolute field mean, |hai|, and photon number, ha†ai, show a clear di↵erence in
the bistability regime enclosed by the dashed lines. A drastic change happens at either of the two
boundaries if the system is initially prepared in one well (upper and lower), while it resides inside
the bistability regime for a constant driving field (middle). The boundaries are calculated from the
classical theory with no fitting parameter. Panels (A)-(C) correspond to the measurement results at
di↵erent resonant frequencies, !A/2⇡ = 7.00 GHz, 7.05 GHz, and 7.10 GHz, respectively.

di↵erent resonant frequencies, as shown in Fig. 8.5B-C for !A/2⇡ = 7.05 GHz and 7.10 GHz.

Indeed, quantum fluctuations play a significant role in the transition process. This allows us to

interpret the classical SSs as two MSs with a remarkably long lifetime around the transition point. The

specific MS, in which the systems is staying, is determined by the initial condition. Fig. 8.6A shows

the transition curves for di↵erent initial states at a fixed detuning frequency, �/2⇡ = 1.86 MHz.

Here, the resonant frequency is set as !A/2⇡ = 7.00 GHz, which is the same as Fig. 8.5A. We observe

a clear dip in the |hai| curve around the ⇠ value marking the transition from a lower to a higher

value, which originates from the out-of-phase quantum fluctuations between the two MSs [246–248].

By comparison, ha†ai is a monotonic function of ⇠ since it is insensitive to the phase of quantum

fluctuations. Moreover, the normalized second-order correlation function, g(2)(0), is strongly peaked

around the transition point and converges to the unity for large ⇠. This correlation peak is a typical

signature of a first-order DPT, resulting from the enhanced quantum fluctuations around the transition

point [246, 250]. Similar phenomena are also observed at di↵erent detuning frequencies, as shown in

Fig. 8.5B-C for �A/2⇡ = 2.36 MHz and 2.86 MHz.

8.4.2 Two-stage relaxation of metastable states

According to the quantum theory, the MSs exist only in the time window 1/�2 ⌧ ⌧  1/�1 and

should eventually relax into the single unique SS for ⌧ � 1/�1. We then fix the detuning frequency

to �/2⇡ = 2.01 MHz and measure the reflection response, S22, with a varying driving strength, ⇠,

and measurement delay, ⌧ . Here, the nonlinearity is characterized as U/2⇡ = �71 kHz. Similar to

the results in Fig. 8.6, the reflection coe�cients, corresponding to the two MSs, form a closed loop in

phase space for each fixed ⌧ (Fig. 8.7A-B). However, the loop exists in a smaller range of ⇠ around the
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Figure 8.6. Power sweep reveals quantum fluctuations. At a fixed detuning frequency, the |hai|
curve as a function of ⇠ shows a dip around the transition point (dashed), while ha†ai is a monotonic
function of ⇠. The g(2)(0) is also strongly peaked around the transition point, which converges to
1.0 for large ⇠. Here, the solid lines are drawn to guide the eye. Panels (A)-(C) correspond to the
measurement results at di↵erent detuning frequencies, �/2⇡ ⇡ 1.86 MHz, 2.36 MHz, and 2.86 MHz,
respectively. In all the panels, the blue, yellow, and red colors correspond to the pulse shape A, B,
and C, respectively, as shown in Fig. 8.4. The error bars represent the standard deviation over 8
independent experiments.

transition point, ⇠⇤/2⇡ ⇡ 1.5 MHz, with the increase of ⌧ . The loop is expected to be fully closed after

55 µs, where the two MS branches converge to the single unique SS allowed by quantum mechanics.

This observation provides a clear evidence for the validity of the quantum description of a Du�ng

oscillator. It predicts that the hysteretic behavior observed in Fig. 8.5 is the measurement outcome of

two di↵erent MSs, while the system should eventually converge to the single unique SS for ⌧ ! 1.

To quantify this convergence, we numerically calculate the loop area for di↵erent ⌧ , as shown in

Fig. 8.7C. The exponential fit of the data indicates two distinctively di↵erent decay rates at a small or

large ⌧ , respectively (fitted values 0.742 MHz and 0.039 MHz, respectively). This two-stage relaxation

process is qualitatively di↵erent from the classical prediction [263], but can be well understood from

the quantum theory of the Liouvillian spectrum [249, 264]. Fig. 8.7D shows the Liouvillian gap, �1, as

a function of the driving strength, ⇠, which is extracted from the time-domain measurement, as shown

in Fig. 8.7E-F. The gap is approximately 3.788 MHz at a small or large ⇠, which agrees with the energy

decay rate �. However, it decreases by more than two orders of magnitude around the critical point,

⇠⇤, and achieves a minimum of 0.023 MHz. This observation indicates a critical slowing down of the

system dynamics when approaching a critical point where the Liouvillian gap almost closes. This is

another typical signature of a first-order DPT [248]. For a su�ciently small ⌧ , the decay rate of the

loop area is determined by the mean of the Liouvillian gap over the bistability regime of ⇠, that is,

1.216 MHz. However, it is dominated by the minimum gap when ⌧ ! 1. In the time window between

the two extreme cases, the decay rate decreases monotonically with ⌧ and connects the two extremes,

which shows a qualitative agreement with the two-stage relaxation, as shown in Fig. 8.7C.
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Figure 8.7. Two-stage relaxation of the MSs towards the single unique SS. (A) The
reflection coe�cients, S22, corresponding to the two MS branches form a closed loop (blue and red),
which converges to the unique SS solution with increasing ⌧ . (B) The convergence of the two MSs at
each fixed ⇠. (C) The loop area decays with ⌧ and shows two distinct time scales. The dashed lines
show the exponential fits of the decay rate at either a small or large ⌧ with fitted values 0.742 MHz
and 0.039 MHz, respectively. (D) The Liouvillian gap, �1, is approximately equal to the total energy
dissipation rate, �, at a su�ciently small or large ⇠ (dashed). However, it decreases by more than two
orders of magnitude when approaching the critical point, ⇠⇤/2⇡ = 1.5 MHz, and achieves a minimum
value of 0.023 MHz. (E)-(F) The raw data for extracting the Liouvillian gap, where the solid curves
correspond to the exponential fits. In all the panels, the error bars represent the standard deviation
over 16 independent experiments.

8.4.3 A first-order dissipative phase transition

It is then natural to ask whether the Liouvillian gap can be engineered to zero for a particular

parameter setting, where the system dynamics becomes infinitely slow and the two MSs become also

SSs. This expectation is in conflict with the uniqueness of the SS solution for a quantum-mechanical

Du�ng oscillator [246]. However, multiple SSs can exist in a driven-dissipative Bose-Hubbard model,

where an infinite number of identical Du�ng oscillators are coupled to each other and form an infinitely

large lattice [265]. A bridge between the mean field description of an N -site Bose-Hubbard lattice and

a single Du�ng oscillator may be constructed by rescaling the nonlinearity and driving strength of

the later as U0/N and
p

N⇠0 [252], as introduced in Section 8.2. Without loss of generality, we define

U0 ⌘ �� for N = 1. a thermodynamic limit of the Du�ng oscillator can be achieved at the limit

N ! 1, where the Liouvillian gap is closed at a critical point, ⇠⇤, and results into a first-order DPT.

In our experiment, we tune the resonant frequency from !A/2⇡ = 6.80 GHz to 7.15 GHz,

and measure the absolute mean field, |hai|, and photon number, ha†ai, of the SS with a varying

driving strength, ⇠, and detuning frequency, �. Correspondingly, the nonlinearity varies from

U/2⇡ = �295 kHz to �58 kHz. The measurement results are summarized in Fig 8.8A-H. This setup
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Figure 8.8. Absolute mean field, |hai|, and photon number, ha†ai, plotted versus the
detuning and the driving strength at di↵erent resonant frequencies. By tuning the resonant
frequency to di↵erent values, and correspondingly the nonlinearity, we engineer the scaling factor N
from 1.9 to 10.6 and approach a thermodynamic limit. Panels (A)-(H) correspond to the measurement
results at di↵erent resonant frequencies, !A/2⇡ = 7.15 GHz, 7.10 GHz, · · · , 6.80 GHz, respectively.

allows the quantum simulation of a Bose-Hubbard lattice from approximately 2 to 11 sites.

To reveal the first order DPT, we fix the detuning at � = 3.0�, and compare the photon number

transition curves as a function of the rescaled driving strength, ⇠0, (Fig. 8.9B). For di↵erent N , the

transition happens at the same rescaled critical driving strength, ⇠⇤0/2⇡ = 0.58 MHz, and the photon

density also saturates at a similar value of around ha†ai/N = 3.1. However, the transition becomes

increasingly sharp with N , which indicates a sudden jump for N ! 1. In this limit, the lifetime of

the MSs diverges at the critical point, and results into a sudden change of the SS on the two sides

of ⇠⇤ [253]. The system thus explores two separate phases around the critical point. This observed

tendency exists only in the quantum mechanical description. Most importantly, it is a direct proof of

a first-order DPT. Similar phenomena are also observed at di↵erent detuning frequencies, as shown in

Fig. 8.9A and C for � = 2.5� and 3.5�.

8.4.4 Microscopic picture of the phase transition

To understand the underlying physics of the phase transition, we reconstruct the Wigner

quasidistribution function of the intra-resonator field. On the one hand, theoretical model presented

in Section 8.2 yields the exact Wigner function as

W (↵,↵⇤) = N 0e�2|↵|2 |0F1 (c, 2d↵⇤)|2 , (8.14)

107



A B C

Figure 8.9. Plots of the photon number versus the rescaled driving strength showing an
increasingly sharp photon number transition with the scaling factor N . When approaching
to a thermodynamic limit, the observed step of the ha†ai becomes increasingly sharp, indicating a first-
order DPT. Panels (A)-(C) correspond to the measurement results at di↵erent detuning frequencies,
� = 2.5�, 3.0�, and 3.5�, respectively. In all panels, the error bars represent the standard deviation
over 8 independent experiments. The solid lines are calculated from the quantum theory with no
fitting parameter. The deviation between theory and experiment becomes increasingly large at lower
resonant frequencies, which we attribute to the increasingly large dephasing rate when tuning the DC
flux of the SQUID away from its sweet spot.

where N 0 is a normalization factor, 0F1(x, z) =
P1

n=0 �(x)zn/ [�(x + n)n!] is a hypergeometric

function, and �( · ) is the gamma special function. The Wigner function can be fully determined

by determining the value of the two parameters c = (� � i�/2) /UA and d = �⇠/UA. On the other

hand, these two parameters can be determined by measuring the optical moments (see also Section 8.2)

ha†jaki = d⇤jdk
�(c)�(c⇤)0F2

⇣
k + c, j + c⇤, 2 |d|2

⌘

�(k + c)�(j + c⇤)0F2

⇣
c, c⇤, 2 |d|2

⌘ , (8.15)

where 0F2 (x, y, z) =
P1

n=0 �(x)�(y)zn/ [�(x + n)�(y + n)n!] is a generalized hypergeometric function.

We thus combine Eqs. (8.14) and (8.15) to find the best fit of the Wigner function according to the first

two orders of optical moments, hai, ha†ai, and ha2i. We would like to point out that the described

procedure relies on a priori knowledge of the SS and thus lacks general objectivity. Alternative

methods, such as coupling a probe qubit to the resonator [231, 232] as introduced in Chapter 7, may

provide a more objective tomography result than ours. However, we see that we are able to reveal

the non-classical feature of the SS during the transition with a simple physical model, and obtain a

consistent agreement between theory and experiment among independent measurements.

To minimize the influence of the dephasing e↵ect, we operate the SQUID at its sweep spot by

tuning the resonant frequency to !A/2⇡ = 7.15 GHz with a nonlinearity of U/2⇡ = �295 kHz. The

detuning is fixed at � = 3�. The first three orders of optical moments are shown in Fig. 8.10A-

F. The experimental results agree excellently with the analytical predictions of Eq. (8.15) without

using any fitting parameter. It thus allows us to extract the values of c and d from the measured

optical moments, and reconstruct the Wigner function of the system by inserting the fitted values

into Eq. (8.14). Because c is a complex number and d is real, one needs at least the information of

the two moments, hai and ha†ai, to unambiguously determine the two parameters. Here, we take also

the value of ha2i into account, what makes the fitting problem overdetermined and thus increases the
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Figure 8.10. The first three orders of optical moments plotted versus the driving strength.
The measured amplitude and phase of the optical moments show an excellent agreement to the
theoretical prediction in Eq. (8.3), which guarantees the correctness of quantum state tomography.
Panels (A)-(F) correspond to the optical moments, hai, ha†ai, ha2i, haa†2i, ha2a†i, ha3i, respectively.
The error bars in (A) and (B) represent the standard deviation over 8 independent experiments, while
it is not recorded in other panels. The first two orders of moments, enclosed by the red boxed, will be
used for quantum state tomography.

reliability of the tomography result.

Figure 8.11 shows the tomography result. The reconstructed SS is approximately a coherent or

a squeezed state in the two phases of the Du�ng oscillator [266], while their field mean coincides

with the two classical SSs in a double-well potential [252]. In each individual phase, the SS remains

almost invariant with respect to the rescaled driving strength, ⇠0. However, the system undergoes a

drastic change in a relatively small range around the critical point, 0.52 MHz  ⇠0/2⇡  0.64 MHz,

which results into the rapid photon number transition as shown in Fig. 3. In this regime, the Wigner

function consists of two parts which are separate in phase space and correspond, respectively, to the

two phases. The probability of being in the coherent phase changes continuously to that of being in

the squeezed phase with increasing ⇠0. It reaches a equiprobable mixture of the two phases at the

exact critical point, ⇠⇤0 [253].

8.4.5 The two phases of phase transition

Because the SSs in the two phases are approximately coherent and squeezed states [266], as shown

in Fig. 8.11, we use a Gaussian function to describe them and calculate the corresponding squeezing

levels. As introduced in Chapter 2, a Gaussian state is a rotated, squeezed, and displaced thermal

state

⇢G = D(↵)S(⇣)R(�)⇢TR†(�)S†(⇣)D†(↵), (8.16)

where D(↵), S(⇣), and R(�) are the displacement, squeeze, and rotation operators, respectively. The

squeezing level can be defined as [267]

S = �20 |⇣| log10(e). (8.17)
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Figure 8.11. Wigner function of the SS during the phase transition. Shown are theory
(top) with no fitting parameter and experiment (bottom) measured at !A/2⇡ = 7.15 GHz, where the
dephasing rate is negligible small. The SS is approximately a coherent (squeezed) state before (after)
the phase transition, which defines the two phases of a Du�ng oscillator. The transition between the
two phases happens in a relatively small range, 0.52 MHz  ⇠0/2⇡  0.64 MHz, during which the SS
has two separate parts in the phase space and is a mixture of the two phases. It reaches a equiprobable
mixture of the two phases at the exact critical point, ⇠⇤0/2⇡ = 0.58 MHz.

Following the derivations in Chapter 7, we have

tanh (2 |⇣|) =
ha2i � hai2

ha†ai + 1/2 � |hai|2
. (8.18)

One can thus calculate the squeezing level of the two phases according to the first two orders of optical

moments, hai, ha†ai, and ha2i.
Fig. 8.12 shows the squeezing level of the system as a function of the driving strength. The critical

point, ⇠⇤, separates the system into two di↵erent phases with drastically di↵erent squeezing levels.

The value of S is approximately zero before the phase transition, but jumps to approximately 3 dB

after the transition. This observation defines the two phases of the system and supports the existence

of a first-order DPT. We note that the Gaussian-state approximation breaks down around the critical

point, where the SS is a mixture of the two phases, as shown in Fig. 8.11. One can thus understand

the dip of |hai| and also the peak of g(2)(0) around the critical point, as shown in Fig. 8.6A-C, as a

result of the interference between the coherent and squeezed parts. With the increase of N , the photon

number approaches to the infinity and the system behaves more and more classically. The SS thus

must jump at ⇠⇤ in a thermodynamic limit, because only one potential well can be occupied at the

same time in a classical system. This observation explains the increasingly steep transition of ha†ai
with N , as shown in Fig. 8.9A-C, and reveals the origin of the first-order DPT.

8.4.6 Discussion of dephasing e↵ects

So far, we have neglected dephasing e↵ect in the discussion. This is feasible because the determined

dephasing rate, ��, is smaller than the energy dissipation rate, �, in the frequency range of interest

(see Chapter 5 for the characterization results). It is also justified by the fact that we obtain excellent

agreement between theory and experiment for all the first three orders of optical moments, as shown

in Fig. 8.10. However, this agreement exists only at high resonant frequencies. As can be observed in
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Figure 8.12. The squeezing level as a function of the driving strength. The critical point,
⇠⇤/2⇡ = 2.76 MHz, separates the system into two di↵erent phases with drastically di↵erent squeezing
levels S. The value of S is approximately zero before the transition, indicating a coherent phase of the
system. After the transition, the squeezing level is approximately 3 dB, corresponding to a squeezed
phase. Here, we fine-tune the estimated resonant frequency to !A/2⇡ = 7.148 GHz, and the detuning
frequency is �/2⇡ = 2.76 MHz. We correct the power gain, G, by �1.2 dB according to the photon
number di↵erence between theory and experiment.

Fig. 8.9, the experimentally observed transition curve is less steep than that predicted by the model

at lower frequencies. As discussed in Section 3.3, we attribute the reduced steepness to the dephasing

e↵ect, since the dephasing rate increases when going to lower frequencies.

To achieve a quantitive understanding of the experimental data, we add a dephasing term in the

master equation, i.e., Eq. (8.11), and consider also a finite temperature of the bath

@t⇢(t) = � i

~ [He↵ , ⇢(t)] +
�

2
(nT + 1)D [a] ⇢(t) +

�

2
nTD [a] ⇢(t) +

��
2
D
h
a†a
i
⇢(t). (8.19)

Here, the Lindbladian superoperator D
⇥
a†a
⇤

describes the dephasing e↵ect. The value of the energy

relaxation and the dephasing rates, � and ��, have been determined in Chapter 5.

Figure 8.13 compares the measured optical moments with the simulation results. Compared with

the ideal Du�ng model, where �� ⌘ 0, a finite dephasing rate, ��, successfully captures the observed

smaller steepness of the transition. Here, we have considered a small thermal photon occupation

number of the environment, n̄T = 0.1. However, a closer inspection on the second-order moment,

|ha2i|, indicates that �� also leads to a significantly smaller saturation value of this quantity. To

achieve a better fitting between the simulation and the experiments, one may consider adding the

second-order processes into the simulation. Here, we consider the two-photon drive, ⇠2
�
a2 + a†2

�
,

and corresponding loss, (�2/2) D
⇥
a2
⇤
. These higher-order processes should be weak, such that the

parameters, ⇠2 and �2, are assumed to be smaller than ⇠ and �, respectively. We achieve a quantitive

agreement between theory and experiment for ⇠2 = 0.3⇠ and �2 = 0.1�. These results demonstrate that

we are able to achieve a consistent understanding of our experimental results with a simple physical

model. We emphasize that the conclusions are either insensitive to the dephasing rate, such as the

hysteretic behavior in Fig. 8.5, or drawn from the high-frequency measurements where the dephasing

rate is negligibly small, such as the tomography results in Fig. 8.11.

8.5 Conclusions

The observed quantum behavior of the Du�ng oscillator promote the view that the observed hysteresis

and bistability originate from a non-classical SS around a critical point, which consists of two separate

parts in phase space. These two parts correspond to the two phases of the system, which are identified

111



A B C

Experiment
Theory-1
Theory-2
Theory-3

Figure 8.13. Comparison between experimental and numerical results for the first two
orders of optical moments. The yellow dots represent the experimental results, which are identical
to the curve shown in Fig. 8.6B. The error bars represent the standard deviation over 8 independent
experiments. The black solid curves show the analytical result in Eq. (8.3), where only energy
dissipation is considered (Theory-1). The dashed black line shows the master equation simulation
results, including dephasing e↵ect and a finite thermal photon number of the environment. It captures
the the slower transition rate observed in experiment (Theory-2). We also consider a weak two-photon
drive and loss process in the model (Theory-3, yellow solid), which provides a good agreement with
the experimental results.

as MSs with a remarkably long lifetime. Their lifetime diverges when approaching a thermodynamic

limit and results in a first-order DPT, which mimics a sudden change of the mean field in the Bose-

Hubbard model. The tunable superconducting resonator investigated in this thesis is a versatile

building block for quantum simulation [268–270], and the pulsed measurement plays an indispensable

role in revealing the non-equilibrium dynamics. We expect this toolbox serves as a stepping stone for

understanding the non-equilibrium physics in a general driven-dissipative system and unveiling the

mystery of the “butterfly e↵ect” from a quantum-mechanical perspective.
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Chapter 9

TOWARDS A SUPERCONDUCTING BOSE-HUBBARD

QUANTUM SIMULATOR

With the knowledge of the quantum statistical properties of a single Du�ng oscillator, a natural

continuation of this thesis is to coupled two or even more Du�ng oscillators together and explore

the quantum statistical properties of microwave radiation in a lattice. In the literature, such system

implements a N -site Bose-Hubbard lattice [261, 262] which contains extremely rich physics, such

as boson crystallization [271], gas-liquid phase transition [272], and fermionized photons [273]. As

can be seen in Chapters 3 and 4, our sample consists two coupled nonlinear resonators with in-situ

tunability, and thus provides a minimum realization of the Bose-Hubbard lattice, also known as the

Bose-Hubbard dimer. Besides the aforementioned proposals, a large number of experiments focused

on the Bose-Hubbard dimer can also be arranged. However, as is revealed in Chapter 5, the Q-factor

of the first resonator is way smaller than the second one as we have used in Chapter 8 for quantum

simulation. Moreover, as is revealed in Chapter 6, the relatively huge amplification noise of the HEMT

amplifier in the output path, OUT 1, makes it di�cult to reveal the quantum statistical properties of

the first resonator. Moreover, our test experiments with two-coupled resonators (not shown) request a

fundamental improvement of both the sample quality and the stability of the cryostat. Furthermore,

adding more resonators in the system may also require a change of the method for revealing the photon

statistics, as discussed in Chapter 7. To this end, here we summarize several research proposals for

the two-resonator system with simulation results, which may be experimentally studied in the future.

9.1 Unconventional photon blockade

The photon blockade is a non-classical phenomenon in quantum optics, where a particular system

can accommodate only a single photon at the same time. Appropriate systems rely on a strongly

nonlinear medium such that the transition from the first to the second excited states, |1i ! |2i,
is forbidden if the driving field is resonant with the transition between the energy levels, |0i and

|1i [156, 157, 274–280], as shown in Fig. 9.1A (left). This e↵ect has been experimentally observed

in various platforms and leads to the invention of a single-photon source [281–285]. However, it

remains a technical challenge to further improve the blockade e�ciency, which requires a remarkably

large nonlinearity. By comparison, unconventional photon blockade takes advantage of the hopping

between two cavities to suppress the photon accumulation, which requires only a negligibly small

nonlinearity [286–291], as shown in Fig. 9.1A (right). For example, if one drives only the first cavity,

the two feasible transitions paths, |1, 0i ! |2, 0i and |1, 0i ! |0, 1i ! |1, 1i ! |2, 0i, can destructively

interfere with each other in a certain parameter regime such that the population in |2, 0i can be

completely suppressed. This phenomenon has been observed in recent experiments in quantum dots

[292] and also in superconducting quantum circuits in an indirect way [145]. Our goal is to reveal the

microscopic picture of the unconventional blockade e↵ect by full quantum state tomography, and use

the Bose-Hubbard dimer to generate single microwave photons.

Here, we simulate the zero-time second-order correlation function, g(2)11 (0), of the driven resonator
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Figure 9.1. Unconventional photon blockade. (A) Comparison of conventional and
unconventional photon blockade. Conventional photon blockade (left) relies on a strong nonlinearity
to prohibit the generation of a second photon in the system. By comparison, unconventional photon
blockade (right) uses the destructive interference between the two state transition paths (red and
blue) to blockade the second photon. The grey arrows indicate the second order transition processes

that can be fairly neglected. (B) Simulation of the second-order correlation function, g(2)11 (0), for
unconventional photon blockade. The photons in the driven resonator can be strongly bunched or
antibunched in certain parameter regimes.

with di↵erent detuning frequencies, �1 and �2, as shown in Fig. 9.1. The simulation parameters

are chosen as g = 2.0, U = �0.1, ⇠1 = 0.1, and ⇠2 = 0 normalized by �, and the Hilbert space is

truncated to 5 ⇥ 5 dimensions. The g(2)11 (0) reaches a minimum value of 3.6 ⇥ 10�4 at �1 = 0.00 and

�2 = �0.32, and a maximum value of 5.2 at �1 = 0.40 and �2 = 0.16. In other words, strong photon

bunching and antibunching can happen in the same system depending on the parameter settings. The

average photon over the chosen parameter range is found to be 6.1 ⇥ 10�6 with a standard variance

of 1.5 ⇥ 10�5. It reveals that single microwave photons may be emitted one by one and thus have a

good time distinguishability [284]. These observations indicate that a Bose-Hubbard dimer can be a

promising candidate to implement a single photon source. However, we did not achieve a numerical

stability when calculating the time-delayed correlation function, g(2)11 (⌧), at the optimal antibunching

point, such that the result is not shown here. A more detailed study, regarding time-delayed self-

or cross-correlation functions and the wavefunctions of the two modes, and also an experimental

demonstration should be performed elsewhere in the future.

9.2 Quantum cups and balls

The ancient trick “cups and balls” relies on a professional degree of sleight of hand that transfers a

ball deceptively between two cups without opening the covers. However, this process can naturally

happen in the context of quantum mechanics due to the wave-particle duality, i.e., the so-called

tunneling e↵ects [293]. If one treats photons as balls and resonators as cups in a Bose-Hubbard dimer,

the initial process of “putting a ball in the cup” can be understood as detecting one photon in the

resonator. By applying some “magic”, the final location of the ball is determined by the self- and cross-

correlation functions of the two resonators, g(2)11 (0) and g(2)12 (0). Depending on whether the correlation

function is larger or smaller than unity, there are four possible combinations of g(2)11 (0) and g(2)12 (0),

which correspond to the four outcomes of the trick, as shown in Fig. 9.2A. Our second proposal aims
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Figure 9.2. The quantum “cups and balls” game. (A) The quantum “cups and balls” trick.
After detecting a photon in the first resonator, the probability of the second photon is determined by
the self- and cross-correlation functions of the two resonator modes. (B) Simulation of the correlation

functions g(2)11 (0) and g(2)12 (0). One can achieve all the four combinations of g(2)11 (0) ? 1 and g(2)12 (0) ? 1
by changing the detuning frequency, �1 and �2, of the driving field. The areas enclosed by the dashed

(solid) curve indicate the regions where g(2)11 (0) < 1 (g(2)12 (0) < 1).

at tailoring the correlation functions, g(2)11 (0) and g(2)12 (0), in-situ and playing the “cups and balls” trick

in a Bose-Hubbard dimer.

Here, we simulate the second-order correlation functions of the two oscillating modes, g(2)11 (0)

and g(2)12 (0), with di↵erent detuning frequencies, �1 and �2, as shown in Fig. 9.2B. The simulation

parameters are chosen as g = 2.0, U = �0.1, ⇠1 = 0.1, and ⇠2 = 0.2 normalized by �, and the Hilbert

space is truncated to 5 ⇥ 5 dimensions. By tuning �1 and �2, we observe all four combinations of

g(2)11 (0) and g(2)12 (0). For example, for �1 = �3.84 and �2 = 4.00, photons in the first resonator are

strongly bunched with g(2)11 = 58.8, while a second photon is not likely to be observed in the second

resonator because g(2)12 = 0.06. At a di↵erent parameter setting with �1 = �4.00 and �2 = 3.12, we

have g(2)12 = 3.72 and g(2)12 = 1.46 such that the second photon is to be detected by measuring either of

the two resonators. These observations indicate that a quantum version of the “cups and balls” trick

can be performed in a Bose-Hubbard dimer. However, we should note that the photon bunching and

antibunching e↵ects seem to be very weak in the g(2)11 (0) < 1, g(2)12 (0) > 1 regime. We expect to solve

this potential issue by including more degrees of freedom, such as the driving strengths ⇠1 and ⇠2. A

more detailed study and also an experimental demonstration should be performed elsewhere in the

future.

9.3 Boundary time crystal

A time crystal is a novel phase of matter which predicts a time-dependent steady state for a time-

independent Hamiltonian [294]. After years of debate on the existence of such a phenomenon [295–

303], the current focus of this field is to search for examples that may circumvent the so-called no-go

theorem [304–306]. A Floquet time-crystal, which breaks the discrete time-translational symmetry of

time, H(t) = H(t + T ), has been found in theory [307–315], and demonstrated in recent experiments

[316–322]. This type of time-crystal oscillates at a discrete, integer multiple of the driving period

(usually, two), and is thus called the discrete time-crystal. The so-called boundary time-crystal is a

potentially new member of the family, where the system undergoes an eternal oscillation in the presence
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Figure 9.3. Boundary time-crystal. The system shows a long-time oscillation at the time scale
of several multiples of the energy relaxation time 1/�. With the increase of N , the system approaches
a thermodynamic limit such that the oscillation lasts increasingly longer. In the limit N ! 1, the
dynamics converges to an eternal oscillation (dashed), which is the numerical solution of the classical
counterpart.

of both driving and dissipation at a frequency that is incommensurate with the driving period [323–

326]. The e↵ective Hamiltonian of the composite system can be written in a time-invariant form in

a certain frame, such that it breaks the time-translational symmetry. Recent theories predict that

the Bose-Hubbard dimer may be a potential system allowing to realize such a continuous time-crystal

[327–331], which is fundamentally di↵erent from the discrete time-crystals reported in the literature.

Here, we simulate the normalized photon number di↵erence
⇣
ha†1a1i � ha†2a2i

⌘
/N , between the two

resonator fields, a1 and a2, as shown in Fig. 9.3. The integer number N is an artificial scaling factor,

which rescales U ⌘ U0/N and ⇠1/2 ⌘
p

N⇠1/2,0 as we did in Chapter 8. In this way, the thermodynamic

limit can be achieved for N ! 1. Here, the simulation parameters are chosen as � = 2.0, g0 = 1.2,

U0 = �0.1, ⇠1,0 = 3.4, and ⇠2,0 = 0.0 normalized by �. The Hilbert space is truncated to 90 ⇥ 90

dimensions for achieving the numerical convergence. We observe an increasing oscillation lifetime of

the observable with N , which converges to the classical result and lasts forever for N ! 1. This

observation indicates the existence of a boundary time-crystal at the thermodynamic limit (N ! 1),

as predicted by Refs. [328–330]. However, we can hardly increase N further in our simulation, which

is strongly limited by the numerical e�ciency. We hope to solve this problem by employing the

truncated Wigner approximation (TWA) method [330, 332–335], and observe the long-time oscillation

in a Bose-Hubbard dimer in experiments in the future.
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Appendix A

QUASI-DISTRIBUTION FUNCTIONS OF GAUSSIAN

STATES

↵ = 1 + 1j
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⇣ = 0.3 exp(i2⇡/4)
<latexit sha1_base64="DOi7kCrmVJ/vva39WoX6Jz3zak0=">AAAB/3icbVBNS8NAEN34WetXVPDiJViEChKTWtCLUPDisYL9gCaUzXbSLt0ky+5GrLUH/4oXD4p49W9489+4bXPQ1gcDj/dmmJkXcEalcpxvY2FxaXllNbeWX9/Y3No2d3brMkkFgRpJWCKaAZbAaAw1RRWDJheAo4BBI+hfjf3GHQhJk/hWDTj4Ee7GNKQEKy21zX3vARS+dOwzD+55kZY8Tk/Lx22z4NjOBNY8cTNSQBmqbfPL6yQkjSBWhGEpW67DlT/EQlHCYJT3Ugkckz7uQkvTGEcg/eHk/pF1pJWOFSZCV6ysifp7YogjKQdRoDsjrHpy1huL/3mtVIUX/pDGPFUQk+miMGWWSqxxGFaHCiCKDTTBRFB9q0V6WGCidGR5HYI7+/I8qZds17Hdm3KhcpLFkUMH6BAVkYvOUQVdoyqqIYIe0TN6RW/Gk/FivBsf09YFI5vZQ39gfP4ApvGUfA==</latexit><latexit sha1_base64="DOi7kCrmVJ/vva39WoX6Jz3zak0=">AAAB/3icbVBNS8NAEN34WetXVPDiJViEChKTWtCLUPDisYL9gCaUzXbSLt0ky+5GrLUH/4oXD4p49W9489+4bXPQ1gcDj/dmmJkXcEalcpxvY2FxaXllNbeWX9/Y3No2d3brMkkFgRpJWCKaAZbAaAw1RRWDJheAo4BBI+hfjf3GHQhJk/hWDTj4Ee7GNKQEKy21zX3vARS+dOwzD+55kZY8Tk/Lx22z4NjOBNY8cTNSQBmqbfPL6yQkjSBWhGEpW67DlT/EQlHCYJT3Ugkckz7uQkvTGEcg/eHk/pF1pJWOFSZCV6ysifp7YogjKQdRoDsjrHpy1huL/3mtVIUX/pDGPFUQk+miMGWWSqxxGFaHCiCKDTTBRFB9q0V6WGCidGR5HYI7+/I8qZds17Hdm3KhcpLFkUMH6BAVkYvOUQVdoyqqIYIe0TN6RW/Gk/FivBsf09YFI5vZQ39gfP4ApvGUfA==</latexit><latexit sha1_base64="DOi7kCrmVJ/vva39WoX6Jz3zak0=">AAAB/3icbVBNS8NAEN34WetXVPDiJViEChKTWtCLUPDisYL9gCaUzXbSLt0ky+5GrLUH/4oXD4p49W9489+4bXPQ1gcDj/dmmJkXcEalcpxvY2FxaXllNbeWX9/Y3No2d3brMkkFgRpJWCKaAZbAaAw1RRWDJheAo4BBI+hfjf3GHQhJk/hWDTj4Ee7GNKQEKy21zX3vARS+dOwzD+55kZY8Tk/Lx22z4NjOBNY8cTNSQBmqbfPL6yQkjSBWhGEpW67DlT/EQlHCYJT3Ugkckz7uQkvTGEcg/eHk/pF1pJWOFSZCV6ysifp7YogjKQdRoDsjrHpy1huL/3mtVIUX/pDGPFUQk+miMGWWSqxxGFaHCiCKDTTBRFB9q0V6WGCidGR5HYI7+/I8qZds17Hdm3KhcpLFkUMH6BAVkYvOUQVdoyqqIYIe0TN6RW/Gk/FivBsf09YFI5vZQ39gfP4ApvGUfA==</latexit><latexit sha1_base64="DOi7kCrmVJ/vva39WoX6Jz3zak0=">AAAB/3icbVBNS8NAEN34WetXVPDiJViEChKTWtCLUPDisYL9gCaUzXbSLt0ky+5GrLUH/4oXD4p49W9489+4bXPQ1gcDj/dmmJkXcEalcpxvY2FxaXllNbeWX9/Y3No2d3brMkkFgRpJWCKaAZbAaAw1RRWDJheAo4BBI+hfjf3GHQhJk/hWDTj4Ee7GNKQEKy21zX3vARS+dOwzD+55kZY8Tk/Lx22z4NjOBNY8cTNSQBmqbfPL6yQkjSBWhGEpW67DlT/EQlHCYJT3Ugkckz7uQkvTGEcg/eHk/pF1pJWOFSZCV6ysifp7YogjKQdRoDsjrHpy1huL/3mtVIUX/pDGPFUQk+miMGWWSqxxGFaHCiCKDTTBRFB9q0V6WGCidGR5HYI7+/I8qZds17Hdm3KhcpLFkUMH6BAVkYvOUQVdoyqqIYIe0TN6RW/Gk/FivBsf09YFI5vZQ39gfP4ApvGUfA==</latexit>

� = ⇡/3
<latexit sha1_base64="Cdix0v128BWRG0t8egcJB3mbLgo=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg9TdKuhFKHjxWMF+YHcp2TTbhmazIckKZem/8OJBEa/+G2/+G9N2D9r6YODx3gwz80LJmTau++0UVlbX1jeKm6Wt7Z3dvfL+QUsnqSK0SRKeqE6INeVM0KZhhtOOVBTHIaftcHQ79dtPVGmWiAczljSI8UCwiBFsrPToyyG78SU7v+iVK27VnQEtEy8nFcjR6JW//H5C0pgKQzjWuuu50gQZVoYRTiclP9VUYjLCA9q1VOCY6iCbXTxBJ1bpoyhRtoRBM/X3RIZjrcdxaDtjbIZ60ZuK/3nd1ETXQcaETA0VZL4oSjkyCZq+j/pMUWL42BJMFLO3IjLEChNjQyrZELzFl5dJq1b13Kp3f1mpn+VxFOEIjuEUPLiCOtxBA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBvqGQOQ==</latexit><latexit sha1_base64="Cdix0v128BWRG0t8egcJB3mbLgo=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg9TdKuhFKHjxWMF+YHcp2TTbhmazIckKZem/8OJBEa/+G2/+G9N2D9r6YODx3gwz80LJmTau++0UVlbX1jeKm6Wt7Z3dvfL+QUsnqSK0SRKeqE6INeVM0KZhhtOOVBTHIaftcHQ79dtPVGmWiAczljSI8UCwiBFsrPToyyG78SU7v+iVK27VnQEtEy8nFcjR6JW//H5C0pgKQzjWuuu50gQZVoYRTiclP9VUYjLCA9q1VOCY6iCbXTxBJ1bpoyhRtoRBM/X3RIZjrcdxaDtjbIZ60ZuK/3nd1ETXQcaETA0VZL4oSjkyCZq+j/pMUWL42BJMFLO3IjLEChNjQyrZELzFl5dJq1b13Kp3f1mpn+VxFOEIjuEUPLiCOtxBA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBvqGQOQ==</latexit><latexit sha1_base64="Cdix0v128BWRG0t8egcJB3mbLgo=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg9TdKuhFKHjxWMF+YHcp2TTbhmazIckKZem/8OJBEa/+G2/+G9N2D9r6YODx3gwz80LJmTau++0UVlbX1jeKm6Wt7Z3dvfL+QUsnqSK0SRKeqE6INeVM0KZhhtOOVBTHIaftcHQ79dtPVGmWiAczljSI8UCwiBFsrPToyyG78SU7v+iVK27VnQEtEy8nFcjR6JW//H5C0pgKQzjWuuu50gQZVoYRTiclP9VUYjLCA9q1VOCY6iCbXTxBJ1bpoyhRtoRBM/X3RIZjrcdxaDtjbIZ60ZuK/3nd1ETXQcaETA0VZL4oSjkyCZq+j/pMUWL42BJMFLO3IjLEChNjQyrZELzFl5dJq1b13Kp3f1mpn+VxFOEIjuEUPLiCOtxBA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBvqGQOQ==</latexit><latexit sha1_base64="Cdix0v128BWRG0t8egcJB3mbLgo=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg9TdKuhFKHjxWMF+YHcp2TTbhmazIckKZem/8OJBEa/+G2/+G9N2D9r6YODx3gwz80LJmTau++0UVlbX1jeKm6Wt7Z3dvfL+QUsnqSK0SRKeqE6INeVM0KZhhtOOVBTHIaftcHQ79dtPVGmWiAczljSI8UCwiBFsrPToyyG78SU7v+iVK27VnQEtEy8nFcjR6JW//H5C0pgKQzjWuuu50gQZVoYRTiclP9VUYjLCA9q1VOCY6iCbXTxBJ1bpoyhRtoRBM/X3RIZjrcdxaDtjbIZ60ZuK/3nd1ETXQcaETA0VZL4oSjkyCZq+j/pMUWL42BJMFLO3IjLEChNjQyrZELzFl5dJq1b13Kp3f1mpn+VxFOEIjuEUPLiCOtxBA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBvqGQOQ==</latexit>

n̄T = 2
<latexit sha1_base64="2MhTXk0vhrHSrp2vm5TQhXbHll4=">AAAB9HicbVBNSwMxEJ2tX7V+VT16CRbBg5TdIuhFKHjxWKFf0C4lm2bb0GyyJtlCWfZ3ePGgiFd/jDf/jWm7B219MPB4b4aZeUHMmTau++0UNja3tneKu6W9/YPDo/LxSVvLRBHaIpJL1Q2wppwJ2jLMcNqNFcVRwGknmNzP/c6UKs2kaJpZTP0IjwQLGcHGSn4/wCoV2SBtZne1QbniVt0F0DrxclKBHI1B+as/lCSJqDCEY617nhsbP8XKMMJpVuonmsaYTPCI9iwVOKLaTxdHZ+jCKkMUSmVLGLRQf0+kONJ6FgW2M8JmrFe9ufif10tMeOunTMSJoYIsF4UJR0aieQJoyBQlhs8swUQxeysiY6wwMTankg3BW315nbRrVc+teo/XlfpVHkcRzuAcLsGDG6jDAzSgBQSe4Ble4c2ZOi/Ou/OxbC04+cwp/IHz+QOzTpH3</latexit><latexit sha1_base64="2MhTXk0vhrHSrp2vm5TQhXbHll4=">AAAB9HicbVBNSwMxEJ2tX7V+VT16CRbBg5TdIuhFKHjxWKFf0C4lm2bb0GyyJtlCWfZ3ePGgiFd/jDf/jWm7B219MPB4b4aZeUHMmTau++0UNja3tneKu6W9/YPDo/LxSVvLRBHaIpJL1Q2wppwJ2jLMcNqNFcVRwGknmNzP/c6UKs2kaJpZTP0IjwQLGcHGSn4/wCoV2SBtZne1QbniVt0F0DrxclKBHI1B+as/lCSJqDCEY617nhsbP8XKMMJpVuonmsaYTPCI9iwVOKLaTxdHZ+jCKkMUSmVLGLRQf0+kONJ6FgW2M8JmrFe9ufif10tMeOunTMSJoYIsF4UJR0aieQJoyBQlhs8swUQxeysiY6wwMTankg3BW315nbRrVc+teo/XlfpVHkcRzuAcLsGDG6jDAzSgBQSe4Ble4c2ZOi/Ou/OxbC04+cwp/IHz+QOzTpH3</latexit><latexit sha1_base64="2MhTXk0vhrHSrp2vm5TQhXbHll4=">AAAB9HicbVBNSwMxEJ2tX7V+VT16CRbBg5TdIuhFKHjxWKFf0C4lm2bb0GyyJtlCWfZ3ePGgiFd/jDf/jWm7B219MPB4b4aZeUHMmTau++0UNja3tneKu6W9/YPDo/LxSVvLRBHaIpJL1Q2wppwJ2jLMcNqNFcVRwGknmNzP/c6UKs2kaJpZTP0IjwQLGcHGSn4/wCoV2SBtZne1QbniVt0F0DrxclKBHI1B+as/lCSJqDCEY617nhsbP8XKMMJpVuonmsaYTPCI9iwVOKLaTxdHZ+jCKkMUSmVLGLRQf0+kONJ6FgW2M8JmrFe9ufif10tMeOunTMSJoYIsF4UJR0aieQJoyBQlhs8swUQxeysiY6wwMTankg3BW315nbRrVc+teo/XlfpVHkcRzuAcLsGDG6jDAzSgBQSe4Ble4c2ZOi/Ou/OxbC04+cwp/IHz+QOzTpH3</latexit><latexit sha1_base64="2MhTXk0vhrHSrp2vm5TQhXbHll4=">AAAB9HicbVBNSwMxEJ2tX7V+VT16CRbBg5TdIuhFKHjxWKFf0C4lm2bb0GyyJtlCWfZ3ePGgiFd/jDf/jWm7B219MPB4b4aZeUHMmTau++0UNja3tneKu6W9/YPDo/LxSVvLRBHaIpJL1Q2wppwJ2jLMcNqNFcVRwGknmNzP/c6UKs2kaJpZTP0IjwQLGcHGSn4/wCoV2SBtZne1QbniVt0F0DrxclKBHI1B+as/lCSJqDCEY617nhsbP8XKMMJpVuonmsaYTPCI9iwVOKLaTxdHZ+jCKkMUSmVLGLRQf0+kONJ6FgW2M8JmrFe9ufif10tMeOunTMSJoYIsF4UJR0aieQJoyBQlhs8swUQxeysiY6wwMTankg3BW315nbRrVc+teo/XlfpVHkcRzuAcLsGDG6jDAzSgBQSe4Ble4c2ZOi/Ou/OxbC04+cwp/IHz+QOzTpH3</latexit>

↵
<latexit sha1_base64="mRLnfqO4uNFBJWJ27Bd2LKAtieA=">AAAB7XicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbm0mGJCOUof/gxoUibv0fd/6N6UNQ0QMXDufcy733RAln2iD04aysrq1vbOa28ts7u3v7hYPDppapIrRBJJeqHWFNORO0YZjhtJ0oiuOI01Y0vpr5rXuqNJPi1kwSGsZ4KNiAEWys1Oxinoxwr1BELrqsBIEPkev7/kW5bEm1GvioBD0XzVEES9R7hfduX5I0psIQjrXueCgxYYaVYYTTab6bappgMsZD2rFU4JjqMJtfO4WnVunDgVS2hIFz9ftEhmOtJ3FkO2NsRvq3NxP/8jqpGQRhxkSSGirIYtEg5dBIOHsd9pmixPCJJZgoZm+FZIQVJsYGlLchfH0K/yfNkush17spF2vnyzhy4BicgDPggQqogWtQBw1AwB14AE/g2ZHOo/PivC5aV5zlzBH4AeftEwupj18=</latexit><latexit sha1_base64="mRLnfqO4uNFBJWJ27Bd2LKAtieA=">AAAB7XicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbm0mGJCOUof/gxoUibv0fd/6N6UNQ0QMXDufcy733RAln2iD04aysrq1vbOa28ts7u3v7hYPDppapIrRBJJeqHWFNORO0YZjhtJ0oiuOI01Y0vpr5rXuqNJPi1kwSGsZ4KNiAEWys1Oxinoxwr1BELrqsBIEPkev7/kW5bEm1GvioBD0XzVEES9R7hfduX5I0psIQjrXueCgxYYaVYYTTab6bappgMsZD2rFU4JjqMJtfO4WnVunDgVS2hIFz9ftEhmOtJ3FkO2NsRvq3NxP/8jqpGQRhxkSSGirIYtEg5dBIOHsd9pmixPCJJZgoZm+FZIQVJsYGlLchfH0K/yfNkush17spF2vnyzhy4BicgDPggQqogWtQBw1AwB14AE/g2ZHOo/PivC5aV5zlzBH4AeftEwupj18=</latexit><latexit sha1_base64="mRLnfqO4uNFBJWJ27Bd2LKAtieA=">AAAB7XicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbm0mGJCOUof/gxoUibv0fd/6N6UNQ0QMXDufcy733RAln2iD04aysrq1vbOa28ts7u3v7hYPDppapIrRBJJeqHWFNORO0YZjhtJ0oiuOI01Y0vpr5rXuqNJPi1kwSGsZ4KNiAEWys1Oxinoxwr1BELrqsBIEPkev7/kW5bEm1GvioBD0XzVEES9R7hfduX5I0psIQjrXueCgxYYaVYYTTab6bappgMsZD2rFU4JjqMJtfO4WnVunDgVS2hIFz9ftEhmOtJ3FkO2NsRvq3NxP/8jqpGQRhxkSSGirIYtEg5dBIOHsd9pmixPCJJZgoZm+FZIQVJsYGlLchfH0K/yfNkush17spF2vnyzhy4BicgDPggQqogWtQBw1AwB14AE/g2ZHOo/PivC5aV5zlzBH4AeftEwupj18=</latexit><latexit sha1_base64="mRLnfqO4uNFBJWJ27Bd2LKAtieA=">AAAB7XicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbm0mGJCOUof/gxoUibv0fd/6N6UNQ0QMXDufcy733RAln2iD04aysrq1vbOa28ts7u3v7hYPDppapIrRBJJeqHWFNORO0YZjhtJ0oiuOI01Y0vpr5rXuqNJPi1kwSGsZ4KNiAEWys1Oxinoxwr1BELrqsBIEPkev7/kW5bEm1GvioBD0XzVEES9R7hfduX5I0psIQjrXueCgxYYaVYYTTab6bappgMsZD2rFU4JjqMJtfO4WnVunDgVS2hIFz9ftEhmOtJ3FkO2NsRvq3NxP/8jqpGQRhxkSSGirIYtEg5dBIOHsd9pmixPCJJZgoZm+FZIQVJsYGlLchfH0K/yfNkush17spF2vnyzhy4BicgDPggQqogWtQBw1AwB14AE/g2ZHOo/PivC5aV5zlzBH4AeftEwupj18=</latexit>

'
<latexit sha1_base64="asj2nm83bre9uPt3wZz55MMybE8=">AAAB7nicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbmsmEJFMoQz/CjQtF3Po97vwb04egogcuHM65l3vviSRn2iD04aytb2xubed28rt7+weHhaPjpk5SRWiDJDxR7QhrypmgDcMMp22pKI4jTlvR+GbutyZUaZaIezOVNIzxULABI9hYqdWdYCVHrFcoIhddV4LAh8j1ff+qXLakWg18VIKeixYoghXqvcJ7t5+QNKbCEI617nhImjDDyjDC6SzfTTWVmIzxkHYsFTimOswW587guVX6cJAoW8LAhfp9IsOx1tM4sp0xNiP925uLf3md1AyCMGNCpoYKslw0SDk0CZz/DvtMUWL41BJMFLO3QjLCChNjE8rbEL4+hf+TZsn1kOvdlYu1y1UcOXAKzsAF8EAF1MAtqIMGIGAMHsATeHak8+i8OK/L1jVnNXMCfsB5+wT7Y4/t</latexit><latexit sha1_base64="asj2nm83bre9uPt3wZz55MMybE8=">AAAB7nicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbmsmEJFMoQz/CjQtF3Po97vwb04egogcuHM65l3vviSRn2iD04aytb2xubed28rt7+weHhaPjpk5SRWiDJDxR7QhrypmgDcMMp22pKI4jTlvR+GbutyZUaZaIezOVNIzxULABI9hYqdWdYCVHrFcoIhddV4LAh8j1ff+qXLakWg18VIKeixYoghXqvcJ7t5+QNKbCEI617nhImjDDyjDC6SzfTTWVmIzxkHYsFTimOswW587guVX6cJAoW8LAhfp9IsOx1tM4sp0xNiP925uLf3md1AyCMGNCpoYKslw0SDk0CZz/DvtMUWL41BJMFLO3QjLCChNjE8rbEL4+hf+TZsn1kOvdlYu1y1UcOXAKzsAF8EAF1MAtqIMGIGAMHsATeHak8+i8OK/L1jVnNXMCfsB5+wT7Y4/t</latexit><latexit sha1_base64="asj2nm83bre9uPt3wZz55MMybE8=">AAAB7nicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbmsmEJFMoQz/CjQtF3Po97vwb04egogcuHM65l3vviSRn2iD04aytb2xubed28rt7+weHhaPjpk5SRWiDJDxR7QhrypmgDcMMp22pKI4jTlvR+GbutyZUaZaIezOVNIzxULABI9hYqdWdYCVHrFcoIhddV4LAh8j1ff+qXLakWg18VIKeixYoghXqvcJ7t5+QNKbCEI617nhImjDDyjDC6SzfTTWVmIzxkHYsFTimOswW587guVX6cJAoW8LAhfp9IsOx1tM4sp0xNiP925uLf3md1AyCMGNCpoYKslw0SDk0CZz/DvtMUWL41BJMFLO3QjLCChNjE8rbEL4+hf+TZsn1kOvdlYu1y1UcOXAKzsAF8EAF1MAtqIMGIGAMHsATeHak8+i8OK/L1jVnNXMCfsB5+wT7Y4/t</latexit><latexit sha1_base64="asj2nm83bre9uPt3wZz55MMybE8=">AAAB7nicdVDLSgMxFM34rPVVdekmWAQXMmRqx053BTcuK9gHtEPJpGkbmsmEJFMoQz/CjQtF3Po97vwb04egogcuHM65l3vviSRn2iD04aytb2xubed28rt7+weHhaPjpk5SRWiDJDxR7QhrypmgDcMMp22pKI4jTlvR+GbutyZUaZaIezOVNIzxULABI9hYqdWdYCVHrFcoIhddV4LAh8j1ff+qXLakWg18VIKeixYoghXqvcJ7t5+QNKbCEI617nhImjDDyjDC6SzfTTWVmIzxkHYsFTimOswW587guVX6cJAoW8LAhfp9IsOx1tM4sp0xNiP925uLf3md1AyCMGNCpoYKslw0SDk0CZz/DvtMUWL41BJMFLO3QjLCChNjE8rbEL4+hf+TZsn1kOvdlYu1y1UcOXAKzsAF8EAF1MAtqIMGIGAMHsATeHak8+i8OK/L1jVnNXMCfsB5+wT7Y4/t</latexit>

Figure A.1. Sequence of operations for generating a Gaussian state. From left to right, we
apply the rotation, squeeze, and displacement operators sequentially to a thermal state, and plot the
Wigner functions of the state after each operation.

The Gaussian states introduced in Chapter 2 are probably the most favorable states in quantum

optics since they are robust to noise and easy to be prepared and characterized [33–36], as shown

in Fig. A.1. To describe a Gaussian state in the P, Q, and W representations, we first derive the

characteristic functions of them. The characteristic function in the P representation is

�N(z, z⇤) =tr
h
D(�)S(⇣)R(�)⇢TR†(�)S†(⇣)D†(�)eiz
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a
†
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h
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⇣
ae�i� cosh r � a†ei(�+2') sinh r

⌘io
, (A.1)

where ⇣ = rei2'. To proceed, we calculate the commutator

h
iz⇤
⇣
a†ei� cosh r � ae�i(�+2') sinh r

⌘
, iz
⇣
ae�i� cosh r � a†ei(�+2') sinh r

⌘i

= � |z|2
h
a†a cosh2(r) + aa† sinh2(r) � aa† cosh2(r) � a†a sinh2(r)

i

= |z|2 . (A.2)

Recalling the Baker-Hausdor↵ theorem: If O1 and O2 are operators that commute with their

commutator, [O1, O2], then eO1+O2 = eO1eO2e�[O1,O2]/2 = eO2eO1e[O1,O2]/2 [42], the characteristic
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function can be rewritten as
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We use the Baker-Hausdor↵ theorem again with the commutator

h
i
�
z⇤ cosh r � zei2' sinh r

�
ei�a†, i

�
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��2 , (A.4)

which leads to the result
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(A.5)

Pure Gaussian states

For the simplest case, we consider a Gaussian state which is a rotated, squeezed, and displaced vacuum

state. The integral of Eq. (A.5) equals one, such that the characteristic function is

�N(z, z⇤) =eiz
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, (A.6)
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where z = µ + i⌫, � = x0 + iy0. Consequently, the other two characteristic functions can be obtained

as

�A(z, z⇤) = exp [i2 (µx0 � ⌫y0)]

⇥ exp
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�1

2
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, (A.7)
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, (A.8)

Hence, the quasi-distribution functions can be directly obtained by taking the Fourier transform. For

example, we may write
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where ↵ = x + iy. However, this is not an ordinary function since it diverges at infinity. In fact,

the characteristic function �N(z, z⇤) shown in Eq. (A.6) already diverges. This is the reason we claim

in Chapter 2 that a squeezed state does not have a P representation. By comparison, the other two

quasi-distribution functions are well defined [45]
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Mixed Gaussian states

For a more general case, we define c + id =
�
z cosh r � z⇤e�i2' sinh r

�
e�i�. The integral in Eq. (A.5)

can be calculated by replacement of variables, which gives
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Thus, the characteristic functions can be obtained as
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Correspondingly, the Q and W functions read
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Appendix B

GENERAL FORM OF THE INPUT-OUTPUT FORMALISM

We consider a general model where a multi-mode system interacts with several environments [42, 48,

336]

Hs =
X

n

~!na†nan, (B.1)

Hb =
X

m

~
Z +1

�1
d!!b†m,!bm,!, (B.2)

Hsb =
X

m,n

~
Z +1

�1
d!
h
⇤m,nanb†m,! + m,na†nbm,!

i
. (B.3)

Following the Heisenberg equation, the time evolution of the intra-resonator field, an, as well as the

bath field, bm,!, can be readily written as

ȧn = �i!nan � i
X

m

Z +1

�1
d!m,nbm,!, (B.4)

ḃm,! = �i!bm,! � i
X

n

⇤m,nan. (B.5)

By inserting the formal solution of Eq. (B.5),

bm,!(t) = e�i!(t�t0)bm,!(t0) � i
X

n

⇤
m,n0

Z
t

t0

dt0e�i!(t�t
0)an0(t0). (B.6)

into Eq. (B.4), we obtain
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(B.7)

We recall the property

Z +1

�1
d!e�i!(t�t0) = 2⇡� (t � t0) (B.8)

and define the input field, i.e., the noise operator in quantum Langevin equation, as

bm,in =
1p
2⇡

Z +1

�1
d!e�i!(t�t0)bm,!(t0). (B.9)
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Then, the dynamics of the system, i.e., Eq (B.7), can be simplified as

ȧn = �i!nan � i
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p
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Alternatively, the formal solution of Eq. (B.5) may be written as
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We have
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(B.12)

We define the output field as

bm,out =
1p
2⇡

Z +1

�1
d!e�i!(t�t1)bm,!(t0), (B.13)

such that Eq. (B.12) can be simplified as

ȧn = �i!nan � i
X

m

p
2⇡m,nbm,out +

X
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⇡m,n
⇤
m,n0an0 . (B.14)

Combining Eqs. (B.9)-(B.10) and (B.13)-(B.14), we obtain the so-called input-output formalism

ȧn = �i!nan �
X

m

p
�m,nbm,in �

1

2

X

m,n0

p
�m,n

�p
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2
an, (B.15)

bm,out = bm,in +
X

n0

�p
�m,n0

�⇤
an0 ., (B.16)

Here, we have defined
p
�m,n = i

p
2⇡m,n and

�p
�m,n

�⇤
= �i

p
2⇡⇤m,n and added the intrinsic

damping of the modes, �n/2, by hand.
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Appendix C

THE Z-TRANSFORM AND THE TRANSFER FUNCTION

The Z-transform converts a digitized signal in the time domain into a function in the so-called Z-

domain. This transform is closely related to the Laplace transform but works on digitally sampled

signals. Assuming that a continuous function, x(t), is sampled at a rate of fS, the sampled signal is

a sequence of values, {xk|k = 0, 1, · · · }, that are defined only at the time instances k/fS. To reveal

the frequency properties of the sampled signal sequence, the idea of the Z-transform is to write it as

a continuous function

x0(t) = x(t)
1X

k=0

�

✓
t � k

fS

◆
, (C.1)

where �( · ) is the delta function. Applying the Laplace transform to x0(t), we have

x0(s) =
1X

k=0

x(k/fS)e
�sk/fS . (C.2)

The Z-transform is readily obtained by replacing x(k/fS) and exp (s/fS) by the discrete variables xk

and z, that is

x0(z) =
1X

k=0

xkz
�k. (C.3)

The Z-transform contains lots of information on the function x0(t), such as the convergence of the

signal at t ! 1. The Fourier transform is obtained by simply replacing z by exp (i!t),

x0(!) =
1X

k=0

xke
�ik!t. (C.4)

A kP

   kI 

kD∫  dt0
t

dt
dx(t) y(t)

-

B kP

kI/z

kDz

x(z) y(z)

-

Figure C.1. The input-output relation of a PID controller. (A), (B) Schematics of the
controller in the time or Z-domain, respectively.

The convenience of the Z-transform lies in synthesizing discrete-time systems, for example, a

computer-based controller. The so-called transfer function is a useful tool for the analysis, which

describes the the input-output relation of a system. It can be a very complicated function with a

combination of time derivatives, integrals, and scalings. However, one can significantly simplify the
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problem by transferring it to the Laplace-domain. For discrete-time systems, the transfer function is

written in the Z-domain. Supposing that the Z-domain input and output signals are x(z) and y(z),

respectively, the transfer function of a discrete-time system can be simply expressed as

H(z) =
y(z)

x(z)
. (C.5)

Let us consider a typical feedback control protocol called the PID controller, as shown in Fig. C.1.

The input-output relation in the time domain is

y(t) = kP [y(t) � x(t)] + kI

Z
t

0

⇥
y(t0) � x(t0)

⇤
dt0 + kD

d [y(t) � x(t)]

dt
. (C.6)

Here, kP, kI, and kD denote the coe�cients for the proportional, integral, and derivative terms,

respectively, which give rise to the name PID controller. By comparison, the transfer function in the

Z-domain can be written in a rather compact form. That is

H(z) =
(kP + kI/z + kDz)

1 + (kP + kI/z + kDz)
. (C.7)

We note that such a PID controller is used to control the local temperature of the attenuator for

output characterization, as introduced in Chapter 3. We have also used the Z-transform to analyze

the performance of the FIR and CIC filters, as introduced in Chapter 6.
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Appendix D

CLASSICAL THEORY OF DUFFING OSCILLATOR

The Du�ng oscillator is a general model system in physics that describes the driven motion of an

oscillator with a cubic nonlinearity and a linear viscous damping [237]. The EOM of a Du�ng oscillator

reads

ẍ + !2
0x = ��ẋ � �x3 + f cos (!t) , (D.1)

where !0 and !d are the resonant and driving frequencies, � the energy relaxation rate, � the nonlinear

coe�cient, and f the driving strength. To describe the system in the Hamiltonian’s form, we neglect

the energy dissipation for temporary and obtain

H =
p2

2
+
!2
0x

2

2
+
�x4

4
+ xf cos (!dt) , (D.2)

where p = ẋ is the conjugate variable of the coordinate x, i.e., the momentum.

To understand the dynamics of the system, it is convenient to move to a rotating frame at the

driving frequency. For convenience, we define x =
p

1/(2!0) (↵⇤ + ↵) and p = i
p
!0/2 (↵⇤ � ↵), such

that the required transform reads ↵ ! ↵e�i!dt, ↵⇤ ! ↵⇤e+i!dt, and H ! H � !d↵⇤a [337–339].

Finally, it results in the following Hamiltonian under the rotating wave approximation (RWA)

H = �↵⇤↵+ U (↵⇤↵)2 + ⇠ (↵⇤ + ↵) , (D.3)

where � = !0 � !d, U = 3�/
�
8!2

0

�
, and ⇠ = f/

�p
2!0
�
. The corresponding first-order Hamiltonian

equation is thus

↵̇ = �i�!0↵� i2U↵⇤↵2 � i⇠ � �

2
↵, (D.4)

where we have added the previously omitted damping term by hand. This equation is equivalent to

the Du�ng equation, i.e., Eq. (D.1), assuming that the RWA is valid.

The steady state of a Du�ng oscillator can be obtained by solving the following equation

4U2|↵|6 + 4�U |↵|4 +


�2 +

⇣�
2

⌘2�
|↵|2 � ⇠2 = 0, (D.5)

which is a third-order polynomial of |↵|2. However, because |↵|2 is real and positive by definition, either

one, two, and three solutions are allowed depending on di↵erent parameter settings. The stability of

the system can be verified by checking whether @ |⇠|2 /@|↵|2 > 0 [246]. The so-called bistability regime

of the Du�ng oscillator exists only if �2 > 3 (�/2)2, where the system is described by a double-well

potential. Correspondingly, there exist two stable solutions located in the two minima of the double-

well potential and one unstable solution at the maximum between the two wells [238]. Outside this

parameter regime, the potential has only a single minimum and there exists only a single unique SS
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solution [238]. At the boundaries of the bistability regimes, we have two solutions

|↵|2 =
�2� ±

q
�2 � 3 (�/2)2

6U
, (D.6)

which, in combination with Eq. (D.4), determines the boundaries of the bistability regime.
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[54] Y.-x. Liu, Ş. K. Özdemir, A. Miranowicz, and N. Imoto, Kraus representation of a damped

harmonic oscillator and its application, Phys. Rev. A 70, 042308 (2004). [Cited on pages 20,

22, and 60.]

[55] G. S. Agarwal, Rotating-Wave Approximation and Spontaneous Emission, Phys. Rev. A 4, 1778

(1971). [Cited on page 22.]

[56] G. S. Agarwal, Rotating-Wave Approximation and Spontaneous Emission, Phys. Rev. A 7, 1195

(1973). [Cited on page 22.]

[57] R. M. Angelo, E. S. Cardoso, and K. Furuya, Decoherence induced by a phase-damping reservoir,

Phys. Rev. A 73, 062107 (2006). [Cited on page 22.]

[58] C. W. Gardiner, Inhibition of Atomic Phase Decays by Squeezed Light: A Direct E↵ect of

Squeezing, Phys. Rev. Lett. 56, 1917 (1986). [Cited on page 22.]

[59] N. P. Georgiades, E. S. Polzik, K. Edamatsu, H. J. Kimble, and A. S. Parkins, Nonclassical

Excitation for Atoms in a Squeezed Vacuum, Phys. Rev. Lett. 75, 3426 (1995). [Cited on

page 22.]

[60] M. Fischer, Q.-M. Chen, C. Besson, P. Eder, J. Goetz, S. Pogorzalek, M. Renger, E. Xie, M. J.

Hartmann, K. G. Fedorov, A. Marx, F. Deppe, and R. Gross, In situ tunable nonlinearity and

competing signal paths in coupled superconducting resonators, Phys. Rev. B 103, 094515 (2021).

[Cited on pages 25, 33, 34, and 64.]

[61] M. Metcalfe, A new microwave readout for superconducting qubits, PhD thesis, Yale University,

2008. [Cited on pages 25 and 27.]

[62] R. Vijayaraghavan, Josephson Bifurcation Amplifier:Amplifying quantum signals using a

dynamical bifurcation, PhD thesis, Yale University, 2008. [Cited on page 25.]

[63] M. Watanabe, K. Inomata, T. Yamamoto, and J.-S. Tsai, Power-dependent internal loss in

Josephson bifurcation amplifiers, Phys. Rev. B 80, 174502 (2009). [Cited on pages 25, 28, 39,

and 64.]

[64] R. Vijay, M. H. Devoret, and I. Siddiqi, Invited Review Article: The Josephson bifurcation

amplifier, Rev. Sci. Instrum. 80, 111101 (2009). [Cited on page 25.]

[65] D. M. Pozar, Microwave Engineering (4th Edition), Wiley, 2011. [Cited on pages 26, 27, 28, 29,

47, 48, 49, 50, 52, 54, and 55.]

[66] J. Bourassa, J. M. Gambetta, A. A. Abdumalikov, O. Astafiev, Y. Nakamura, and A. Blais,

Ultrastrong coupling regime of cavity QED with phase-biased flux qubits, Phys. Rev. A 80, 032109

(2009). [Cited on page 29.]

[67] T. Niemczyk, F. Deppe, H. Huebl, E. P. Menzel, F. Hocke, M. J. Schwarz, J. J. Garcia-Ripoll,
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[262] A. Le Boité, G. Orso, and C. Ciuti, Bose-Hubbard model: Relation between driven-dissipative

steady states and equilibrium quantum phases, Phys. Rev. A 90, 063821 (2014). [Cited on

pages 102 and 113.]

[263] P. Jung, G. Gray, R. Roy, and P. Mandel, Scaling law for dynamical hysteresis, Phys. Rev. Lett.

65, 1873 (1990). [Cited on page 105.]
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[272] M. Biondi, G. Blatter, H. E. Türeci, and S. Schmidt, Nonequilibrium gas-liquid transition in the

driven-dissipative photonic lattice, Phys. Rev. A 96, 043809 (2017). [Cited on page 113.]

[273] I. Carusotto, D. Gerace, H. E. Tureci, S. De Liberato, C. Ciuti, and A. Imamoǧlu, Fermionized
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