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E Pangloss talvolta diceva a Candido, "Gli
eventi forman tutti una catena nel migliore
dei mondi possibili, perchè, finalmente,
quando voi non foste stato cacciato a furia
di calci nel deretano da un bel castello per
amore di madamigella Cunegonda;
quando non foste stato sottomesso
all’Inquisizione; quando non aveste fatta a
piedi l’America; quando non aveste dato
un buon colpo di spada al barone; quando
non aveste perso tutti i vostri montoni del
bel paese d’Eldorado; non mangereste qui
canditi e pistacchi". "Ben detto" rispose
Candido "ma bisogna coltivare il nostro
giardino".

Candide, Voltaire, Italian translation.

L’utopia è all’orizzonte. Mi avvicino di
due passi, lei si allontana di due passi.
Cammino per dieci passi e l’orizzonte si
sposta di dieci passi più in là. Per quanto
io cammini, non la raggiungerò mai. A
cosa serve l’utopia? Serve proprio a
questo: a camminare.
Utopia is on the horizon. I move two steps
closer; it moves two steps further away. I
walk another ten steps and the horizon
runs ten steps further away. As much as I
may walk, I’ll never reach it. So what’s the
point of utopia? The point is this: to keep
walking.

Eduardo Galeano
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|α|2, Figure (b), as a function of the pump power. Here the pump powers are
referred to the source (to estimate the power at the device, we need to consider
the −36 dB attenuation on the pump-line of the JPA). . . . . . . . . . . . . . 122

5.27 Measured marginal distributions (light-blue dot) as a function of the coordinate
q for the pump powers Pp = −1.6 dBm, Panel (a), and Pp = 5 dBm, Panel (b).
The data are fitted with a double-peaked Gaussian model (dark-blue solid line).
Here the pump powers are referred to the source (to estimate the power at the
device, we need to consider the −36 dB attenuation on the pump-line of the JPA).123



List of Figures

5.28 Fitteded differences µ1 −µ2, Figure (a),σ1 −σ2, Figure (b), and A1 −A2, Figure
(c), as a function of the pump powers. The dark-blue solid lines indicate the
expected value 0. In Figure (d), the results of the symmetric integral S (light-
blue marks), defined in 5.45, are plotted as a function of the pump powers. The
dark blue solid line indicates the floating value 10−15. Here the pump powers
are referred to the source (to estimate the power at the device, we need to
consider the −36 dB attenuation on the pump-line of the JPA). . . . . . . . . 124



Introduction

Over the last century, quantum mechanics has revolutionized our understanding of the
physical world, leading to an impetuous flow of scientific discoveries and technological progress.
As of today, quantum mechanics promises to shape our future, thanks to the developments
of quantum computation [2], quantum communication [3, 4, 5], and quantum sensing [6].
Despite the breadth of this advancements and discoveries, many fundamental questions remain
unanswered. Among these, understanding how the transition between quantum and classical
dynamics occurs is still an open problem [7], which motivates many theoretical and experimental
efforts. In particular, Kerr non-linear oscillators are one of the most natural candidates to explore
the boundaries between classical and quantum physics [8, 9, 10]. Furthermore, Kerr non-linear
oscillators gained interest thanks to their applications as quantum-limited amplifiers [11], in
error-correction [12] and quantum state engineering [13, 14, 15]. In this context, the current
thesis focuses on analyzing an emitted radiation of Kerr non-linear oscillators operated in
their steady-state. With in mind the long-term objective of exploring the transient dynamics
of these oscillators and investigating whether they can be used as a source of non-classical
microwave states useful for quantum information processing, this thesis aims to provide, the
technical, theoretical, and experimental foundations for future experiments in this research
field. Moreover, we analyze the emitted radiation of Kerr non-linear oscillators without a-priori
assumptions on the measured quantum state.

To experimentally study the dynamics of the Kerr non-linear oscillators, superconducting
quantum circuits [16], such as Josephson parametric amplifiers (JPA) and Josephson parametric
converters (JPC), represent an ideal platform due to their reproducibility, interaction strengths
and tunability [17, 18, 19]. The Josephson junction is the central component of such supercon-
ducting quantum circuits, which functions as a nonlinear, tunable, and lossless inductance. In
particular, superconducting circuits realize strong Kerr non-linearities at the single-photon level
[15], which can be utilized both for quantum studies and for applications related to quantum
information processing. Moreover, these circuits operate in the gigahertz regime, which allows
for their straightforward integration with microwave and electronic components.

In order to achieve our aforementioned scientific goals, our work is split into several parts.
First, we concentrate on the technical aspects associated with our experiments. Specifically,
we explain how we developed, programmed, and numerically tested the protocol for quantum
tomography of propagating quantum microwave signals. Additionally, we illustrate how we
designed and compiled the code for data acquisition by the field-programmable gate array
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(FPGA) utilized in our experiments. In the theory part, we review the models found in the
literature, constructing a robust theoretical foundation for the subsequent experimental phase
of our work. In particular, we focus on describing one-photon and two-photon-driven Kerr
oscillators, with a particular emphasis on the interplay between driving and dissipation [20, 21].
In the experimental part, we initially perform a careful calibration of the effects introduced by
our amplification chain, which is essential for the room-temperature detection of propagating
quantum signals generated by the superconducting circuits. Subsequently, building upon the
prior theoretical research, we present our experimental measurements of the steady-state
emission of both the JPA and JPC operated respectively as the two-photon and one-photon
driven Kerr non-linear resonators, respectively.

The thesis is organized as follows. In Chapter 1, we provide the essential theory needed to
analyze later experimental results. In Chapter 2, we describe the tomographic method for the
reconstruction of experimental density matrices, applied to the heterodyne detection scheme
that is used in our experiments. In Chapter 3, we describe the experimental set-up used during
this work and explain the calibration of the amplification chain and superconducting devices.
In Chapter 4, we review the theory of Kerr non-linear oscillators. Moreover, we numerically
analyze transient and steady-state features of these systems using a master’s equation approach
and providing some insights on the displayed quantum-to-classical transition. In Chapter 5,
we discuss the main experimental results obtained during this work and we analyze them
by comparing them to the theoretical predictions developed in Chapter 4. Lastly, we give a
conclusion of the thesis and provide an outlook.
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Chapter 1

Propagating quantum microwaves

This chapter covers the fundamental theory needed to understand our work. In the first
section, we briefly introduce the theoretical framework needed to model propagating quantum
microwaves. In the second section, we summarize the theory of open quantum systems in the
Markovian approximation, which is one of the most useful tools in the study of propagating
quantum signals. In the last section, we describe the fundamental theory of the superconducting
quantum circuits used to generate the quantum states of lights which are measured during this
thesis work.

1.1 Propagating quantum microwaves

In this section, we give an elementary overview of the theory of propagating quantum mi-
crowaves. We first introduce the quantum representation of those signals in terms of bosonic
creation and annihilation operators. Then, we review the most important mathematical rep-
resentations of quantum signals: quasiprobability distributions and density matrices. At this
point, we focus on Wigner W-function, Husimi Q-function and Glauber-Sudarshan P-function.
For each of them, we highlight the definition, the physical interpretation, and their practical
importance in the computation of specific expectation values.

1.1.1 Quantum description of propagating microwave signals

In this thesis work, we focus on microwave signals propagating on coaxial transmission lines.
A complete treatment on the quantization of propagating microwave signals goes beyond the
scope of this chapter; for this, we refer the reader to the standard textbook in quantum optics by
G. Millburn and D. Walls [22].

Classical microwave signals A microwave signal whose bandwidth is much smaller
compared to the carrier frequency is considered to be narrow-band. In our experiments, the
carrier frequency is Ω0/2π ≈ 5 GHz, while the signal bandwidth is always smaller than
∆ f ≈ 2 MHz. In the narrow-band approximation, the voltage signal coming from the coaxial
transmission line can be modeled as

V(t) = I(t) cos
(
Ω0t
)
+ Q(t) sin

(
Ω0t
)
, (1.1)
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where I(t) and Q(t) are the in-phase and out-of-phase quadrature components of the signal.
The quadratures I(t) and Q(t) are slowly-varying time functions, in the sense that they vary
appreciably on a time scale given by the inverse of the bandwidth ∆ f of the signal. We define
the dimensionless function

A(t) =

√
1
2κ
(
I(t) − jQ(t)

)
, (1.2)

where j =
√
−1 is the imaginary unit and κ, measured in Volts2, is the setup-dependent photon

number conversion factor (PNCF). So, we can rewrite Eq. 1.1 in terms of the field A(t) and its
complex conjugate as

V(t) =
√

k
(

A(t)ejΩ0t + A∗(t)e−jΩ0t
)
. (1.3)

Propagating quantum microwaves To encompass quantum-mechanical effects, we convert
the functions A(t) and A∗(t) to operators

A(t)→ â(t),

A∗(t)→ â†(t).
(1.4)

It can be proved, as done by A. Clerk, in Ref. [23], that â and â† are bosonic operators satisfying
the commutation relation [

â†, â
]
= I, (1.5)

where I is the idenity operator. The quantum-mechanical equivalent of Eq. 1.3, is therefore,

V̂(t) =
√
κ
(

â(t) ejΩ0t + â† (t)e−jΩ0t
)
. (1.6)

1.1.2 Density operator

Density operators are ubiquitous in quantum mechanics. Mathematically, they provide the
most fundamental description of a quantum state ([24]), by generalizing the idea of pure-states to
a more experimentally relevant concept of mixed-states. Formally, given an infinite-dimensional
or a finite-dimensional Hilbert space H and any basis

{∣∣ψn
〉}

i
, every quantum state can be

encoded in a uniquely defined operator

ρ =
∑
n,m

cn,m
∣∣ψn
〉 〈
ψm
∣∣ , (1.7)

where the coefficients cn,m depend only on the quantum state. Since the density operator contains
all the information about the quantum state, in the following we will use the term quantum state
to refer to the density operator of the specific quantum state.

1.1.3 Quasiprobability distributions

In this section, we define and analyze the main properties of the most commonly used
quasiprobability distributions: the Glauber-Sudarshan P-function ([25]), the Wigner function

5
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([26]) and the Husimi Q-function ([27]). On mathematical grounds, neither of them behaves
like proper probability distributions: for instance, the Glauber-Sudarshan P-function can be a
singular function; the Wigner function can assume negative values and the Husimi Q-function
does not respect the third axiom of probabilities. Despite those limitations, quasi-probability
distributions are useful tools and are commonly used to analyze the properties of quantum states
of light and compute expectation values of the associated quantum states. For a comprehensive
and in-depth discussion on the mathematical and physical properties of phase space distributions,
we refer to Ref. [28].

Glauber-Sudarshan P-function

The P-function was defined in 1963 by R. Glauber ([29]) and G. Sudarshan ([25]), who
worked independently on the subject in the same year. The P-function of a quantum state ρ is
defined by the relation

ρ =
x

C

d2α P(α) |α⟩ ⟨α| . (1.8)

Since every density matrix ρ̂ is unit-trace, the P-function is normalized in the phase-space.
The P-function allows to compute the expectation values of normally ordered products of field
operators

(
â†
)n

âm, with n and m integers. From the definition, it can be readily derived that

⟨

(
â†
)n

âm⟩ =
x

C

d2α P(α)
(
α∗
)n

αm. (1.9)

Non-classicality condition The P-function allows to write any quantum state as a mixture
of coherent displaced states |α⟩. This feature can be used to define a general criterion for the
non-classicality or quantumness of a state of light. The criterion, introduced by M. Titulaer and
R. Glauber in Ref. [30], states that a states of light ρ is classical if and only if its P-function
behaves like a regular probability distribution in the phase space. In this case, indeed, ρ can be
uniquely written as a classical mixture of coherent displaced states of light |α⟩. This state is
classical, in the sense that it can be predicted by non-quantum theories and it does not have
features such as quantum superposition. An example of a quantum states, which do not have
classical analogs, is squeezed vacuum states: in fact, it can be shown, see Ref [31], that the
P-function of squeezed vacuum state is negative in some regions of the phase-space.
Despite its conceptual elegance, the P-function is not easy to reconstruct experimentally. A
method to experimentally retrieve the physical information encoded from the Glauber P-
function was introduced by Kiesel et al. in Ref [32]. This method will be discussed in Chapter
5, in relation to our measurements.

Wigner function

The Wigner function of a quantum system is defined as the Weyl-transform of its density
matrix ρ [33]. Formally, the Wigner function Wρ associated to the quantum state ρ and computed

6
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in the phase-space point α = (q + jp)
√

2 is given by

Wρ(α) =
∫

dy e−jpy⟨q + y/2|ρ̂|q − y/2⟩ (1.10)

where
∣∣q〉 (p), with q(p) ∈ R, labels the eigenvectors of the quadrature operators

q̂ =
1
√

2

(
â + â†

)
,

p̂ =
1
√

2j

(
â − â†

)
,

(1.11)

where the coefficient
√

2 is chosen to preserve the commutation relation

[
q̂, p̂
]
= j. (1.12)

The Wigner function is normalized in the phase-space C,

x

C

W(α)d2α = 1 (1.13)

and it is useful to compute expectation values of product operators of the type q̂n p̂m, where n
and m are integers. Indeed, for a product operator of this kind, the expectation value can be
computed easily as

⟨q̂n p̂m⟩ =
1
2

∫
dq qn

∫
dp pmW(q,p), (1.14)

where we made the changed coordinates using

q =
α + α∗
√

2

p =
α − α∗
√

2j
.

(1.15)

Wigner functions can not be interpreted as probability distributions because they are not bound
to be positive everywhere; in the following section, we explore the connection between the
negativity of the Wigner function and the purity of the quantum states.

Why Wigner functions become negative? Let us suppose that we have two pure states∣∣ϕ〉 and
∣∣ψ〉 which are orthogonal, i.e ⟨ϕ|ψ⟩ = 0. Without loss of generality, we assume that

∣∣ϕ〉
has a positive Wigner distribution Wϕ; a pure state with this feature is the vacuum state |0⟩. In
terms of the Wigner functions, Ref. [33], the orthogonality condition can be written as

⟨ϕ|ψ⟩ =
x

C

Wϕ(α)Wψ(α)d2α = 0. (1.16)

7
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Since Wϕ(α) ≥ 0 for all α ∈ C, there must be a set of points β ∈ C for which Wϕ(β) < 0 in
order for the relation 1.16 to be satisfied. So, Wigner negativity is a necessary feature for a set
of pure and orthogonal quantum states, as the Fock-states, |n⟩ ([24]). For this reason, Wigner
positivity can be related to the mixing of pure states with an environment. To corroborate the
last statement, we numerically studied the case of a pure quantum state |1⟩ ⟨1| mixed with a
thermal state ρth of photon population n̄ = 1 by a mixing factor ϵ,

ρ(ϵ) = (1 − ϵ) |1⟩ ⟨1| + ϵρth, (1.17)

where the (1 − ϵ) factor is necessary to preserve the unit trace of the density matrix. In the
limiting cases of ϵ → 0 and ϵ → 1, we have respectively a pure quantum state, the Fock state
|1⟩, and the mixed state ρth. Numerically, we computed and plotted the negative volume VN(ϵ)
and the purity P(ϵ) = Tr

(
ρ(ϵ)2

)
, where VN(ϵ) of a quantum state ρ is defined as

VN =
x

C

d2z
∣∣W(z)

∣∣ − 1. (1.18)

The results of the numerical analysis are showed in Fig. 1.1.

Figure 1.1: The negative Volume VN and purity P as a function of the mixing parameter ϵ. As ϵ → 1,
the purity saturates to the purity of the thermal state ρth and the negative volume goes to
zero.

The results show a clear correlation between coupling to the environment and the exponential
disappearance of the negativity in the Wigner function. It is also worth it to keep in mind that
Wigner negativity is a sufficient condition for a general state, not necessarily pure, ρ to be
defined quantum, but not a necessary one. Indeed, squeezed-vacuum states are non-classical
states, but their Wigner function is a Gaussian distribution in the phase-space.
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(a) (b)

Figure 1.2: (a) Wigner function of partially mixed state ρ(ϵ) for ϵ = 0.5. (b) Wigner function of totally
mixed state ρ(ϵ) for ϵ = 1.

Husimi Q-function

The Husimi Q-function for a given quantum state ρ is defined as

Qρ(α) =
⟨α|ρ|α⟩

π
(1.19)

where the π factor in the denominator ensures the phase-space normalization of the function:∫
C

d2αQρ(α) = 1. (1.20)

From now on, we indicate the Q-function simply as Q(α), omitting the subscript ρ. In contrast
to the Wigner function, Q(α) is always positive since it measures the overlap between the state
ρ and the coherent state |α⟩. Despite this, the Q-function is not a proper probability distribution;
in fact, two different coherent states |α⟩ and

∣∣α′〉 are not-orthogonal, so Q(α) and Q(α′) do not
represent the probabilities of two mutually exclusive states.
The Husimi Q-function is related to the Wigner function by the convolution

Q(α) =
∫
C

d2βW(β − α)e−|β|
2/2. (1.21)

This equation provides a conceptually elegant insight into the positivity of the Husimi Q-
function: in particular, Eq. 1.21 states that the Q-function is just the Wigner function smoothened
over a gaussian with variance value equal 1/2.
The Q-function is used to compute expectation values of anti-ordered products of the anni-
hilation and creation operators: the most general product of this kind is an

(
a†
)m

, with n,m
arbitrary integers. By using the completeness relation for coherent states, it is easy to prove
from equation 1.19 that

⟨an
(

a†
)m
⟩ =

∫
C

d2ααnα∗mQ(α). (1.22)

9



Chapter 1 Propagating quantum microwaves

We note that expectation values of products of annihilation and creation operators, which are
not anti-ordered, are not straightforward to calculate using the Q-function representation.

1.2 Open quantum systems

In order to extract information from a quantum system, it is necessary to couple it to an
external environment. For this reason, we provide a concise introduction to the theory of non-
isolated microwave quantum systems. We start with a brief review of the input-output theory,
originally developed by Collet and Gardiner [34]. Then, we explain the main idea behind the
derivation of the density matrix master equation, starting from the input-output theory. Lastly,
we present a quick treatment of the numerical solution of the density matrix master equation,
which relies on the Choi–Jamiolkowski isomorphism [35], [36].

1.2.1 Input-output theory

The first and simplest version of the input-output theory was developed by Collet and Gardiner
in their seminal paper [34]. Our quantum system of interest is described by an Hamiltonian HS ,
which depends only on the creation and annihilation operators of the cavity mode, which we
label as b̂. In general, the cavity will have its own resonance frequency ω0 and we can write the
Hamiltonian HS as

HS = ℏω0b̂†b̂ + hS , (1.23)

where hS describes other features of the system, such as an external pump or non-linearities of
different orders.
The cavity is coupled to an external environment, which can be described by a Hamiltonian
Henv

Henv =

∫
dω ℏω â(ω)†â(ω), (1.24)

where the modes â(ω) form a continuous set which satisfies the commutation relation[
â(ω), â(ω′)†

]
= δ(ω − ω′). (1.25)

The first assumption of the input-output theory is that the interaction operator Hint between the
cavity and the waveguide is linear in both b̂ and â(ω); this implies that Hint is of the type

Hint =

∫
dω g(ω)

(
b† + b

)(
a(ω)† + a(ω)

)
, (1.26)

where the function g(ω) describes the strength of the coupling between the environment modes
â(ω) and the cavity mode b̂. The total Hamiltonian is

Htot = HS + Henv + Hint. (1.27)

10



1.2 Open quantum systems

The second assumption of input-output theory is that all the relevant dynamics happens in a
small frequency range around the resonance frequency ω0 of the cavity. This assumption let us
to transform equation 1.27 in the frame rotating with frequency ω0 and to perform the rotating
wave approximation (RWA). The transformed total Hamiltonian reads

H′tot = h′S +
∫ ∞
−ω0

dω ℏω â(ω)†â(ω) +
∫ ∞
−ω0

dω ℏg(ω)
(

b†a(ω) + ba(ω)†
)
, (1.28)

where h′S is the operator hS defined in 1.23 transformed in the rotating frame.
The third and final assumption of this theory is that the coupling strength g(ω) is frequency-
independent, i.e. g(ω) = g for all the frequencies ω. This approximation is also known as
Markov approximation. We define the external coupling factor γe as

γe = g2. (1.29)

Therefore,

H′tot = h′S +
∫ ∞
−ω0

dω ℏω â(ω)†â(ω) + ℏ√γe

∫ ∞
−ω0

dω
(

b†a(ω) + ba(ω)†
)
. (1.30)

Langevin Equations

In the Heisenberg picture, all operators in Eq. 1.30 depend on time. To obtain the equation of
motion for the cavity operator b̂, we have to evaluate the Heisenberg equation of motion,

d
dt

b̂ = −
j
ℏ

[
H′tot, b̂

]
. (1.31)

Computing the commuator in the last equation gives us

d
dt

b̂ = −
j
ℏ

[
h′S , b̂

]
−
γe

2
b̂(t) + j

√
γe

∫ ∞
−ω0

dω a(ω, 0)e−jωt. (1.32)

We define the input field ain as

ain(t) =
∫ ∞
−ω0

dω a(ω, 0)e−jωt. (1.33)

Physically the input field ain describes the free-evolution in time of the external modes a(ω) at
time t = 0, before the interaction with the cavity. In more practical terms, the profile a(ω, 0)
of the external modes at the initial time t = 0 fully determines the interaction between the
cavity and the waveguide. If we substitute the definition of the input field ain(t) 1.33 in the time
equation for b̂ 1.32, we get

d
dt

b̂ = −
j
ℏ

[
h′S , b̂

]
−
γe

2
b̂(t) + j

√
γeain(t). (1.34)
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The equation 1.34 is known as the quantum Langevin equation for the cavity mode b̂. Theoreti-
cally, this equation allows us compute cavity modes at any given time t, if we know the initial
condition b̂(t = 0) and the input mode ain(t).

1.2.2 Output-mode and boundary conditions

While equation 1.34 correctly describes the intra-cavity dynamics, the latter is never observed
experimentally. Indeed, in experiments, we can only retrieve physical information from the
external modes a(ω). To build a model that describes the effect of the cavity modes b̂ on the
external modes a(ω), we define the output-mode aout as

aout(t) =
∫ ∞
−ω0

dω a(ω,∞)ejωt. (1.35)

Physically, the input field aout describes the backward evolution in time (see the sign of ω in
the last equation) of the operators a(ω) computed at time t → ∞, after the interaction with
the cavity. It can be proved, see Ref. [34], that, in terms of the output-mode operator aout, the
equation of motion is

d
dt

b̂ = −
j
ℏ

[
h′S , b̂

]
+
γe

2
b̂(t) + j

√
γeaout(t). (1.36)

If we subtract the last equation to equation Eq. 1.34, we derive the boundary-condition for the
quantum Langevin equation,

aout(t) = ain(t) + j
√
γeb̂(t). (1.37)

So, if we both know the input mode ain(t), the cavity mode ˆb(t), we can obtain the information
about the measured quantum mode thanks to the boundary condition 1.37.

1.2.3 Loss modes

In experiments, the cavity never interacts only with the observable external modes b̂(ω).
Indeed, our cavity often interacts with other degrees of freedom whose dynamics cannot be
measured, such as parasitic two-level systems due to fabrication imperfections. In the framework
of the input-output theory, we describe those degrees of freedom introducing the loss modes
c(ω). The loss mode interact with the cavity with an Hamiltonian Hloss given by

Hloss,cavity =
√
γi

∫ ∞
−ω0

dω
(

c(ω)†b + c(ω)b†
)
, (1.38)

where the factor γi is the internal loss rate and quantifies the amount of energy per unit of time
that the system lose by interacting with the loss modes. Including the Hamiltonian 1.38 in the
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1.2 Open quantum systems

Heisenberg equation of motion 1.31, we get a new quantum Langevin equation

d
dt

b̂ = −
j
ℏ

[
h′S , b̂

]
−
γ

2
b̂(t) + j

√
γeain(t) + j

√
γicin(t), (1.39)

where γ = γi + γe is the total loss rate which quantifies the rate at which the cavity loses the
information stored inside it and cin(t) is the input mode associated to the loss-modes.

1.2.4 Master equation

The quantum Langevin equation 1.39, derived in the previous section, is often practically
intractable. In some simple cases, this equation is equivalent to a description formulated using
the quantum state density matrix ρ. The time equation for ρ is referred to as master’s equation.
The derivation of the master’s equation, presented in full details in Ref. [34], is based on the
idea that the expectation values computed using the quatum Langevin equation and the master’s
equation should be identical. In equations,

Tr
(

â
d
dt
ρ

)
S
= Tr

((
d
dt

â
)
ρ

)
H

, (1.40)

where H and S subscripts indicate respectively Schroedinger’s and Heisenberg’s pictures. In
the following part of this section, we present the explicit form of the master’s equation in two
simple cases which are relevant to our experiments:

1. interaction of the cavity with vacuum noise;

2. interaction of the cavity with a coherent tone.

Interaction with vacuum noise When the both the input mode ain and the loss mode cin

describe quantum fluctuations, the resulting equation of motion for the cavity density operator
ρ is

d
dt
ρ(t) =

i
ℏ
[
ρ, h′S

]
+
γ

2

(
2b̂ρb̂† −

{
b̂†b̂, ρ

})
= L(ρ(t)). (1.41)

The super-operator L is called Lindbladsuper-operator and equation 1.41 is also known as
Lindblad master’s equation [37]. This equation is useful to model the case of the two-photon
pumped JPA described in Chapter 4. In that case, the two-photon pump can be included as a
term of the system’s Hamiltonian operator and we can assume that the input fields ain and cin

descibe weak-thermal states with photon population n̄ < 10−3.

Interaction with a coherent tone Another case of interest is when the input loss mode
cin describes vacuum fluctuations and the input mode ain describes a classical coherent tone
of power Pin and frequency ωin. This case is relevant for our experiments, since we use a
Josephson parametric converted (JPC) as a resonantly driven non-linear oscillator. The theory

13



Chapter 1 Propagating quantum microwaves

and the results of these experiments are explained respectively in Chapters 4 and 5. The equation
of motion in this case is

d
dt
ρ(t) = L′

(
ρ(t)
)
, (1.42)

where L′’ is computed as

L′(ρ(t)) =
j
ℏ
[
ρ, h′S

]
+

j∆
ℏ

[
ρ, b̂†b̂

]
−
Ω

ℏ

[
ρ,
(

b̂† − b̂
)]
+
γ

2

(
2b̂ρb̂† −

{
b̂†b̂, ρ

})
, (1.43)

where ∆ = ω0 − ωin is the detuning between the cavity and the resonant mode and Ω =
√
γePin/ℏω0 quantifies the strength of the interaction between the coherent input tone and the

cavity.

1.2.5 Numerical treatment of the master’s equation

In this section we explain how to solve numerically the master’s equations 1.41 and 1.42 in
both the time-transient and steady-state regimes. The techniques explained in this section are
used in the next chapters of this thesis.

Dimensional cutoff

For quantum states associated with the bosonic annihilation and creation operators, the
Hilbert space has infinite dimensions. In order to numerically represent the density matrix of a
infinite-dimensional Hilbert space, we have to introduce a cutoff dimensionDc. As a rule of
thumb, in order to not introduce numerical artifacts in the state representation, Dc is chosen
such that

Dc ≫ N̄ = Tr
[
b†b ρ

]
. (1.44)

If we want to simulate the equation of motion over a time-interval [t0, t f ] this last rule can
be generalized in such a way that the cutoff dimension is large enough for every point in the
considered time interval:

Dc ≫ max
t∈[t0,t f ]

N̄(t). (1.45)

Choi-Jamiolkowki isomorphism

The Choi-Jamiolkowki isomorphism ([35]) makes it possible to rewrite the non-linear
master’s equation as a first-order linear differential equation, without any approximation. This
possibility allows for the straightforward numerical implementation of the master’s equation
in both the transient and steady-state regimes. Formally, it states that there is a one-to-one
correspondence between the set of trace preserving and completely positive quantum channels,
such as the Lindblad super-operator L, acting on a Hilbert space of dimensionD and the set of
non-negative linear operators acting on a larger Hilbert space of dimensionD2. This theoretical
result has two important consequences:

14



1.2 Open quantum systems

1. any density matrix on the Hilbert space of dimensionD,H , is equivalent to a pure state,
a ket, on the Hilbert space of dimension D2,H ′. In practice, we can associate to each
density matrix ρ̂ ∈ H a ket

∣∣ρ〉 ∈ H ′: this can be realized by rearranging the entries of
the density matrix to form a column vector.

2. We can associate to the non-linear super-operator L acting on the Hilbert space H an
equivalent linear and non-negative operator L̂ acting on the Hilbert spaceH ′. The linear
operator L̂ is equivalent to L in the sense that the non-linear Lindblad master’s equation
is equivalent to the linear equation

d
dt

∣∣ρ〉 = L̂
∣∣ρ〉 . (1.46)

As proved in Ref. [38], it is possible to provide an explicit expression for the linear
operator L̂:

L̂ = − j
[

(h′S ⊗ I) −
(
I ⊗ h′S

TR
)]

+
γ

2

(
2b̂ ⊗ b̂∗ − b̂†b̂ ⊗ I − I ⊗ b̂TRb̂∗

)
,

(1.47)

where ⊗ labels the outer product ([39]).

If the initial condition
∣∣ρ〉 (t = 0) is known, the linear equation 1.46 can be implemented in

common programming languages such as Python, using standard numerical integration tech-
niques. In the following chapters, we used a fourth-order Runge-Kutta method [40] implement
using the "Qutip" [41] package for the Python programming langauge.

Steady state solution By definition, the steady-state, ρss, of a quantum system exists if

d
dt

∣∣ρss
〉
= 0. (1.48)

Using equation 1.46, the last equation is equivalent to

L̂
∣∣ρss
〉
= 0. (1.49)

Since, from the Choi-Jamiolwski isomorphism, we know that L̂ is a non-negative operator, its
eigenvalues {λ} have non-negative real parts. Then, we can find the steady-state ρss computing
the eigenvector of L̂ with the eigenvalue which has the smallest real part. If it exists an
eigenvalues λ0 with Re{λ0} = 0 (within the numerical accuracy), the corresponding eigenvector
is the wanteds steady-state.
The problem of finding and sorting the eigenvalues and eigenvectors can be solved using
the iterative Lanczos Algorithm ([42]), which is implemented in standard modern numerical
libraries such as the "linalg" package of the SciPy ([43]). We observe that this approach is much
faster and more memory efficient compared to solving the equation 1.46 and taking the limit
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Chapter 1 Propagating quantum microwaves

t → ∞.

1.3 Superconducting quantum circuits

In this section, we present the superconducting quantum devices we use in this thesis work
to generate the quantum states of light which are measured in Chapter 5. In particular, we aim
to describe the Josephson parametric amplifier (JPA) and the Josephson parametric converter
(JPC).

1.3.1 Josephson junctions

The Josephson effect, discovered by B. D. Josephson in 1962 [44], occurs when two super-
conductors are weakly coupled to each other, often by introducing a thin insulating barrier and
forming a Josephson junction. This macroscopic quantum phenomenon is described by the first
and second Josephson equations [45],

Is(φ) = Ic sin
(
φ
)
,

∂φ

∂t
=

2π
Φ0

V(t),
(1.50)

where φ is the gauge-invariance phase difference across the junction, Is is the supercurrent
flowing trough the junction, Ic is the Josephson critical current of the junction. Φ0 = h/(2e) is
the flux quantum and V(t) is voltage across the junction. The non-linear inductance, Ls, of the
junction can be computed from the definition of inductance V = LdI/dt,

Ls(φ) =
Φ0

2πIc cos (φ)
=

Lc

cos (φ)
. (1.51)

where Lc = Φ0/(2πIc) is the minimum junction inductance [45].

1.3.2 DC-SQUID

The direct-current superconducting quantum interference device (DC SQUID) is a powerful
quantum device and it consists of two Josephson junctions in a superconducting loop. It was
first realized by R. C. Jaklevic et al. in 1964 [46]. In the simplest case, the superconducting
loop is composed by two nominally identical Josephson junctions of critical current Ic. Then,
the phase difference between the two junction is

φ1 − φ2 =
2πΦ
Φ0
+ 2πn, (1.52)

where n ∈ Z and Φ = Φe + LloopIcirc is total magnetic flux through the loop, which is given by
two contributions: the applied external flux Φe and the self-induced flux LloopIcirc, where Lloop

is the self-inductance of the superconducting loop and Icirc is the circulating current. The total
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1.3 Superconducting quantum circuits

magnetic flux through the DC-SQUID is given by [45],

Φ

Φ0
=
Φe

Φ0
−
βL

2
cos
(
φ1 + φ2

2

)
sin
(
φ1 − φ2

2

)
(1.53)

where βL = 2LloopIcirc/Φ0 is the screening parameter. In the case β≃0, the self-inductance of
the DC-SQUID can be neglected and Φ ≃ Φe. In this case, the maximum transport current of
the DC-SQUID is

Imax
s = 2Ic

∣∣∣∣∣cos
(
π
Φe

Φ0

)∣∣∣∣∣ , (1.54)

and can be modulated by applying an external magnetic flux Φe. In this regime, the DC-
SQUID can be viewed as a single Josephson junction with maximum supercurrent modulated
by an external magnetic flux. We can then express a flux-tunable inductance, Ls(Φe), of the
DC-SQUID [47],

Ls(Φe) =
Φ0

4πIc

∣∣∣∣cos
(
πΦe
Φ0

)∣∣∣∣ =
Lc∣∣∣∣cos
(
πΦe
Φ0

)∣∣∣∣ , (1.55)

This implies that the DC-SQUID can be regarded as a flux-tunable inductance, and we can
exploit it as a nonlinear building block in superconducting circuits.

1.3.3 Josephson parametric amplifiers

A flux-driven JPA [48, 49] is a superconducting resonator that consists of a coplanar waveg-
uide (CPW) short-circuited to ground via a direct current superconducting quantum interference
device. The JPA can be used to achieve parametric amplification of microwave signals and
to generate squeezed states. Since the physical dimensions of the CPW is comparable to mi-
crowave wavelengths, we should describe the CPW with a distributed-element model as shown
by the schematic in Fig. 1.3. Furthermore, we can neglect losses in the superconducting CPW
and use the telegrapher’s equations to derive its characteristic impedance [50],

Zc =
L0

C0
, (1.56)

where L0 and C0 are the inductance and capacitance per unit-length.

17



Chapter 1 Propagating quantum microwaves

Figure 1.3: Circuit diagram of the JPA that consists of a CPW resonator short-circuited to ground via a
DC-SQUID. The crosses denote Josephson junctions.

We apply boundary conditions on the waves propagating through the transmission line to
create a resonator: at one end, the CPW is capacitively coupled with capacitance Cc, which
defines the external quality factor and hence the coupling to external fields. At the other end,
the CPW is short-circuited to the ground. This creates a quarter-wavelength resonator with
electrical length d. The fundamental resonance frequency is given by [50],

fres =
1

√
LresCres

, (1.57)

where have defined the resonator inductance Lres = d L0 and the resonator capacitance Cres =

d C0. We observe that changing the resonator inductance Lres with the application of an external
magnetic flux through the DC-SQUID, as in Eq. 1.55, would change the resonance frequency
of the JPA. Therefore, the resonance frequency becomes tunable with an external flux.
The resonator can be characterized by its loaded quality factor QL, defined as [50]

QL = 2π
average energy stored
energy loss per cycle

=
ωres

γint + γext
, (1.58)

where ωres is the angular resonance frequency. The constants γint and γext are the internal
loss-rates and the external coupling factor, defined in the previous section. The internal quality
factor, Qint = ωres/γint, provides information about internal losses of the resonator. The external
quality factor Qext = ωres/γext determines the coupling strength to the signal port, which mainly
depends on the coupling capacitance. The loaded, internal and external quality factors are
related by

QL =
QintQext

Qext + Qint
. (1.59)

The internal and external quality factors can be extracted by experimentally measuring the com-
plex reflection coefficient of the JPA, as explained in Chapter 3. The full quantum-mechanical
model and the Hamiltonian operator used to describe the JPA are presented in Chapter 4.
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1.4 Summary

1.4 Summary

In this chapter, we presented the fundamental theory needed to understand the following
chapters of this thesis work. In the first section, we described the theoretical framework needed
to describe the physical features of propagating quantum microwaves. We defined the concepts
of density matrices and quasi-probability distributions. In the second section, we introduced the
tools needed to explore the dynamics of the mode of a microwave cavity. We briefly illustrated
the quantum Langevin equation for the field operator and the master’s equation for the field
density matrix. We concluded the section with a discussion on the numerical techniques used to
solve the above-mentioned equations. In the third section, we briefly illustrated the basic theory
of Josephson junctions and JPAs.
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Chapter 2

Tomographic methods for propagating
quantum microwaves

As explained in Chapter 1, the state of a quantum system is a mathematical object that
encodes all the information relative to the state, such as density matrices or quasi-probability
distributions. In the framework of quantum mechanics, we can reconstruct the state of a quantum
system by performing different measurements on many identical copies of the system itself:
this procedure is called quantum tomography. For a detailed and formal introduction to this
broad field, we refer the reader to Ref. [51].
This chapter is organized as follows: in the first section, 2.1, we schematically introduce the
heterodyne detection scheme used in this thesis to perform quantum tomography of propagating
quantum microwaves. In the following section, 2.2, we introduce the basic concepts relative
to positive operator-valued measures (POVMs) sets related to quantum measurements. In the
third section, 2.3, we introduce the iterative maximum likelihood estimation (IMLE) protocol,
originally developed by J. Rehacek and Z. Hradil [52]. In the fourth section, 2.4, we show the
numerical simulation of the IMLE protocol on the measurement introduced in Sec. 2.1, for
a particular state of light. The concluding section of this chapter, 1.5, explores the possible
improvements which can be obtained by adding a low-noise cryogenic pre-amplifier in the
heterodyne detection scheme.

2.1 Heterodyne dectetion and tomography

The heterodyne detection scheme allows for the simultaneous sampling of two orthogonal
quadratures of a propagating quantum microwave signal. In our experiments, the microwave
signal consists in the steady-state radiation emitted by a quantum device (either a JPA or a JPC)
operating at cryogenic temperatures. The field describing the propagating field is labeled as â.
In order to be detected by room-temperature electronics, the field â is amplified by a low-noise
phase-insensitive amplifier.



2.1 Heterodyne dectetion and tomography

Figure 2.1: Schematic of the heterodyne measurement scheme used in this thesis work. The steady-state
field â emitted from either the JPC and the JPA is amplified by a phase-insenstive amplifier
(green triangle) with gain G and number of noise photons nv. The resulting mode, ŝ, is
mixed with a strong local oscillator (LO) signal with an LO mixer (blue mixer), which
can be modeled as a three ports device with transmissivity τ ≃ 1. The output signal field,
ξ̂, is digitally demodulated, and the orthogonal quadratures q̂ξ and p̂ξ, defined in equation
2.7, are measured. The measurement is performed using a field-programmable-gate-array
(FPGA) card.

The amplified mode ŝ is linked to the output mode of the quantum device, â, by the relation
introduced by Caves in his seminal work Ref. [53],

ŝ =
√

Gâ +
√

G − 1ν̂†, (2.1)

where G is the total amplification provided by the amplifier and ν̂ is the thermal field describing
the noise photons introduced by the amplification process. The total number of noise photons is
defined as

nν = ⟨ν̂†ν̂⟩. (2.2)

The total number of noise photons is bounded by the Heisenberg uncertainty principle,

nv ≥
1
2
. (2.3)

The signal ŝ is mixed to a strong local-oscillator (LO) signal, described by a field ℓ̂, using an
LO mixer. The LO mixer can be modeled as a three ports device which outputs the mode ξ̂
given by the linear relation

ξ̂ =
√
τ ŝ +

√
1 − τ ℓ̂, (2.4)

where τ is the transmissivity of the mixer. Combining the definitions of ξ̂ and ŝ, we get

ξ̂ =
√

Gτ

(
â +

√
G − 1

G
ν̂† +

√
(1 − τ)G

τ
ℓ̂

)
. (2.5)

In our experimental setup, G ≫ 1 and τ ≃ 1. Therefore, we can approximate the expression for
the demodulated mode as

ξ̂
√

G
≃ â + ν̂†. (2.6)

In the last equation, we neglected the effect of the mode ℓ̂ since the prefactor
√

(1 − τ)/τG ≈
√

1/G → 0. The mode ξ̂ is recorded using a field-programmable-gate-array (FPGA). The
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Chapter 2 Tomographic methods for propagating quantum microwaves

sampled trace is then digitally demodulated in its quadrature components. In conclusion, the
heterodyne detection scheme measures simultaneously the orthogonal quadratures q̂ξ and p̂ξ of
the field ξ̂, which are defined by the relation

ξ̂ =
1
√

2

(
q̂ξ + jp̂ξ

)
. (2.7)

2.1.1 Tomography from histogram of ξ̂

The histogram of the measured mode ξ̂ can be used to evaluate the expectation values of
the mode â. Indeed, the histogram of the demodulated quadratures q̂ξ and p̂ξ approximates
the Husimi Q-function Qξ of the mode ξ̂. Therefore, it allows us to estimate the anti-normal
ordered products of the kind

⟨ξ̂nξ̂†
m
⟩ =

x

C

dξ Qξ(ξ)ξnξ∗
m
, (2.8)

where n and m are arbitrary integers. The (n,m)-th anti-normal expectation value of the operator
ξ̂ can be related to anti-normal expectation values of the operator â. Indeed, by using 2.6, we
derive that

⟨ξ̂nξ̂†
m
⟩ = G(n+m)/2

n∑
k=0

m∑
ℓ=0

(
n
k

)(
m
ℓ

)
⟨ân−kâ†

k
⟩⟨v̂†

(m−ℓ)
v̂ℓ⟩, (2.9)

which is a set of linear equations in the anti-normal expectation values of â. The linear equation
can inverted numerically, and the anti-normal expectation values of the operator â can therefore
be obtained. From these expectation values, the density matrix ρa describing the mode â can
ideally be derived. To see how this is possible, we start by rewriting the generic anti-normal
expectation value ⟨ânâ†

m
⟩ in terms of the Husimi Q-function of the mode â, Qa,

⟨ânâ†
m
⟩ =

x

C

dαQa(α)αnα∗
m
. (2.10)

By using the definition of the Husimi Q-function in terms of the density matrix ρ and by
expanding ρ in the Fock basis, we obtain a set of linear equations for the entries of ρ, which
reads as

⟨ânâ†
m
⟩ =
∑
k,l

An,m,k,l ρk,l, (2.11)

where
An,m,k,l =

1
√

n!m!

x

C

d2α e−|α|
2
αn+kα∗

m+k
. (2.12)

In conclusion, from the histogram of the mode ξ̂, it is in principle possible to derive the density
matrix. In practice, this approach has the drawback of requiring the solution of two different
linear inversion problems. In particular, equation 2.11 requires the inversion of the four indexes
tensorAn,m,k,l, which is a procedure prone to numerical instabilities and errors. In the following,
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we therefore focus on alternative numerical tomographic techniques, which do not require
numerical inversion of large tensors.

2.1.2 Quantum efficiency

In this section, we introduce the concept of quantum efficiency, which is commonly used to
quantify the performance of a heterodyne detection scheme. Formally, we define the quantum
efficiency η of a heterodyne detection scheme as

η =
1

1 + 2nv
, (2.13)

where nv is the total number of noise photons introduced by the phase-insensitive amplifier. As
it is clear from the definition, the quantum efficiency is inversely proportional to the number
of noise photons nv. We observe that, since nv ≥ 1/2, the quantum efficiency of a heterodyne
detection scheme is bounded as η ≤ 1/2. This limit value η = 1/2 can be reached by an
ideal quantum-limited phase-insensitive amplifier. Physically, this limit arises from the fact
that, in a heterodyne detection scheme, we are measuring two orthogonal quadratures, q̂ξ
and p̂ξ, simultaneously, and therefore we are limited by the Heisenberg uncertainty principle;
indeed, this limit is not present for detection schemes that involve the measurement of only one
quadrature at the time, such as the homodyne detection scheme [54].

2.2 Quantum measurements and POVMs

This section is dedicated to a brief introduction to the formalism of Positive Operator-Valued
Measure (POVM) measurements which is necessary to understand the tomographic protocol
explained in the following section; for a more complete and in-depth discussion on POVM
measurements we refer the interested reader to Ref. [55].
Mathematically, given a Hilbert space H of dimension D, a POVM is a set of M operators{
Π̂m

}M

m=1
acting onH and satisfying the following properties:

1. each operator Π̂m is a positive operator, which means that Π̂m is self-adjoint and that all

the eigenvalues
{
π(k)

m

}D

k=1
of Π̂m are non-negative real numbers;

2. the set of the operators
{
Π̂m

}M

m=1
is a resolution of the identity operator, id est

M∑
m=1

Π̂m = I, (2.14)

where I is the identity operator.

POVM sets are useful because they provide the most general framework to model measurements
on quantum states. Indeed, for a measurement with M possible outcomes, labeled as {om}

M
m=1,
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Chapter 2 Tomographic methods for propagating quantum microwaves

we can associate to each outcome om a positive operator Π̂m. Given an arbitrary quantum state
ρ, the probability pm that an observer measures the outcome om can be computed using

pm = Tr
(
Π̂mρ

)
. (2.15)

In general, a POVM set allows to theoretically predict the quantum state of the system after the
measurement process is performed on it. Indeed, if the measurement outcome was associated
with the operator Π̂m, the resulting density matrix can be written as a function of the projector
Π̂m associated to the outcome om,

ρm =

√
Π̂m ρ

√
Π̂m

Tr
(
Π̂mρ

) . (2.16)

2.3 Iterative maximum likelihood stimation

The main advantage of the iterative maximum likelihood estimation (IMLE), compared to
standard maximum likelihood estimation approaches, resides in its numerical efficiency and
straightforward implementation; it also has the advantage of being adaptable to any kind of
measurement data, as long as the POVM implemented by the measurement scheme is known.
This section is organized as follows: in the first subsection 2.3.1, we introduce the essential
theory behind this protocol, including its motivation in terms of more general concepts of
classical information theory; we provide also the sketch of the algorithm to implement the
IMLE protocol. The more formal details are omitted from our treatment: for these details,
we refer the interested reader to the original paper in Ref. [52]. The second subsection 2.3.2
describes the statistical and numerical procedure that can be used to estimate the uncertainties
on the entries of the reconstructed density matrix.

2.3.1 Description of the protocol

In order to reconstruct the density matrix, the IMLE protocol assumes that many copies of an
unknown quantum state have been measured using a set of M measurement operators {Π̂ j}

M
j=1,

which are assumed to form a POVM, with the properties listed in section 2.2. From the repeated
measurements, we obtain the outcomes frequencies { f j}

M
j=1, where f j is the observed frequency

of the outcome associated to the operator Π̂ j.
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2.3 Iterative maximum likelihood stimation

Figure 2.2: Schematic of the quantum measurement process as explained in the main text. An unknown
quantum state ρ̂ is measured using a POVM {Π̂ j}

M
j=1. The measurement is repeated many

times and the outcomes are stored. Finally, for each possible outcome O j, we compute the
measurement frequency f j.

For an arbitrary density operator ρ̂, the likelihood that ρ̂ represents the density operator of
the measured state is given by the measured frequencies { f j}

M
j=1 and reads

L[ρ̂] =
M∏
j=1

(
p j[ρ̂]

) f j , (2.17)

where p j[ρ̂] is the a-priori probability of measuring the outcome associated to Π̂ j. The a-priori
probability can be computed according to the Born rule

p j[ρ̂] = Tr
(
Π̂ j ρ̂

)
. (2.18)

The goal of the IMLE algorithm is to find the density operator ρ̂MLE which maximizes the
likelihood. Formally,

ρ̂MLE = argmax
ρ̂

L[ρ̂]. (2.19)

Why maximizing the likelihood? The idea of maximizing the Likelihood function can
be motivated by classical Information Theory. In this context, we are dealing with two dis-
crete probability distributions: the distribution of the measured frequencies { f j}

M
j=1, which we

label F, and the unknown distribution of a-priori probabilities {p j}
M
j=1, defined in equation

2.18 and which we label P. The problem of reconstructing the most-likely density matrix is
mathematically equivalent to the problem of finding the distribution P which shares the most
similar statistical content with the distribution F. A possible way to quantify the difference in
the information content of two between P and F is by using their Kullback-Leibler divergence.
This quantity, first introduced by S. Kullback and R. A. Leibler in Ref [56], is defined as

D(F, P) =
M∑
j=1

f j log
f j

p j
. (2.20)
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The problem of minimizing this quantity with respect to the a-priori probabilities p j is equivalent
to maximizing the term

M∑
j=1

f j log p j, (2.21)

which is just the natural logarithm of the Likelihood defined in equation 2.17.

How to maximize the Likelihood? In order to maximize the Likelihood, we introduce the
operator R(ρ̂), defined as

R(ρ̂) =
∑
j=1

f j

p j(ρ̂)
Π̂ j. (2.22)

It can be proved that, starting from an arbitrary initial guess ρ̂0, the succession of density
matrices

ρ̂k+1 = R(ρ̂k)ρ̂kR(ρ̂k) (2.23)

has monotonically increasing Likelihood, id est L[ρ̂k+1] > L[ρ̂k]. Also, it is important to note
that each density operator computed using equations 2.22 and 2.23 is by construction self-
adjoint, unit-trace and positive-semidefinite. This feature of the Iterative Maximum Likelihood
Estimation protocol ensures that each reconstructed density operator is indeed a physical one.
Coming back to equation 2.23, we observe that in the limiting case for which ρ̂k represents the
exact density matrix of the unknown quantum state, the a-piori probabilities coincides with the
measured outcome frequencies f j,

f j = p j(ρ̂k) (2.24)

and then
R = I =⇒ R(ρ̂k)ρ̂kR(ρ̂k) = ρ̂k, (2.25)

where I is the identity matrix.

The algorithm The last observations allow us to formulate the algorithm for the Iterative
Maximum Likelihood Estimation.

1. We fix a maximum number of iterations Nmax, a small threshold ϵ and an initial guess
for the density matrix to reconstruct. The choices of Nmax and ϵ depend on the precision
we want to achieve on the reconstruction and the numerical complexity we are able to
tolerate. In our experiments, we fixed the initial guess to the maximally mixed quantum
state of dimensionDc,

ρ̂0 =
I
Dc

. (2.26)

We also set the iteration number k = 0.

2. If k < Nmax, we compute the operator R(ρ̂k) given the set of measurement operators, Π̂ j,
and the measured frequencies f j, using equation 2.22.
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2.3 Iterative maximum likelihood stimation

3. From R(ρ̂k), we compute the density matrix ρ̂k+1, using equation 2.23, and the likelihood
L[ρ̂k+1], using 2.17.

4. If the relative change in Likelihood is smaller than ϵ, i.e

L[ρ̂k+1] − L[ρ̂k]
L[ρ̂k

< ϵ, (2.27)

the protocol has converged and outputs the density operator ρ̂k+1. If that is not the case,
we increase k by one and go back to point 2.

5. If k = Nmax the protocol has reached the maximum number of iterations without converg-
ing. In this case, it outputs the last obtained density matrix.

Numerical complexity

The algorithm outlined in the last section has been implemented in Python during this thesis
work.
As a side note, we also comment on its numerical complexity. The full protocol is repeated, at
worse, Nmax times; for each iteration, the protocol computes M + 2 matrix product: two of them
are needed for the estimation of the density matrix ρk+1 and, the other M are needed to evaluate
the a-priori probabilities

{
p j
}M

j=1. The numerical complexity of each matrix multiplication is
O(Dµ

c ), where µ is a constant between 2.3 and 3 and depends on the algorithmic implementation
of the matrix product. Using the Coppersmith-Winograd algorithm [57], µ ≃ 2.37. In conclusion,
the whole algorithm has a numerical complexity of

O

(
Nmax · (M + 2) · D2.37

c

)
≃ O

(
Nmax · M · D2.37

c

)
(2.28)

Finally, the complexity of the protocol scales linearly with the number of projectors but as
a power with respect to the cut-off dimension of the quantum system Dc. This characteristic
makes the protocol more difficult to implement for highly populated quantum systems, wich
require larger cut-off dimensions Dc.

2.3.2 Estimation of uncertainties

The goal of this section is to present a simple and robust statistical method to determine the
statistical uncertainties δ on the reconstructed density matrix ρ̂MLE . We define δ as the matrix
of the uncertainties of ρ̂MLE , in the sense that the entries δi j, with i, j integer indeces, represent
the statistical uncertainty of the (i, j)th-element of ρ̂MLE .
To estimate δ, we follow the method proposed by A. Lvovsky in Ref. [58]. The method proceeds
as follows: from the most likely density matrix ρ̂MLE , we can generate N sets of simulated
measurement data: we label the set of simulated data S1, . . .SN . In practice, this can be achieved
using a random number generator with a probability distribution computed from equation 2.18.
From each one of those sets Sk of simulated data, with k ∈ {1, . . . ,N}, we can reconstruct the
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Chapter 2 Tomographic methods for propagating quantum microwaves

most-likely density matrix ρ̃k using the IMLE protocol outlined above. In general, ρ̃k will be
slightly different from ρ̂MLE . Then, from the simulated density matrices

{
ρ̃k
}N

k=1, we can finally
estimate the statistical uncertainties on ρ̂MLE by computing the average of the errors

δ =
1
N

N∑
k=1

(
ρMLE − ρ̃k

)
. (2.29)

2.3.3 IMLE applied to heterodyne detection

In this section, we describe the IMLE tomography method applied to the heterodyne detection
scheme introduced in section 2.1. The goal of this section is to present a numerically useful
expression for the POVM

{
Π j
}M

j=1 for the heterodyne detection. In particular, we derive an
expression for the POVM which depends only on the experimental parameters that characterize
the detection scheme: the total gain of the amplification chain G and the number of noise
photons introduced by the amplification process nv. In terms of quasi-probability distributions,
equation 2.6 allows to express the Q-function of the measured mode Qξ as the complex-plane
convolution between the P-function of the noise mode Pv and the Q-function of the quantum
signal mode Qa. In the high-gain limit, the convolution, proved by M.S. Kim in [59], reads as

Qξ(β) =
1
G

∫
C

d2α Pv

(
β
√

G
− α

)
Qa(α), (2.30)

where Pv(α) = N exp
(
−|α|2/nv

)
is the Glauber-Sudarshan P-function for the noise mode ν̂. In

the heterodyne detection scheme, the sampled quadrature operators have a continuous spectrum
and the POVM is given by a continuous set of hermitian operators Π̂(β) satisfying∫

C
d2β Π̂(β) = I, (2.31)

where the integration is extended to th whole complex plan. To obtain an expression for Π̂(β),
for β ∈ C, we start rewriting equation 2.30 by replacing the definition of Qa in terms of the
unknown density operator ρ̂a of the quantum mode. We obtain

Qξ(β) =
1
πG

Tr

(
ρ̂a

∫
C

d2α Pv

(
β
√

G
− α

)
|α⟩ ⟨α|

)
. (2.32)

Comparing equation 2.32 to the general equation for the a-priori probabilities 2.18, we identify

Π̂(β) =
1
πG

∫
C

d2α Pv

(
β
√

G
− α

)
|α⟩ ⟨α| . (2.33)
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Using the definition of the P-function presented in Chapter 1, the expression 2.33 for the
measurement operator Π̂(β) can be rewritten as

Π̂(β) =
1

Gπ
D̂
(

β
√

G

)
ρ̂vD̂†

(
β
√

G

)
. (2.34)

Since the noise mode occupies a thermal state, the equation 2.34 relies on just two parameters
to be determined experimentally: the average noise mode photon occupation n̄v and the amplifi-
cation chain gain G. In practice, both are extracted from the planck-spectroscopy measurement,
explained Chapter 3.

2.4 Numerical simulation of heterodyne protocol

This section summarizes the results obtained by implementing the Iterative Maximum
Likelihood Estimation reconstruction protocol, using the heterodyne detection POVM 2.34, on
a set of simulated measurement data. We simulate the protocol against a state belonging to the
family of even cat-states

∣∣C+(β)
〉
, defined as

∣∣C+(β)
〉
= N

(∣∣β〉 + ∣∣−β〉) , (2.35)

where N is a normalization factor and
∣∣β〉 is a coherent state. Without loss of generality, we

considered the case β ∈ R. The reason for this choice is that cat-states are quantum states with
rich features such as reflection symmetry in the phase space, Wigner negativity, and interference
fringes in the phase-space, as shown in Figure 2.3. Therefore, these states can be used as a
good benchmark to test the capabilities of the designed reconstruction protocol. In particular,
we choose an even cat state corresponding to β = 1.5. This choice is motivated by the fact that
the photon number of the even cat state

∣∣C(β = 1.5)
〉

is still low enough to not introduce any
numerical overhead in the simulation.

(a) (b)

Figure 2.3: (a) Cross section of the Wigner function W(z) of the target state
∣∣C+(1.5

〉
. (b) Wigner

function W(z)of the target state
∣∣C+(1.5

〉
.
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2.4.1 Simulation of measurement outcomes

To simulate the protocol, we first need to store in an efficient and accurate way the information
encoded in the density matrices and phase-space distributions. For this, it is necessary to

1. Fix a cut-off dimension for the infinite-dimensional Hilbert space for quantum states of
light, which we label Dc. Since the quantum mechanical properties of density matrices
are independent of the chosen basis, we conventionally choose to work in the Fock-states
basis. In this way, the generic (n,m)-th element of a density matrix ρ is given by

ρn,m = ⟨n|ρ|m⟩, (2.36)

where n,m ∈ {1, . . . ,Dc}.

2. Discretize the axes q and p of the phase space. Then, it is necessary to fix

a) a cut-off for of both axes, which we label as L;

b) a discretization step ∆ℓ.

The discretized axes are labeled respectively as q⃗ and p⃗.

3. Given the discretizations of the q and p- axes of the phase-space, the discretized phase
space, labeled as S, is given by the cartesian product of q⃗ and p⃗ defined as

S = {(qn, pm) such that qn ∈ q⃗, pm ∈ p⃗}. (2.37)

S is then a grid of N2 cells each one of area ∆ℓ2.

Determination of Dc As explained in Chapter 1, Dc is fixed by the requirement that

Dc ≫ n̄ (2.38)

where n̄ is the average photon occupation of the target state we want to analyze. For even cat
states

∣∣C+(β)
〉
,

n̄(β) = |β|2
1 − e−2|β|2

1 + e−2|β|2
, (2.39)

and then n̄ ≈ 2.2 for the even cat-state with β = 1.5. To make the condition expressed in
equation 2.38 more quantitative, we study how the numerical estimated average photon number
population of the target state, labeled as ñ, compares to the exact analytical value, n̄ = 2.20, for
different cut-off dimensions Dc. In particular, we use the logarithmic error

log10 δ = log10 |n̄ − ñ(Dc)|, (2.40)

as a figure of merit. The numerical simulation, summarized in Fig. 2.4, indicates that, when
the cut-off dimension is Dc = 12, log10 δ ≈ −4, which is good enough for the scope of the
following discussion.
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(a) (b)

Figure 2.4: (a) Numerical estimated (blue markers) photon population of the target state
∣∣C+(1.5)

〉
as

function of the cut-off dimension Dc versus the exact analytical estimation obtained from
equation 2.39. (b) Logarithmic error as a function of the cut-off dimension Dc. We note that
when Dc = 12, the error is approximately 10−4.

Determination of L and ∆ℓ Once we have determined the cut-off dimension Dc, we de-
termine the cut-off length for q and p-axes, L. This quantity is chosen to discretize only the
relevant part of the phase space. We start by numerically evaluating the marginal distributions
along the axes q and p, which we label respectively F1(q) and F2(p), for the target cat-state∣∣C+(1.5

〉
. Those are defined as

F1(q) = |⟨q|C+(1.5)⟩|2

F2(p) = |⟨p|C+(1.5)⟩|2,
(2.41)

where
∣∣q〉 and

∣∣p〉 are respectively the eigenvectors of the position operator q̂ and the momentum
operator p̂. The two functions can be computed using the built-in functions of the open-source
python package "QuTiP" [41], which provides several numerical routines for quantum optics.
After the computation of F1 and F2, we evaluate the logarithms log10 F1(q) and log10 F2(p),
as shown in Figure 2.5. We observe that, when |q| > 6, we have log10 F1(q) < −8 and when
|p| > 4, we have log10 F2(p) < −7.5. This means that there is almost no quantum information
encoded in the region of the phase space in which |q| > 6 and |p| > 4. For this reason, we fix
the cut-off L for both axes to L = 6. Given the choice of L, we set the discretization step for the
axis ∆ℓ = 0.4, in order to discretize the phase space in 30 × 30 = 900 cells. The value of ∆ℓ is
big enough to implement efficiently the protocol.
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Figure 2.5: Base-10 logarithm of the marginal distributions along q axis (blue solid line) and p axis
(orange dashed line) for the even cat state

∣∣C+(β)
〉

with β = 1.5.

Simulation of heterodyne measurement To test the IMLE tomographic protocol, we need
a set of simulated measurements corresponding to the POVM defined in 2.34. In this section,
we describe how to obtain a set of measurement data which simulates the heterodyne detection
scheme described in 2.1. The procedure is the following:

1. we compute the truncated density matrix ρ0 of dimension Dc × Dc, where Dc = 12,
corresponding to the target state

∣∣C+(β)
〉

with β = 1.5. The density matrix encodes the
information relative to the target state in the Fock states basis;

2. from the discretized axes size L and spacing ∆ℓ, which were determined in the previous
section, we build the discretized phase-space grid S;

3. we set the values for the amplifier gain G and the photon noise number nν. For each point
βn,m = qn + ipm in the discretized phase-space S, we compute the associated projector
Π̂n,m = Π̂(βn,m) using equation 2.34;

4. for each point βn,m in the discretized phase-space S, we compute the a-priori probability
Pn,m of measuring the quadratures qn and pm at the same time. This probability is
computed using the Born rule

Pn,m = Tr
(
Πn,mρ0

)
. (2.42)

These probabilities are stored in a matrix P;

5. using a (pseudo-)random number generator, we can extract a couple of integer numbers
(n,m) from the probability distribution defined by the matrix P. The element of the
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discretized phase-space S with indeces (n,m) is the outcome of the simulated heterodyne
detection. One possible choice as a random number generator is "rv discrete", included
in the open-source library "SciPy" [60].

The full set of measured phase-space points can be obtained by repeating the quantum measure-
ment process (random number generation) a large number of times. In our simulation, we set
this number 106.

2.4.2 Discussion of simulation results

In this section we discuss the results obtained by numerically simulating the IMLE protocol
for the heterodyne detection scheme described in the previous sections. For our simulation, we
used the following numerical parameters:

Parameter Value

β 1.5

Dc 12

∆ℓ 0.4

L 6

N2 900

The estimation of all these parameters was explained in the previous sections. The simulation
was performed by fixing the gain G and then sweeping the quantum efficiency η from the
minimum value, 0%, to the maximum value, 50%. The gain G was then varied from 10 dB to
40 dB. For every couple of values (η,G) we simulated the reconstruction protocol using 106

measurements, obtaining each time a different reconstructed density matrix ρ(η,G). From any
reconstructed matrix ρ(η,G), we

1. reconstructed the Wigner function Wη,G(z) in the discretized phase-space;

2. computed the fidelity F(η,G) with respect to the target state
∣∣C+(β)

〉
;

3. computed the negative volume VN(η,G).

The IMLE protocol is implemented by setting maximum number of iterations to 30 and the
numerical parameters for the protocol termination ϵ to 10−4. First, we look at the simulated
results for the Fidelity F(η,G). The results are plotted in Figure 2.6.
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(a) (b)

Figure 2.6: (a) Fidelity of the reconstructed density matrix as function of the quantum efficiency η for
different gain G values. The darkest the shade of red of the curve, the highest G. (b)Same
data but summarized in a color-map.

First, we observe that, for any value of η, F(η,G) increases by increasing the Gain G; this
increase gets noticeably less important for higher values of the quantum efficiency η. For
instance, we observe that when η = 10% and G ≈ 10 dB, the Fidelity of the reconstructed
state is F ≈ 60%. Keeping fixed the value of η, but increasing G to 40 dB hields a Fidelity
F > 70%. Instead, when the η ≈ 30%, the Fidelity jumps from F ≈ 75% (G = 10 dB) to
F ≈ 80% (G = 40 dB). When η→ 50%, the Fidelity approaches 90%, for all values of the Gain
G. When η goes to 0%, the reconstructed state is just thermal noise; in this case, the Fidelity
does not drop to zero, because the thermal noise mode has a finite overlap with the target-state∣∣C+(1.5)

〉
.

We also measure the negative volume VN as a function of η and G. The negative volume is
measured to benchmark the ability of the protocol to reproduce non-classical features of the
observed mode of light. The results for the negative volume VN are plotted in Fig. 2.7. The
negative value shows qualitatively the same trend of the Fidelity. In particular, for every set
value of the quantum efficiency η, the reconstructed negative volume is an increasing function of
the gain G provided by the amplification chain. In Fig. 2.8, we show the reconstructed Wigner
functions for the target state

∣∣C+(1.5)
〉
, for different values of the parameters G and η used

in our simulations. The reconstructed Wigner functions show the same features of the exact
Wigner function: phase-space symmetry, Wigner negativity and interference fringes.

2.5 Improve quantum efficiency using a pre-amplifier

In this section, we briefly review a possible solution that can be used in order to improve the
quantum efficiency of a heterodyne detection scheme.

34



2.5 Improve quantum efficiency using a pre-amplifier

(a) (b)

Figure 2.7: (a)Negative volume of the reconstructed density matrix as function of the quantum efficiency
η for different gain G values. The darkest the shade of red of the curve, the highest G.
(b)Same data but summarized in a color-map.

Figure 2.9: Modified heterodyne detection scheme including the pre-amplifier (purple triangle).

To improve the quantum efficiency of the heterodyne detection scheme, a possible solution
consists in introducing a low-noise cryogenic pre-amplifier. The heterodyne detection is modi-
fied as shown in Figure 2.9. We label G1 and G2 the gains of the pre-amplifier and the amplifier
respectively. In an analogous way, n1 and n2 indicate the number of noise photons introduced
by the pre-amplifier and the amplifier respectively. To understand the modifications due to
the presence of the pre-amplifier, we start by noting that, in experiments, G2 ≈ 30 − 40 dB
usually. In this case we can assume that (G2 − 1)/G2 ≈ 1 and then the output mode ξ̂ can be
approximated as

ξ̂ ≈
√

G1G2

(
â +

√
G1 − 1

G1
v̂†1 +

v̂†2√
G1

)
, (2.43)

where v̂1 and v̂2 are the noise modes of the pre-amplifier and the amplifier respectively. The
last equation implies that the setup with the pre-amplifier can be modeled as a single effective
phase-insensitive amplifier with total gain G1 ·G2 and noise mode v̂†T given by

v̂†T =

√
G1 − 1

G1
v̂†1 +

v̂†2√
G1

, (2.44)

35



Chapter 2 Tomographic methods for propagating quantum microwaves

(a) G = 10 dB, η = 0.25 (b) G = 10 dB, η = 0.5

(c) G = 40 dB, η = 0.25 (d) G = 40 dB, η = 0.5

Figure 2.8: Wigner function of the target state reconstructed for different values of η and G.

The noise mode v̂†T has a total noise photon population given by

nT = ⟨v̂
†
T v̂T ⟩ =

G1 − 1
G1

n1 +
n2

G1
. (2.45)

In the limit of large pre-amplifier gain, G1 → ∞, we have nT → n1, and then the total quantum
efficiency reaches asymptotically the quantum efficiency of the pre-amplifier. The pre-amplifier
improves the measurement noise properties if, by definition, nT < n2, which means ηT > η2, i.e.
the total quantum efficiency with the pre-amplifier is bigger than the quantum efficiency of the
second amplifier alone. From equation 2.45, we see that this condition is verified when

G1 − 1
G1

(n1 − n2) < 0. (2.46)

Therefore, if the pre-amplifier is less noisy than the second amplifier, for any pre-amplifier gain
G1 > 1 (in linear units), the pre-amplifier improves the noise properties of the measurement
setup.
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(a) (b)

Figure 2.10: (a)Total number of noise photons nT as function of the pre-amplifier gain G1 (measured in
dB) for different values of the preamplifier quantum efficiency η1. (b) Quantum efficiency
of the whole setup ηT as a function of the pre-amplifier gain G1 for different values of the
preamplifier quantum efficiency η1. For both plots, we assumed that the noise introduced
by the second amplifier is n2 = 10. The preamplifier quantum efficiency η1 is ranged from
14% (light blue line) to 50% (dark blue line).

2.6 Summary

In this chapter, we described the techniques used to perform quantum tomography on
propagating quantum microwaves. In the first section, we explained the details on the heterodyne
detection scheme; in the second one, we briefly introduced the concept of POVM applied to
quantum measurements. In the third section, we described the iterative maximum likelihood
detection scheme applied to the heterodyne detection scheme. In the third section, we simulated
the IMLE protocol for the heterodyne measurement scheme for the even cat-state

∣∣C(β)
〉

with
β = 1.5. We concluded the chapter by explaining the possible improvements that can be
obtained by adding a low-noise cryogenic pre-amplifier in a heterodyne detection scheme.
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Chapter 3

Experimental techniques

In this chapter, we focus on the experimental techniques used throughout this work to generate
and measure weak quantum microwaves. In the first section, 3.1.1, we describe the setup used
in our experiments, focusing on both the cryogenic and room-temperature components. In the
following section, 3.2, we explain how quantum microwaves are detected and how the effects of
the amplification chain effects taken in to account. The last section, 3.4, concludes the chapter
with a description of the necessary measurements to properly calibrate the superconducting
devices used in our setup.

3.1 Cryogenic setup

In this section, we describe the cryogenic experimental setup used during this master’s
thesis. In the first subsection, we briefly explain the working principle of the dilution cryostat
which was used to reach the low temperatures required for generating propagating quantum
microwaves. Then, we illustrate the samples used for our experiments. Lastly, we talk about the
input and output lines connected to our setup.

3.1.1 Dilution cryostat

To generate propagating quantum microwaves we need ultra-low temperatures. To this end,
we use a 3He/4He dilution cryostat, which was designed and built at the Walther-Meissner-
Institut. A photo image of the cryostat is shown in Fig. 3.1. This cryostat reaches around 40
mK at the sample stage. Such low temperatures are necessary to avoid the effects of thermal
noise photons. Indeed, the thermal photon occupation for a signal at the carrier frequency f
in the thermal equilibrium with temperature T can be computed from the Planck equilibrium
distribution [61]

n̄ =
1

eh f /kbT − 1
, (3.1)

where h is the Planck constant and kb is the Boltzmann constant. The equation 3.1 computed for
T = 40 mK and f = 5 GHz gives n̄ ≤ 2 × 10−4. The cryostat is enclosed by a metallic dewar.
The dewar is filled with liquid nitrogen (77 K) and liquid helium (4.2 K), which are separated
by vacuum layers. The helium and nitrogen reservoirs provide a temperature of 4 K for the
inner vacuum chamber (IVC). During our experiments, the pressure in the IVC chamber was
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Figure 3.1: Photo image of the dilution cryostat with the experimental setup mounted. The sample stage
is indicated by the red box.

measured to be below 10−4 mbar. The mixture is further cooled by the 1K pot, still, continuous,
and step heat exchangers, before entering the mixing chamber (MXC), which is the coldest
stage of the cryostat. In the MXC, the two phases of the mixture, i.e. the concentrated phase
with pure 3He and the diluted phase with 6.6% 3He and 93.4% 4He, coexist and are physically
separated because of their different densities. From the bottom of the MXC, a tube connects
the diluted phase to the still. The still has a temperature of around 700 mK and is pumped
by a turbomolecular pump (TMP). In the MXC, the 3He evaporates much faster than the 4He
in the diluted phase. In order to keep the balance between the two phases, part of the 3He in
the concentrated phase is resolved in the diluted phases. This process absorbs heat from the
environment and cools down the MXC to about 40 mK. A more detailed description of the
structure and working principle of the dilution cryostat can be found in Ref. [1]. An illustration
of the dilution cryostat is shown in Fig. 3.2.

3.1.2 Sample stage

The sample stage is attached to the MXC. The schematic corresponding to the sample stage
is reported in Fig. 3.4. A photo image of the sample state is shown in Fig. 3.3. The input line
A22, described in 3.1.3, is connected to a coaxial switch (N1812UL from Keysight). By default,
the switch is in the state "A", in which the signal from the input line goes into a 4 − 8 GHz
circulator (CIC4-8A from Low Noise Factory) and then enters a Josephson parametric converter
(JPC), which was operated in a one-port configuration. The signal reflected from the JPC is
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Figure 3.2: Scheme of the wet dilution cryostat used in our experiments. The drawing was realized by
M. A. A. Caballero and was originally included in Ref. [1]

filtered by a low-pass filter (DC-6400 MHz mini-circuits VLF 6400+). The low-pass filter is
connected to another circulator. The signal port of a Josephson parametric amplifier (JPA) is
connected to the circulator as illustrated in Fig. 3.4. The pump port of the JPA is connected to
an SGS100A microwave source, which provides the pump signal at twice the JPA frequency.
The pump signal flows through the A20 input line
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Figure 3.3: Photo image of the sample-stage cryogenic setup.

All connections at the sample stage level, with the exception of the pump cable for the JPA,
are implemented using superconducting cables (SC-219/50- NbTi-NbTi) manufactured by Coax
Co., Ltd [62]. These cables have an inner conductor and outer conductor made of niobium
titanium (Nb-Ti), while the dielectric layer is made of polytetrafluoroethylene (PTFE). The
outer conductor has a diameter of 2.19 mm. Due the superconducting properties of NbTi, such
cables have low microwave losses at cryogenic temperatures. Indeed, the datasheet estimates
an expected attenuation smaller than 0.3 dB/m for frequencies ranging from DC to 20 GHz.
The cable that transports the pump signal for the JPA is a minibend cable manufactured by
HUBER+SUHNER [63]. This cable has an attenuation of 2 dB/m for signals at frequency
10 GHz. All the microwave components and the superconducting devices are additionally
thermalized by using silver wires connected to the mixing chamber. These wires are bent into
suitable shapes and annealed at 900°C to improve their heat conductivity.
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Figure 3.4: Full experimental setup used in our experiments. All devices are referenced to a rubidium
frequency standard (not shown). Two magnetic coils set on top of both the JPA and the JPC.
The magnetic coils allow to change the resonance frequencies of both devices by changing
magnetic flux trough them. Both coils are connected to a room-temperature dirrect current
generator (not shown). The structure of the down-conversion chain is explained in detail in
the following sections.

Devices

During this thesis work, we use two superconducting devices designed and fabricated in-
house: a JPC and a JPA. In this section, we discuss how these devices are connected inside
of our experimental setup. The devices, as shown in Fig. 3.5, are placed inside two sample
boxes. On top of each sample boxe, we a superconducting magnetic coil is attached. Each
coil is connected to an ADCMT 6241A high-precision direct current source. The current
sources have a resolution of 1 nA and are used to tune the frequency of both superconducting
devices by generating magnetic flux trough the corresponding DC-SQUIDs. Moreover, he JPC
is placed in an aluminum shield to protect it from the unwanted effects of the magnetic fields
generated by the magnetic coil attached to JPA. The shield is then covered with an aluminum
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foil to completely cover the device. The JPC chip, 3.6, is made of a Josephson ring modulator

(a) Photo of the connected JPC sample-box. (b) Photo of the connected JPA sample-box.

Figure 3.5: Panel (a) shows a photo of the sample box containing the JPC. The device is connected
in a single port configuration to the input line A22. Panel (b) shows a photography of the
sample box containing the JPA. The JPA is connected to the pump line (input line A20) with
a minibend cable at the top of the photo and to the signal line, lower part of the photo, with
a superconducting NbTi cable.

(JRM) which is a loop of four nominally identical Josephson junctions shunted by four linear
geometric inductances. The JRM is connected to two superconducting microwave resonators.
In our experiments, the JPC is operated in a single port configuration, which means that only
one of the two superconducting resonators is connected to the external environment. The JPC,
which can be used as a three-wave mixing device, is described in great detail in Ref. [64].

Figure 3.6: Photo image of the JPC Chip.

The JPA chip, showed in Figure 3.7, is made by a λ/4 microwave resonator short-circuited
with a DC-SQUID to the ground. The DC-SQUIDs are be used to tune the JPA and JPC
frequencies as explained in section 1.3.
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Figure 3.7: Photo image of the JPA chip.

3.1.3 Input and output lines

Input lines

Our setup uses two input lines. Up to the 4K stage, we use astrocobra-flex 31086S cables
(from HUBER+SUHNER). The connection from the 4K stage to the 100 mK Stage is made
using coaxial cables with internal and outer conductors made of niobium and cupronickel
Nb-CN. In ordert to gradually suppress the thermal noise coming from the environment external
to the cryostat, several attenuators are placed in the input line. In particular, for the input line
A22, we have a total of 70 dB of attenuation distributed along the different temperature stages
to protect the sample stage from external thermal noise. We note that the input line used for the
pump signal (A20) of the JPA has a much lower attenuation (36 dB) in order to allow for high
pump powers being applied to the device.

Output lines

As showed in Figure 3.4, the setup has only one output line. To minimize the losses, the
connection up to the first amplifier, which lies in the 4K stage, is made using two NbTi/NbTi
coaxial cables. Before entering the amplifier, the signal passes through 4-8 GHz circulator
(LNF-CIC4-8A from Low Noise Factory). One port of the circulator is terminated with a 50Ω
load. The load is thermalized by connecting it to the cryostat with an annealed silver cable. The
circulator used in this configuration allows the quantum signal coming from the sample stage
to propagate with a small insertion loss (0.3 dB) and suppresses the signals coming from the
other direction (21 dB isolation). After the circulator, the signal is amplified by a high electron
mobility transistor (HEMT) amplifier, which was manufactured by TTI. This HEMT amplifier
has a specified gain of 40-44 dB in the 4-8 GHz range when operated at 4K. At the 4K stage,
connections to room temperature are made using copper coaxial cables and astrocobra-flex
31086S cables.
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3.2 Data acquisition and processing

This section describes how the measured data is digitally acquired and then processed. First,
in 3.2.1, we describe the room temperature setup, which is used to downconvert propagating
microwaves signals coming from the cryostats to the MHz regime. Then, in 3.2.2, we explain
how the down-converted signal is digitized, demodulated, and filtered to extract relevant
physical information. For these steps we rely on a field-programmable gate array (FPGA)
with an internal analog-to-digital converter (ADC). For a detailed explanation of the working
principles of FPGAs, we refer to Ref. [65].

3.2.1 Room temperature setup

The outgoing microwave signal with frequency fRF (4 − 6 GHz) is detected using the setup
presented in Fig. 3.8. First, the signal is amplified by a room-temperature microwave amplifier
(AFS5 from Miteq), which provides a gain of 41.5 dB. This amplifier is followed by an isolator
(ECI04-5 from EPX microwave) and a bandpass filter (VBFZ 5500 − S+ from MiniCircuits).
This filter has a bandwidth of 1.4 GHz centered at 5.5 GHz. Inder to allow for the sampling by
the FPGA (described in section 3.2.2), the signal needs to be down-converted to an intermediate
frequency fIF in the MHz regime. Therefore, a strong (16 dBm) microwave signal, referred to
as local oscillator (LO), at frequency fLO = fRF + fIF (generated by an SGS100A source from
Rohde&Schwarz), is mixed with the incoming signals at an image-rejection mixer (IRM4080B
from Polyphase microwave). This mixer filters the unwanted signals at frequency 2 fRF + fIF,
thus improving the signal-to-noise ratio.
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Figure 3.8: Photography of the room temperature setup for the signal down-conversion.

After the image-rejection mixer, the signal at fIF frequency is attenuated by a step attenuator
(ESA2-1-10/8-SFSF from EPX microwave). The step attenuator is used to regulate the amplitude
of the signals measured at the FPGA after amplification. This step is necessary to make use of
all the vertical range of the internal ADC of the FPGA, thus reducing the effects of quantization
errors. In our experiments, the level of attenuation was set to 8 dB. Then, the signal goes
through a low-pass filter (DC-50 MHz ) and, then, it is amplified with an IF amplifier of nomina
gain 58.7 dB (model AU 1447 from Miteq). Lastly, the signal is again filtered with a low-pass
filter with cut-off frequency of 50 MHz, to avoid distortions introduced by higher frequency
components, before being digitalized by the FPGA. All the devices are referenced to a 10 MHz
reference signal coming from a rubidium frequency standard. To avoid undesired interference
with this 10 MHz reference, the intermediate frequency fIF is set to 12.5 MHz. A schematic of
the setup is shown in Fig. 3.9.

47



Chapter 3 Experimental techniques

Figure 3.9: Schematic of the room temperature microwave receiver.

3.2.2 Data digitization

The down-converted IF signal is digitized using a PXIe-5775 NI FPGA [66]. The front panel
of the FPGA is equipped with three input ports. The first two (AI0 and AI1) are the inputs
for the two analog channels of the internal ADC of the FPGA (ADC-12DJ3200, from Texas
Instruments) . The third one is the input port for the 10 MHz reference signal, as the FPGA
is referenced to the same rubidium reference as the devices described in section 3.2.1. The
front panel connections of the FPGA are shown in Fig. 3.10. The FPGA digitizes the signals at
the input of both channels with a sampling frequency of fs = 200 MHz and a 12-bit vertical
resolution over a full scale range of 1.25 V.
The first analog channel of the FPGA (labeled as AI 0) is connected to the output of the
down-conversion chain (labeled as DCC in Fig. 3.10) described in section 3.2.1. The second
analog channel (AI 1) is connected to the output channel of an arbitrary waveform generator
(HDAWG from Zurich Instruments). The arbitrary waveform generator has a vertical precision
of 16-bit and a time resolution of 0.4 nanoseconds. The signal from th HDAWG is used to
define the time window for the data acquisition of duration tw. The third port (REF CLK IN) is
connected to the common 10 MHz rubidium reference.
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Figure 3.10: Front panel connections of the NI PXIe-5775 FPGA used in our experiments. The orange
line indicates the propagating signal coming from the down-conversion chain (DCC). The
signal has a carrier frequency fIF = 12.5 MHz. The black line indicates the boxcar pulse
(described in 3.2.2 of length tw generated by the HDAWG. The amplitude of the boxcar
pulse is fixed to 100 mV. The green line indicates the 10 MHz clock signal coming from
the common rubidium source.

FPGA Image

A part of this thesis work was dedicated to the development of the FPGA code, referred
to as the FPGA Image, which defines the internal data procession inside of the FPGA. This
Image was developed using the LabView programming language and the proprietary framework
provided by National Instruments to program NI FPGAs, LabView FPGA.

Implementation The fundamental logic element of the FPGA Image is the single clock
timed loop (SCTL) [67]. While the FPGA is running, every instruction of the SCTL is executed
sequentially once. The SCTL is then repeated with a given rate, the data clock rate, which is
fixed to 200 MHz for our device. In our FPGA image, the logic of each loop is straightforward.
During each iteration of the loop, the FPGA reads one sample from each analog channel, s0 and
s1. Since the amount of available memory (BRAM) inside the FPGA is limited and the internal
ADC is continuously acquiring data from the analog inputs, we need to select the digitized
points we want to store. As mentioned before, we use the second analog channel (AI 1) to define
a measurement window of duration tw. At the input of AI 1, we always send a boxcar pulse
generated by the HDAWG with an amplitude fixed to 100 mV and a temporal width tw, which
can be varied depending on how many points we want to acquire. Basically, the digitized points
from the down-conversion chain, s0, are saved in memory only if they are recorded while the
s1 signal is above a fixed amplitude threshold. These points are loaded on a First-In-First-Out
(FIFO) memory. In this way, during the measurement window, we acquire one point for each
cycle of the SCTL. The sampling frequency of our setup is fs = 200 MHz. The number of
sampled points during a time window is N =

⌊
fs · tw

⌋
, where the floor function ⌊x⌋ denotes the

biggest integer smaller than x. For example, a time window with duration tw = 100 µs allows to
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sample N = 2 · 104 points. For steady-state measurements, the FIFO was designed to hold up to
221 sampled points, which is equivalent to a total duration tw ≈ 10 ms. The data stored in the
FIFO is locally saved before being sent to the measurement PC using a TCP/IP channel.

Limitations in FPGA Programming The main limitation of FPGA programming is the
available block RAM (BRAM) memory. For the PXIe-5775 model used in this work, the
available BRAM is 38.8 Megabits (4.65 Megabytes). Currently, the FIFO is designed to contain
as much as 221 = 2.097.152 of sampled points. Since every point occupies a memory of 12 bits
and the FIFO can contain only 2m sample, the available BRAM prevents further optimization in
this direction.

IQ demodulation

The sampled trace is divided into sub-traces of N = 16 points each. Since the digitized IF
signal propagates with a carrier frequency of fIF = 12.5 MHz and is sampled with a frequency
fs = 200 MHz, we note that each sub-trace corresponds to exactly one period of the sampled
signal. From each sub-trace, we estimate one point in the (I,Q) plane. This means that from a
raw trace that contains 2.097.152 points, we obtain up to 131.072 demodulated (I,Q) points.
Following Ref. [68], we estimate the I and Q values via numerical integration, using

I =
2
N

N−1∑
k=0

sk · sin
(
k · ∆φ

)
,

Q =
2
N

N−1∑
k=0

sk · cos
(
k · ∆φ

)
,

(3.2)

where ∆φ = 2π fIF/ fs is the phase acquired by the signal between two consecutive samplings,
which depends only on fIF and fs. In our case ∆φ = π/8. The computation of the (I,Q) value
is performed using a Python program. To make the computation more efficient we perform a
single numerical integration by defining

z = I + jQ =
1
8

N−1∑
k=0

sk · ejkπ/8. (3.3)

Then, the (I,Q) components are extracted as the real and imaginary party of z, respectively. In
case of very large datasets, a small but significant numerical improvement consists in replacing
the sum in equation 3.3 with a scalar product [69]. In practice, we store each sub-trace in an
array s⃗ = (s0, . . . , s15) and the phasor in a vector φ⃗ = 1/8

(
1, ejπ/8, . . . , ej15π/8

)
and compute

z = s⃗ · φ⃗. (3.4)
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FIR Filtering

A finite impulse response (FIR) filter is a linear, shift-invariant filter, with an impulse
response sequence h [n]. The output function y [n] to an arbitrary time-trace of demodulated
points function z [n] is given by the convolution [70]

y [n] = z ∗ h =
n∑

k=0

z
[
k
]

h
[
n − k

]
. (3.5)

Digital FIR Filters are used to remove the effects of off-resonant noise in a numerically efficient
way. For our experiments, we use a broad FIR filter of width 6 MHz. The choice of the filter
width is crucial for our experiments. Indeed, an FIR filter with frequency bandwidth ∆ f ,
introduces significant correlations between every fIF/∆ f consecutive points of our sampled
signal. While this is a natural feature of all FIR filters, we want to avoid as much as possible
creating correlations between consecutive pairs of (I,Q)-points since our tomographic protocol
relies on the assumption of independent samplings of I and Q quadratures. The filter coefficients
are computed using the Python package scipy.signal. We designed the FIR filter with window
type "Hamming".

3.3 Reference state reconstruction

This section is dedicated to the experimental and theoretical techniques used to calibrate
the effects of the amplification chain on the propagating quantum microwave signals. In the
first subsection, 3.3.1, we illustrate the experimental realization and the theoretical foundations
behind the photon number calibration factor (PNCF) measurement, which allows us to estimate:

• the amount of noise introduced by the amplification chain;

• the conversion factor between the number of photons in the propagating quantum mi-
crowave signal and the detected power at the FPGA.

In the second subsection 3.3.2, we introduce a different approach to measure the number of
noise photons, which improves both the accuracy and the required amount of time compared to
the PNCF measurement.

3.3.1 Experimental calibration of the amplification chain

In this section, we discuss the experimental realization and the theoretical foundations
behind the PNCF measurement. This section is organized as follows: we start by illustrating
the experimental setup needed to perform the PNCF measurement and, after that, we briefly
describe the theoretical model used to interpret the experimental results from the PNCF. We
conclude this section with the analysis of the experimental data obtained during the PNCF
measurement .
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Calibration of the Photon Number Conversion Factor

To calibrate the amplification chain, we need a photon source that emits a known number
of photons in the transmission line at millikelvin temperatures. For this purpose, we employ a
30 dB attenuator, which acts as a black-body emitter of thermal radiation [71]. The attenuator
is placed in an oxygen-free high thermal conductivity (OFHC) copper holder. On its side, we
fix a heater and a calibrated temperature sensor. The heater is controlled by an external PID-
controlled loop which allows the temperature of the attenuator Tatt to be varied in a broad range
between 60 mK and 550 mK. The temperature is monitored in real time using the calibrated
temperature sensor. In Figure 3.11, we show how the 30 dB attenuator is connected in our setup.
The attenuator is placed on the input line of the JPC. It is connected to the mixing chamber
(MXC) and to the rest of the setup using two NbTi/NbTi coaxial cables which ensure low losses
for the emitted thermal signals and good thermal isolation from the MXC. In addition to that,
we use a silver ribbon cable to weakly couple the attenuator to the mixing chamber plate. This
silver ribbons allows for the temperature of the attenuator to go back to around 60 mK after
heating it, while the weakness of this thermal coupling does not allow the mixing chamber to
be overheated when the attenuator temperature is raised, thus, keeping the remaining part of the
setup constantly at 60 mK.

Figure 3.11: Photo image of the heatable attenuator used in the cryogenic set-up.
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Theoretical model: neglecting cryogenic losses

In this section, we briefly describe a theoretical model which can be used to describe the
PNCF measurement, in the case with no cryogenic losses. These losses will be considered
later. In the ideal case, the thermal mode emitted by the heatable attenuator, â, is not subject to
any losses before reaching the HEMT amplifier. In this idealized scenario, we can model the
whole amplification chain (which is composed by the HEMT amplifier, the room temperature
amplifier and the down-conversion chain) as a phase-insensitive amplifier with a gain factor
G and noise operator v̂. The noise operator v̂ describes thermal gaussian noise with photon
number ⟨v̂†v⟩ = nv . Formally , by following the convention introduced in Chapter 2, the output
signal ξ̂ digitized by FPGA is given, by the

ξ̂ =
√

Gâ +
√

G − 1v̂†. (3.6)

At the FPGA, the signal is demodulated in its I and Q components. The average power
Pξ = ⟨I2 + Q2⟩ detected by the FPGA is a function of the temperature Tatt of the heatable
attenuator. To see this, we start by noting that the measured power at the FPGA can be computed
from the statistics of the mode ξ̂ as

⟨I2 + Q2⟩ = h f0 ∆R ⟨ξ̂†ξ̂⟩, (3.7)

where f0 is the signal carrier frequency, h is the Planck constant, ∆ is the detection bandwidth,
and R = 50 Ω is the input impedance of the FPGA. This formula can be understood as follows:
the product h f0 corresponds to the power per unit of bandwidth and per unit photon for the
measured mode ξ̂. Therefore, the product h f0 ∆ ⟨ξ̂†ξ̂⟩ is the power measured at the FPGA. The
input impedance R is needed for dimensional reasons, since the measured amplitude is in Volts2.
If we insert equation 3.6 in equation 3.7 we obtain

⟨I2 + Q2⟩ ≈ κG
(
na(Tatt) + nv + 1

)
, (3.8)

where κ = h f0 ∆R is the PNCF and na = ⟨â†â⟩ is a function of the attenuator temperature Tatt.
Here we use, (G − 1)/G ≃ 1 since G ≫ 1 in our experiments. If we use equation 3.1, we can
write

⟨I2 + Q2⟩(Tatt) =
κG
2

(
coth

(
h f0

2kbTatt

)
+ 2
(

nv +
1
2

))
. (3.9)

The quantity Tcr = h f0/2kb has the units of a temperature and its called crossover temperature.
For Tatt ≫ Tcr, the hyperbolic cotangent is equation 3.9 is approximated by a linear relation
corresponding to the classical regime of Nyquist noise. For Tatt ≃ Tcr, quantum fluctuations
become measurable. In our experiments ( f0 ≈ 5 GHz) we expect to observe deviations from
classical predictions to happen for Tatt ≤ 120mK.
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Theoretical model: including cryogenic losses

Equation 3.9 is valid only in the case of zero cryogenic losses between the heatable attenu-
ator and the HEMT amplifier, which is a bad approximation. In particular, every microwave
component we have along the signal path contributes to some extent to the losses of the mode
operator â. In general, a single lossy microwave component can be described by a three-port
device with transmission coefficient η < 1. The output mode t̂ of a lossy microwave component
can be computed as

t̂ =
√
ηâ +

√
1 − ηû (3.10)

where û describes the noise introduced by vacuum fluctuations. Therefore, the transmitted
power is given by

Pt = ηPa, (3.11)

and η therefore is related to the attenuation L (measured in dB) of the lossy component by

η = 10−L/10. (3.12)

Given this observation, we improve the model 3.9 by including the losses of each microwave
component. We number them from 1 to K, with transmission coefficients from η1 to ηK . Our
phenomenological model is depicted in Fig. 3.12. The mode at the output of the j-th beam
splitter is labeled â j, while, the input of the j-th beam splitter is the output of the ( j − 1)-th one,
â j−1. The relation between output and input of each microwave component is given by

â j =
√
η j â j−1 +

√
1 − η j û j, (3.13)

where û j describes the vacuum fluctuations entering the second port of the j-th beam splitter.
The power at the output of the j-th beam splitter is therefore

P j = η jP j−1. (3.14)

Therefore, by induction, transmitted power PK at the end of the chain is

PK =

 K∏
j=1

η j

 Pa = ηeffPa, (3.15)

where ηeff = η1 × η2 × · · · × ηK is the total transmittivity of the lossy chain. Finally, we include
the effects of ηeff in the calibration of the amplification chain, by replacing the term with na

with ηeffna in Eq. 3.8. With straightforward algebraic steps, we derive

⟨I2 + Q2⟩(Tatt) =
κGηeff

2

(
coth

(
h f0

2kbTatt

)
+

2
ηeff

(
nv +

1
2

)
+

1 − ηeff

ηeff

)
. (3.16)
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Figure 3.12: Phenomenological model for a chain of K lossy microwave components numbered from 1
to K. Each component is described by its transmittivity η j.

In our case, we estimated the effective transmission coefficient ηeff from the datasheets of the
microwave components along the signal path. For the sample boxes we used 0.5 dB of losses.
Also, we counted five times the insertion losses of the circulators. We neglected the losses of
the superconducting cables, since they are negligible compared to the other components.

Devices Losses (dB)

Circulators 0.9
Low-pass filter 0.5
Sample boxes 1

Microwave switches 0.6

Total losses 2.7

The total cryogenic losses, in decibels, are estimated to be L = 2.7 dB; in linear units the total
transmittivity is

ηeff = 10−L/10 = 0.57. (3.17)

Measurement of the PNCF

To estimate the parameters κG and nv entering in equation 3.16, we measured the average
power detected by the FPGA, ⟨I2 + Q2⟩, for different values of the heatable attenuator tempera-
ture Tatt. As written before, the temperature Tatt is by means of the heater attached to the 30 dB
attenuator on the input line and it is controlled from an external PID control loop. To ensure a
proper thermalization of the setup, we performed a preliminary measurement to find an optimal
amount of time for the setup to reach the thermal equilibrium. First, we set the attenuator
temperature to a high value, Tatt = 550 mK. When the sample stage reaches Tatt = 550 mK,
we wait for one minute. After that, we record the power arrived at the FPGA. In our case, we
collect 1667 traces of 32.768 (I,Q) points over 10.59 minutes; for each trace, we measure the
power ⟨I2 + Q2⟩, obtaining a single array of 1667 averages. The results are shown in Fig. 3.13.
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Figure 3.13: Plot of the power measurement. The blue curve indicates the measured fluctuations, while
the orange solid line corresponds to the averaged value over 1 minute.

From Fig. 3.13, it is clear that even after a relatively brief time interval of two minutes, the
thermal fluctuations in the measured signal are stable, which means that the heatable attenuator
is properly thermalized at 550 mK.
Therefore, we set the waiting time to 2 minutes. After the measurement of the thermalization
time, we swept the attenuator temperature from 540 mK to 70 mK. Six temperature points were
spaced by 60 mK from 540 mK to 120 mK. The remaining Tatt values were 90 mK, 80 mK
and 70 mK. For each temperature point, we recorded 1667 traces of 32.768 (I,Q) points, as we
did for the thermalization time measurement. The measured power ⟨I2 + Q2⟩ is fitted against
Tatt using the model specified by Eq. 3.16; the unknown parameters are the PNCF factor, Gκ,
and the number of noise photons nv. The cryogenic losses were accounted for using ηeff = 0.57,
as explained before. For the carrier frequency, we fixed f0 = 5.09 GHz by setting the room
temperature local oscillator to fLO = (5.09 + 0.0125) GHz. The results of this measurement are
shown in Fig. 3.14.
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Figure 3.14: PNCF calibration measurement. Blue dots corresponds to the experimental data, red line
corresponds to the fitted model according to Eq. 3.15.

From Fig. 3.14, we note that the saturation of the signal fluctuations starts to emerge around
Tatt ≈ 120 mK as we expected from the theoretical model. From the fit, we w estimate

Gκ = 3.4 ± 0.2 mV2,

nv = 19.5 ± 1.3 photons.
(3.18)

The relative errors on both quantities are respectively 5.8% for the PNCF factor, Gκ, and 6.7%
for the noise photon number nv.

3.3.2 Reference state reconstruction from histograms

Despite the PNCF measurement provides a fairly accurate estimation of the noise photon
number nv (relative error smaller than 10%), it suffers from some drawbacks:

1. The measurement can be time-consuming due to the time we have to wait for the
temperature to stabilize.

2. Fitting the low-temperature saturation predicted by equation 3.16 is challenging, because
the lowest temperature reached by the attenuator are usually quite close to the crossover
temperature Tcr. This means that only a small part of the hyperbolic cotangent curve is
visible beyond the "elbow" at Tatt ≈ Tcr, as it can be seen from Fig. 3.14.

In this section, we present an alternative measurement, which can be used to estimate the photon
noise number nv. This measurement relies only on the slope of the PNCF measurement. In this
sense, the time advantage is clear since we have to measure the received power ⟨I2 + Q2⟩ only
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for a handful of temperature points Tatt to get a precise estimation of the slope Gκ. The idea
of the measurement is very simple: with the heater turned off, we measure at the FPGA the
(I,Q) points of the fluctuations coming from the cryostat. Since the heater is off, the mode â,
which is amplified by the amplification chain, is described by a weak thermal gaussian state
with low photon number na ≤ 2 × 10−4. In the following, we therefore assume that the mode â
describes vacuum fluctuations. The (I,Q) points of the amplified mode ξ̂ are collected in a 2D
histogram with 100× 100 bins. The probability distribution of the (I,Q) points can be estimated
theoretically using the Q-function Qξ of the observed field, described by the mode operator ξ̂.
From equation ??, we derive that the distribution probability of the measured mode ξ̂ is

Qξ(I,Q) = Nexp

(
−

(I2 + Q2)
κG(nv + 1/2)

)
, (3.19)

whereN is a normalization factor fixed by the requirement that
∫

Qξ = 1. We note that Eq. 3.19
is based on the assumption that the field mode â describes vacuum fluctuations. In principle,
this assumption can be relaxed by assuming that the mode â describes weak thermal fluctuations
corresponding to the temperature of the MXC, T ≃ 40 − 70 mK, id est a gaussian thermal state
with number of photons na ≃ 2× 10−4. In this case, Eq. 3.19 can be modified by inserting in Eq.
2.30 the Husimi Q-function of a thermal state with photon number na instead of the Q-function
of the vacuum state. We observe that, in our case, we don’t observe any measurable variation in
the estimation of nv and its statistical error by using this approach. By fitting the measured 2D
Histogram with the theoretical distribution 3.19, we can get a more accurate estimate of nv. The
measured histogram with the contour lines of the fitted gaussian are plotted in Fig. 3.15. From

Figure 3.15: Color map of the 2D Histogram of the measured mode ξ̂ and contour plot of the fitted
theoretical model (solid white lines). Both functions are normalized to the maximum value.

58



3.3 Reference state reconstruction

the numerical fit, we obtain a new estimate for nv,

nv = 19.44 ± 0.06 photons . (3.20)

The value of nv is compatible with the one measured previously. The accuracy of the measure-
ment is higher by a factor of 22. In Fig. 3.16 we show the cross-section of both the measured
histogram and the fitted probability distribution along the Q = 0 axis.

Figure 3.16: Marginal distribution p(I) of the measured histogram (blue dots) and gaussian fit (orange
solid line) for the reference state. Both datasets are normalized to the maximum value of
the measured histogram.

Another advantage of this method is that it confirms, within the experimental accuracy, the
Gaussian distribution of the noise mode operator v̂ introduced by the amplification chain. The
Gaussianity for the mode ν̂ was also confirmed by the analysis of the Shannon entropy [72]
of the measured distribution. Indeed, as proposed by Hyvärinen and Oyla in Ref. [73], we use
the Shannon entropy [72] of the measured distribution to test its Gaussianity. In order to do so,
we start by computing the marginal distribution of the measured histogram along the I-axis,
p(I), by integrating the coordinate along the orthogonal axis for the Q coordinate. The marginal
distribution p(I) is fitted to a one-dimensional gaussian function, as shown Fig 3.16. At this
point, the Shannon entropy of the marginal distribution p(I), labeled as H

[
p
]

is computed from
its definition [72]

H
[
p
]
= −

∫
dI p(I) log

(
p(I)
)
. (3.21)
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The computed entropy is compared with the expected Shannon entropy for one-dimensional
gaussian distribution [74],

Hexpected =
1
2

log (2σ2πe), (3.22)

where σ is the standard deviation extracted from the gaussian fit. We obtain,

Hp = 3.227 ± 0.005,

Hexpected = 3.223 ± 0.002,
(3.23)

which are equal within their statistical error. Since, for a given standard deviation σ, the gaussian
distribution maximizes the Shannon entropy [74, 72], the extracted value imply that, within
the experimental errors, the marginal distribution p(I) is a gaussian distribution. The statistical
error on Hp was computed by evaluating the integral∫

dI δ
{

p(I)
}(

1 + log
(

p(I)
))
, (3.24)

where δ
{

p(I)
}

indicate the statistical error on the marginal distribution p(I). The integral was
obtained by using standard error propagation [75] on Eq. 3.21.

This procedure is then repeated for the marginal distributions pθ(Iθ), obtained by integrating
the measured integral along the angle θ+π/2 in the (I,Q)-plane, for 31 angles evenly distributed
between 0 and π. In Fig. 3.17 , we plot the relative difference δH, defined as

δH =

∣∣Hp −Hexpected
∣∣

Hp
, (3.25)

as a function of all the considered values of θ. We observe that the entropies Hp and Hexpected

are compatible within their statistical errors, id est the experimental data suggest that each
marginal distribution pθ is a gaussian distribution. Since the only two-dimensiaonal function
which has only gaussian marginals distributions is a gaussian itself, we conclude that noise
mode v̂ is well-described by gaussian statistics.
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Figure 3.17: Relative difference δH as a function of the angle θ. The relative difference δH ≃ 10−3 for
all the values of θ. The blue dots indicate the extracted values. The orange solid line refers
to the value δH = 0..

3.4 Calibration of superconducting quantum circuits

In this section, we describe the spectroscopic measurement performed on the superconducting
devices used in this thesis. In particular, by analyzing the reflection coefficient of each device, we
measure their resonance frequency and quality factors. This section is organized as follows: in
the subsection 3.4.1 we briefly describe the theoretical model and the practical implementation
of our measurement. Next, in the subsection 3.4.2, we present present the experimental results
for the JPC. In the last subsection 3.4.3, we present the experimental results for the JPA.

3.4.1 The reflection coefficient

In the following sections of this chapter, characterize our devices using the model of linear
resonators with resonance frequency f0 and internal and external quality factors Qint and Qext.
We define the angular resonance frequency ω0, the external and internal coupling constants as

ω0 = 2π f0,

γi =
ω0

Qint
,

γe =
ω0

Qext
.

(3.26)

We also define the total coupling constant

γ = γi + γe. (3.27)
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The complex reflection coefficient Γ is

Γ(ω) = 1 −
jγe

j (ω − ω0) + γ/2
. (3.28)

The model described by equation 3.28 does not take into account possible effects caused
by the external experimental environment. These effects may include: impedance mismatch,
finite electric delay, and parasitic losses. To take these effects into account, we use the model
introduced in Ref. [76],

Γ(ω) = Aejαe−jωτ

(
1 −

jγeeiϕ

j (ω − ω0) + γ/2

)
(3.29)

where A describes possible attenuation/gain effects of the measurement setup, α describes
possible phase-shifts, τ quantifies the electric delay, and ϕ takes into account the impedance
mismatch. A complete calibration and fitting routine for this model is included in the Python
package resonator tools [77] which was used to fit the experimental results described in this
section.
The reflection coefficient is with a Vector-Network-Analyzer (VNA). The used VNA is the
PNA 5222A manufactured by Keysight [78]. The device is controlled using an in-house driver
developed using LabView programming language. One of the ports of the VNA, in our case
port 1, is connected to the input line A22 going inside of the cryostat using a room-temperature
RF cable. The port 1 connector is also equipped with a 40 dB attenuator to reduce the input
power flowing in the experimental setup. The output line collects the reflected signal from the
superconducting device and is connected using an RF room-temperature cable to port 2 of the
VNA. In this configuration, the VNA measures the scattering coefficient S 21 which accurately
estimates the reflection amplitude of our superconducting devices.

3.4.2 JPC measurements

The spectroscopic parameters of the JPC are measured by sending a coherent tone with the
power PVNA = −130 dBm, at the device. The coherent tone frequency is swept in a frequency
range

[
f0 − fbw/2, f0 + fbw/2

]
with center frequency, f0 = 5.09 GHz, and bandwidth fbw = 20

MHz. In this frequency range, we measure N = 801 frequency values spaced by a constant
frequency step ∆ f ≈ 25 kHz. The scattering coefficient S 21(ω) is averaged three times. Since
the JPC is a flux-tunable device, we repeat the measurement by sweeping the value of the bias
current through the superconducting coil on top of the JPC sample box. The coil current is
swept from −50 µA to 50 µA with a constant step of 2 µA. In Fig. 3.18 we show the measured
JPC resonant frequency as a function of bias current. The resonance frequency is tunable in a
12.5 MHz wide range from 5.0825 GHz to 5.0950 GHz. In Fig. 3.18, the resonance frequency
was estimated by measuring the frequency value of the dip in the magnitude of the reflection
coefficient.
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(a) (b)

Figure 3.18: JPC spectroscopic measurement as a function of the coil current. Panel (a) illustrates the
phase of the reflected signal. The dotted red line indicates the fitted resonance frequencies.
Panel (b) shows the fitted resonance frequencies as a function of the coil current.

For each value of the coil current, the measured scattering coefficient is fitted using the model
3.29 to precisely extract the parameters Qi, Qe and f0. An exemplary fit of the magnitude and
phase responses for the coil current value of 30 µA is shown in Fig. 3.19.

(a) (b)

Figure 3.19: Exemplary fit of the phase (Fig. a) and magnitude (Fig. b) of the scattering coefficient S 21
for the JPC, fitted using equation 3.29. In this case, the coil current was set to Ic = 30 µA
and the VNA input power was set to PVNA = −20 dBm.

The fitted values for the quality factors as a function of the coil current are shown in Fig.
3.20. In particular, we show the fitted values for the external Qe and loaded Ql quality factors.
From the figure, we observe that both quantities are almost independent from the value of the
coil current. The external quality factor fluctuates around Qe = (3.33 ± 0.04) × 104, and the
loaded one fluctuates around Ql = (2.99 ± 0.03) × 104.
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Figure 3.20: Fitted external (blue line) and loaded (orange line) quality factors as a function of the coil
current. The VNA power was set to PVNA = −130dBm. The shaded region indicates the
statistical error on the fitting routine.

The average value of the internal quality factor can be computed as

Qi =
QeQl

Qe − Ql
=
(
2.97 ± 0.05

)
× 105. (3.30)

The relative errors for the quality factors are respectively 1.03% for Qext, 1.05% for Ql and
1.59% for Qi. From the measured quality factors, we can evaluate the external and total coupling
factors γe and γ using Eqs. 3.26 and 3.27. As expected, the coupling constants values fluctuate
around a constant mean. We measure

γ = 1.07 ± 0.02 MHz ,

γe = 0.96 ± 0.01 MHz .
(3.31)

The coupling constants γ and γext are plotted against the coil current in Fig. 3.21.
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Figure 3.21: Coupling constants of the JPC as a function of the bias current.

The average lifetime of the JPC τJPC = 1/γ, defined in Chapter 1, is computed as

τJPC = 0.93 ± 0.02 µs. (3.32)

3.4.3 JPA measurements

The spectroscopic parameters of the JPA are measured by sending a coherent tone of power
PVNA = −115 dBm, at the device. The coherent tone frequency is swept in a frequency range[

f0 − fbw/2, f0 + fbw/2
]

with a center frequency f0 = 5.0 GHz and bandwidth fbw = 2 GHz. In
this frequency range, we measure N = 401 frequency values with an IF frequency bandwidth of
40 Hz. In Fig. 3.22, we plot the phase of the reflection coefficient as a function of the frequency
and coil current values. The frequency of the JPA can be tuned in a broad range from 5.3 GHz
to 4.5 GHz.
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(a) (b)

Figure 3.22: JPA spectroscopy. Panel (a) shows the phase of the reflection coefficient, measured in
radians, as a function of the VNA tone frequency and the coil current. In panel (b), the
magnitude of the complex reflection coefficient, is measured in decibels.

In this case, the model 3.29 does not converge. Therefore, we only fit the phase of the
reflection coefficient as a function of the frequency, for all the coil currents values. This
approach is limiting, in the sense that allows us to estimate precisely only the loaded quality
factor of the resonator Ql. We use the model from Ref. [76],

ϑ( f ) = ϑ0 + 2 arctan

[
2Ql

(
1 −

f
fr

)]
, (3.33)

where ϑ( f ) is the phase of the reflection coefficient as a function of the frequency, fr is the
resonance frequency and ϑ0 = ϑ( fr) is the phase offset. In Fig. 3.23, the fit 3.33 is shown for
the coil current value of 68 µA. The fitted resonance frequencies are plotted as a function of the
coil current values and are also shown in Fig. 3.23.

(a) (b)

Figure 3.23: Panel (a), fit 3.33 for the phase of the reflection coefficient. The data shown correspond to
the coil current value of 68 µA. Panel (b) shows the extracted resonance frequencies. The
orange dashed line indicates the frequency of the JPC for a JPC coil current of 0 µA. The
error bars of the exctracted frequencies are smaller than the marker size.

From the fit 3.23 we estimate the resonance frequency and the loaded quality factor of the
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JPA as a function of the coil current. From the knowledge of the loaded quality factor Ql and
the resonance frequency, we estimate the decay rate γ, defined as

γ = 2π
f0
Ql
. (3.34)

In Fig. 3.24, we show the loaded quality factor Ql and the decay rate γ as a function of the coil
current.

(a) (b)

Figure 3.24: Loaded quality factor Ql, panel (a), estimated from fit 3.33 and total decay rate γ as a
function of the coil current. In both plots, the blue-shaded region indicates the statistical
error on the measured quantity, estimated as three times the standard deviation of the
fit’s estimators. In both plots, the orange solid line indicates the weighted average of the
measured values weighted inversely to their respective statistical errors.

The mean values of Ql and γ, weighted by the inverse of their statical errors, are respectively

γ = 136 ± 31 MHz ,

Ql = 232 ± 51.
(3.35)

The photon life-time τ = 1/γ is plotted as a function of the coil current in Fig. 3.25. The
measured average photon lifetime is

τ = 7 ± 2 ns . (3.36)

The measured average photon lifetime is much smaller than the time resolution we can reach in
our experiments, which is fixed by the inverse of the IF frequency fIF = 12.5 MHz. Indeed, with
the room-temperature setup discussed before, we are able to measure one (I,Q) point for each
period of the IF signal, which implies that our effective temporal resolution is 80 nanoseconds.
For this reason, exploring the time-transient dynamics of the JPA chip is not possible unless we
increase the IF frequency.
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Figure 3.25: Average photon lifetime τ as function of the coil current. The blue-shaded region indicates
the statistical error on the measured quantity, estimated as three times the standard deviation
of the fit’s estimators. The orange solid line indicates the weighted average of the measured
values weighted inversely to their respective statistical errors.

3.5 Summary

In this chapter, we present the experimental techniques necessary for our thesis work. In the
first section, we illustrate the setup used in this work, focusing on the cryogenic setup needed in
order to generate the quantum states of light of interest. In the second section, we describe how
the propagating microwave signals coming from the cryostat are digitized, demodulated and
filtered. In particular, we describe the FPGA Image which was developed during this thesis work.
In the third subsection, we illustrate the experimental method used to characterize the properties
of the amplification chain. In particular, we show that, within the experimental errors, the
amplification process generates gaussian noise. In the last section, we analyze the spectroscopic
parameters of the superconducting devices in our setup, by measuring the complex reflection
coefficient.
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Chapter 4

Theory of Kerr non-linear resonators

In this chapter, we illustrate the theoretical model which can be used to interpret the ex-
perimental results obtained in this thesis work. The chapter is divided into three sections.
In the first section, we derive a phenomenological single-mode Hamiltonian to describe the
superconducting quantum devices used in our thesis: a JPA and a JPC operated in a single
port configuration. The second section describes the theory behind the experiments involving
the JPC. In an analogous way, the third section describes the theory behind the experiments
involving the JPA.

4.1 Phenomenological Hamiltonian for superconducting

quantum devices

In this section, we describe the theoretical framework used to model the superconducting
quantum devices used in this thesis. In particular, we use a lumped-element model, in which we
neglect the spatial extensions of our components, to derive a phenomenological Hamiltonian for
our devices. The lumped element model is, of course, an approximation and it is not as accurate
as a more complete distributed-element model, since the physical dimensions of our devices
are comparable to the wavelength of the microwaves used during our experiments. Despite that,
the use of the lumped-element model is justified by the following observations:

1. in our experiments, we assume to interact with only one of the quantum modes of the
superconducting devices, i.e, we assume the validity of the single-mode approximation.
This assumption is justified by the results of the reflection measurements performed on
both our superconducting devices: indeed, for both of them, only one resonance frequency
can be detected in the frequency range of interest. Moreover the JPC is used in a single
port configuration, therefore we interact directly with only one of the two resonators in it;

2. in the single-mode approximation, the lumped-element and the distributed-element mod-
els converge to formally identical Hamiltonian operators [79]. The difference between
the two models relies in different equations to estimate the parameters entering the
Hamiltonian operators. In our experiments, we don’t estimate them a-priori;



4.1 Phenomenological Hamiltonian for superconducting quantum devices

3. the lumped-element approach can also be justified a posteriori, since our experiments,
shown in Chapter 5, agree with the theoretical predictions based on this approach.

The circuit under consideration includes the superconducting resonator, which is treated here as
an LC-circuit with resonator inductance Lres and resonator capacitance Cres. These parameters
can be estimated as

Lres = dL0, Cres = dC0, (4.1)

where d is the lenght of the superconducting device and L0 and C0 are the inductance and
capacitance per unit lenght, respectively. The angular resonance frequency ωres of the bare
superconducting resonator is given by

ωres =
1

√
LresCres

. (4.2)

For both the JPA and the JPC, we treat the DC-SQUID and the loop of Josephson junctions as
single Josephson junctions with tunable critical current Ic, as explained in Chapter 1 for the
DC-SQUID. We label the critical current of the effective Josephson junctions Ic. We also define
the Josephson energy [45] of the effective Josephson junction as

EJ(Φext) =
Φ0Ic(Φext)

2π
, (4.3)

where Φ0 is the flux-quantum and we made explicit that the critical current Ic can be modulated
by applying an external magnetic flux Φext. Possible capacitive effects of either the the DC-
SQUID of the JPA or the loop of junctions of the JPC are taken in account by a capacitance CJ .
A schematic of the lumped-element model is shown in Fig. 4.1.

Figure 4.1: Lumped element model of the superconducting quantum devices used in this thesis.

Using a standard approach in circuit quantization [80], we define the canonical flux-node
canonical variable Φ. We only need to define one canonical coordinate Φ since all the elements
of the circuit under consideration are in parallel. Also, since we are considering a lumped
element model, we neglect the dependence of Φ on the spatial coordinates and we allow it
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to only be a function of the time t. In terms of Φ, we can estimate the energy stored in each
circuital component. Therefore, we can write down the circuit Lagrangian L(Φ, Φ̇) as

L(Φ, Φ̇) =
CΣ
2
Φ̇2 −

Φ2

2Lres
+ EJ(Φext) cos

(
πΦ

Φ0

)
, (4.4)

where CΣ = CJ + Cres is the total capacitance and Φext is the external magnetic flux which
modulates the critical current of the effective Josephson junction. To obtain the Hamiltonian
function of this system, we introduce the canonical variable [81] conjugate to Φ, Q defined as

Q =
∂L

∂Φ̇
= CΣΦ̇, (4.5)

we note that Q has the physical dimensions of a charge. By performing a Legendre transform
[82] of the Lagrangian function L with respect to Q, we obtain the classical Hamiltonian
function of the system,

H(Φ,Q) =
Q

2CΣ
+
Φ2

2Lres
− EJ(Φext) cos

(
πΦ

Φ0

)
(4.6)

We can go from this classical Hamiltonian function to a Hamiltonian operator by transform-
ing the classical variables Q and Φ in quantum operators Q̂ and Φ̂ satisfying the canonical
commutation relation [80], [

Φ̂, Q̂
]
= jℏI, (4.7)

where I denotes the identity operator. To obtain a simpler expression, when Φ ≪ Φ0, we can
expand the cosine potential of the effective Josephson junction and keep only the terms up to
fourth order,

Ĥ =
Q̂

2CΣ
+
Φ̂2

2Lres
+
π2EJ(Φext)

2Φ0
2 Φ̂2 −

π4EJ(Φext)
24Φ4

0
Φ̂4. (4.8)

In our experiments, Φext = Φ̄DC + δΦ(t) where Φ̄DC is set by direct current flowing in the
superconducting coils attached to the devices, see Chapter 3, and δΦ(t) is a time-dependent
external flux sent by using the pump-lines connected to our devices. In general, we assume that
δΦ(t) ≪ Φ̄DC and, therefore, we can use the first-order Taylor expansion

EJ(Φext) = EJ(Φ̄DC) +
∣∣∣∣ ∂EJ

∂Φext

∣∣∣∣
Φ̄DC

δΦ(t). (4.9)

Whit this in mind, we can rewrite Eq. 4.8 as

Ĥ =
Q̂2

2CΣ
+
Φ̂2

2LΣ
+

π2

2Φ2
0

∣∣∣∣ ∂EJ

∂Φext

∣∣∣∣
Φ̄DC

δΦ(t)Φ̂2 −
π4EJ(Φ̄DC)

24Φ4
0
Φ̂4, (4.10)
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where we neglected the term δΦ(t)Φ̂4 and we have defined the total inductance LΣ as

1
LΣ
=

1
Lres
+
π2EJ(Φ̄DC)
Φ2

0
. (4.11)

At this point, we introduce the cavity bosonic modes b̂ and b̂† as

Q̂ = j

√
ℏCΣω0

2

(
b̂† − b̂

)
,

Φ̂ =

√
ℏω0

2CΣ

(
b̂† + b̂

)
,

(4.12)

where the resonance angular frequency ω0 of the superconducting device is given by

ω0(Φ̄DC) =
1√

LΣ(Φ̄DC)CΣ
. (4.13)

In terms of the bosonic operators b̂ and b̂†, we can rewrite the Hamiltonian in Eq. 4.10 as

Ĥ = ℏω0(Φ̄DC)b̂†b̂ + ℏg(Φ̄DC)δΦ(t)
(

b̂ + b̂†
)2
−
ℏK(Φ̄DC)

6

(
b̂ + b̂†

)4
, (4.14)

where g(Φ̄DC) describes the strength of the coupling between the superconducting quantum
device and the time-dependent external flux δΦ(t) and K(Φ̄DC) is the tunable Kerr non-linearity
of the superconducting quantum devices. These parameters are defined as

g(Φ̄DC) =
π2

4Φ2
0

∣∣∣∣ ∂EJ

∂Φext

∣∣∣∣
Φ̄DC

(
ℏω0

CΣ

)
,

K(Φ̄DC) =
π4EJ(Φ̄DC)

16Φ4
0

(
ℏω0

CΣ

)2

.

(4.15)

4.2 Single photon driven oscillator

In this section, we illustrate the necessary theory to understand the experimental results
obtained by analyzing the output field emitted by the JPC, based on the results of the previous
section. The section is organized as follows: in the first subsection, we introduce and motivate
the Hamiltonian operator used to model the JPC. In the second subsection, we focus on the
steady-state solutions of the system equation of motion. The solutions are obtained using both
mean-field and numerical techniques. In particular, we predict that the emitted signal from
the JPC presents anti-bunching in the steady-state regime, see section 4.2.2. The third and
last subsection deals with the time-transient dynamics of the model. The purpose of the last
subsection is to shed some light on some physical features that is not explored experimentally
during this thesis work and can inspire future works.
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4.2.1 Driven non-linear oscillator

In our experiments, the JPC is probed in reflection with a weak microwave coherent tone
generated by an SGS100A microwave source. The signal arrives at the JPC through a microwave
circulator which suppresses (21 dB isolation) the signal coming from the other direction. A
simplified setup is depicted in figure 4.2. We model the JPC as a non-linear single-mode quantum
oscillator, described by four effective parameters: its resonance frequency f0, its internal and
external coupling factors γint and γext and its non-linearity K. The first three parameters are
estimated by measuring the reflection coefficient of the device, while, in principle, K can be
estimated from the observed dispersive shift [83]. The resonance frequency and the non-linearity
enter explicitly in the model Hamiltonian, while the coupling constants describe the dissipation
to the external environment, as explained in Chapter 1.

Figure 4.2: Simplified measurement scheme of the JPC.

We label b̂ the operator describing the JPC-cavity mode. Starting from Eq. 4.14, the Hamilto-
nian of the JPC is assumed to be

H/ℏ = ω0b̂†b̂ −
K
6

(
b̂ + b̂†

)4
, (4.16)

where ω0 = 2π f0. Also, we omitted the time-dependent flux δΦ(t) since it was not used for the
JPC experiments. Moreover, we dropped the symbol Φ̄DC for notation simplicity. Going in a
frame rotating at the JPC resonance frequency f0, the Hamiltonian can be simplified to

H/ℏ ≈ −Kb̂†
2
b̂2, (4.17)

As explained in the first chapter, the input signal can be modeled by introducing a driving term
in the rotated Hamiltonian operator, since it represents a classical signal,

H/ℏ = −Kb̂†
2
b̂2 + jΩ

(
b̂† − b̂

)
. (4.18)
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The term Ω is the drive strength and it is related to the input power Pin as explained in [83],

Ω =

√
γePin

ℏω0
. (4.19)

Finally, the equation of motion for the intracavity mode b̂ is given by

d
dt

b̂ = 2jK b̂†b̂2 −
γ

2
b̂ −Ω. (4.20)

The output mode âout is given from the boundary condition

âout =
√
γext

(
Ω − jb̂

)
. (4.21)

4.2.2 Steady-state solution

In this subsection, we discuss the steady-state solution to the equation of motion for the mode
b̂. The steady-state solution is obtained by imposing that

d
dt

b̂ = 0, (4.22)

which gives us
2jK b̂†b̂2 −

γ

2
b̂ −Ω = 0. (4.23)

Mean-Field solution

The mean-field (MF) steady-state solution is obtained by replacing the operator b̂ with its
expectation value B = ⟨b̂⟩ in equation 4.23. Physically, this approximation is justified when
the quantum fluctuations associated with b̂, δb =

√
var(b̂), are much smaller than the average

value B. The MF equation reads as

2jK |B|2B −
γ

2
B −Ω = 0 (4.24)

The MF solution is useful to develop some intuition about our system. In general, it is not
possible to solve equation 4.24 analytically. Therefore, we start by analyzing some simple
limiting cases. First, we analyze the linear solution, obtained in the case K = 0. In this situation,
the MF equation has a single solution given by

BK=0 = ⟨b̂⟩ =
2Ω
γ
. (4.25)

In the linear case, the input field Ω displaces the intracavity mode b̂. The amplitude of the
displacement scales linearly with the drive strength of the input field. For small, but non-zero
non-linearity K, we can simplify equation 4.23 by replacing the term |B|2 with |BK=0|

2 = 4Ω2/γ2.
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In this case, the solution is given approximately by

B ≈
Ω

8j K Ω
2

γ2 − γ/2
, (4.26)

which holds true for weak input signals Ω ≤ γ. The solution 4.26 shows that the non-linearity
K suppresses the displacement done by the field Ω in the intra-cavity field. To understand why
this happens, we observe that equation 4.24 can be formally rewritten as(

2jK|B|2 −
γ

2

)
B = Ω, (4.27)

in which it’s clear that the nonlinear term 2K|B|2 acts as an effective frequency detuning. Since
|B|2 increases for stronger input fields, the resonance frequency of our system shifts, and thus
the coherent tone is no longer resonant, leading to a reduced displacement of the intra-cavity
field. This observation is generally used to measure the Kerr non-linearity, as described in Ref.
[83].

Numerical solution

Despite providing useful insights on the role played by the non-linearity on the displacement
of the intra-cavity field, the MF solution is based on an essentially classical theory and therefore
cannot predict any quantum feature of the steady-state mode of the driven JPC. Therefore,
this section is dedicated to the solution of the steady-state equation 4.23 without further
approximations. The solutions of this equation are used to compute some expectation values
that are relevant to the analysis of the quantum physical features of the driven JPC steady-state.
The computations are performed as explained in section 1.3: the steady-state density matrix
of the JPC is found by diagonalizing the matricization of the Liouvillan super-operator which
describes the system. We focus on expectation values which require only up to the second
moment of the cavity operator b̂. The chosen steady-state expectation values are

1. mean photon number nb = ⟨b̂†b̂⟩;

2. average displacement B = ⟨b̂⟩;

3. second-order correlation function g(2), computed as

g(2) =
⟨b†b†bb⟩

n2
b

; (4.28)

4. deviation from mean-field prediction for the photon number, quantified by the parameter
r, defined as

r =
nb

|B|2
. (4.29)

The more r deviates from r = 1, the more is system behavior different from the MF
theory prediction.
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Results of numerical simulations

For the numerical simulations, we choose γ = 1 MHz, which is similar to the measured value
for the JPC. We express K and Ω as multiples of γ for simplicity. The steady-state solution is
examined for K/γ =

[
0, 0.5, 1, 1.5, 2, 2.5

]
and for Ω ranging from 0 to 5γ. The maximum value

5γ is chose to keep the cutoff dimension of the Hilbert space to Dc = 100.
In figure 4.3, we show the average cavity photon population and the average displacement
amplitude as a function of the drive-strength Ω for different values of the non-linearity K. The
results confirm our intuition: for higher non-linearities, the displacement of the intracavity
field is suppressed due to the detuning between the cavity and the input field caused by the
non-linearity.

(a) (b)

Figure 4.3: Average cavity photon population, figure (a), and average displacement amplitude, figure
(b) as function of the drive-strength Ω for different values of the non-linearity K.

Interestingly, as shown in figure 4.4, the second order correlation function g(2) of the steady-
state is always smaller than 1 for the range of parameters considered. This implies that the
light emitted by the JPC is anti-bunched and preserves some quantum features in the steady
state. The second order correlation function g(2) gets smaller by increasing the non-linearity
(going from light-blue to dark-blue curves in figure 4.4). For all the considered values of the
non-linearity K, g(2) is an increasing function of Ω, reaching g(2) = 1 asymptotically in the
limit Ω → 1. This fact can be explained by noting that when Ω → ∞, eventually Ω ≫ K
and therefore the detuning between the cavity and the drive signal caused by the non-linearity
becomes irrelevant. When that happens, the field inside the cavity is a displaced coherent state
with good approximation, thus justifying g(2) = 1.
The non-classicality of the light emitted in the steady-state is confirmed by the analysis of
the r parameter. When the system is classical, b̂ can be replaced by complex number, as it is
assumed in the MF theory. In this case, the numerator and denominator in the definition of r are
equal, and then r = 1. When quantum fluctuations are relevant, b̂ cannot be approximated as a
complex number. In this case, ⟨b̂†b̂⟩ , |⟨b̂⟩|2 and then the r > 1.
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(a) (b)

Figure 4.4: Second order correlation function g(2), figure (a), and r-parameter, figure (b) as a function
of the drive-strength Ω for different values of the non-linearity K.

For all values of K, r is peaked at intermediate values of Ω ≈ γ, before decreasing in the
limit Ω→ ∞, when the intra-cavity steady-state solution approaches a classical coherent state.
In figure 4.5 we show the Wigner function of the steady-state solution for K = 2 MHz and
Ω = γ = 1 MHz. In this intermediate case, it is clear that the Wigner function is far from a
Gaussian distribution. By looking at the photon number distribution for this state, we note that
only the Fock states |0⟩ and |1⟩ significantly populated.

(a) (b)

Figure 4.5: Wigner function, figure (a), and photon-number distribution, figure (b), for K = 2 MHz and
Ω = 1 MHz. The black dashed line indicates the contour of the vacuum state |0⟩.

4.2.3 Beyond steady-state: transient solutions

To obtain information about the time transient features of the system under consideration,
we move to the Schroedinger picture and solve the master equation:

d
dt
ρ(t) = L

(
ρ(t)
)
, (4.30)
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where ρ(t) is the intra-cavity transient density matrix and L is the Liovillan super-operator
defined in 1.43. In particular, we show that the anti-bunching predicted in the steady state is
a consequence of quantum superposition effects in the transient time evolution. We focus on
the case K = 2 MHz and Ω = 1 MHz. This choice is motivated as follows: K = 2 MHz is a
realistic value for the non-linearity of the device under consideration and Ω = 1 MHz is around
the value of the drive-strength for which the deviations of the steady-state solution from the MF
theory are stronger, as we can clearly see for the simulation results of the r parameter. Also, the
antibunching in the steady state is predicted for a wide range of parameters, as long as K ⪆ γ.
Therefore we expect that the conclusions drawn for this particular case can be generalized for a
wider set of parameters.
For the selected values of K and Ω we fix the dimensional cutoff of our system to Dc = 40. The
relevant time scale for the system’s dynamics is given by 1/γ ≈ 1 µs. For this reason, discretize
the time interval first by fixing the full simulation duration to t f = 5 µs, which is long enough
for the system to reach the steady state, and then we divide it into 1000 steps. Therefore our
simulation has a time resolution of 5 ns, which is short enough to capture the relevant transient
dynamical features. The numerical solution of the time-dependent master equation is obtained
using the master equation solver of the QuTiP package [41], which implements a fourth-order
Runge Kutta method in a numerically efficient way.
As shown in figure 4.6, we started our analysis by plotting the correlation function g(2) and the
displacement amplitude, |⟨b̂⟩|, as a function of time. We observe that g(2)(0) = 1, as expected
since we start from the vacuum state in the cavity. The correlation function g(2)(t) then quickly
decreases, reaching its minimum value, g(2) = 0.28, for t =1.805 µs. For longer times, the
correlation function stabilizes slowly fluctuating around the steady-state value.

(a) (b)

Figure 4.6: Figure (a): g(2) correlation function for the transient cavity state as a function of time.
Figure(b): Absolute value of the expectation value of the operator b̂ as a function of time.

The displacement amplitude, for comparison, increases linearly from t = 0 to t ≈ 1 µs. For
t ⪆ 1 µs the number of noise photons in the cavity, shown in figure 4.7, is big enough to shift
the resonance frequency of the JPC, thus decoupling the device from the resonant drive. When
the cavity is off-resonance with the input drive, the number of photons inside of it starts to relax
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by the effect of the dissipation to the environment. This relaxation justifies the decrease of the
displacement amplitude and the number of photons between t = 1µs and t = 3 µs. By losing
photons to the external environment, the detuning between the cavity and the external input
field slowly reduces. When the external drive and the cavity are partially in resonance again, the
photon number inside the cavity slightly increases together with the displacement amplitude
between t = 3µs and t = 5 µs before stabilizing around the steady-state value.

(a) (b)

Figure 4.7: Figure (a): Intra-cavity photon population ⟨b̂†b̂⟩ of time. The black dotted line indicates the
analytical solution for the case K = 0. Figure(b): Detuning between the cavity and the input
coherent tone as a function of time. The detuning is compute as ∆ = −2K⟨b̂†b̂⟩.

At this point, we explored the role played by quantum superposition in the transient state dy-
namics. From the analysis of the steady state, it is clear that the steady-state photon distribution
is almost equally split between the Fock states |0⟩ and |1⟩, as shown in figure 4.5. Inspired by
this fact, we study the fidelity of the transient state with the superposition state

∣∣ψtar
〉

defined as

∣∣ψtar
〉
=

1
√

2

(
|0⟩ + |1⟩

)
. (4.31)

The results are shown in figure 4.8, together with the negative volume of the transient state as a
function of time. The negative volume is estimated from the Wigner W function of the transient
state by

VN =
x ∣∣W(z)

∣∣ − 1. (4.32)

As expected, the fidelity reaches values up to 95%, for t ≈ 1.3 µs. Around the same time,
the negative volume reaches its maximum value, VN ≈ 0.1. It is important to note, that the
negative volume is substantially higher than 0 for a time internal longer than 1 µs and thus
experimentally accessible. This observation confirms the link between quantum superposition
and negativities in the Wigner function.
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(a) (b)

Figure 4.8: Figure (a): Negative volume of the transient state as a function of time. Figure (b): Fidelity
of the transient state with respect to the pure state

∣∣ψtar
〉

as a function of time.

In figure 4.9, we plot the purity of the transient state as a function of time. The purity is
estimated by

P(t) = Tr
(
ρ̂(t)2

)
. (4.33)

The purity of the system decreases quickly from P = 1 at t = 0 to the minimum value P ≈ 0.6
when t ⪆ 2 µs. The system has its lowest value in purity when the detuning between the
cavity and input drive is the biggest. After t = 2 µs, the purity increases slowly, with the same
mechanics described for the photon number and the displacement amplitude. When the transient
system state has fidelity F ≈ 95% with the target state

∣∣ψtar
〉
, the purity is still high, P ≈ 0.8.

Figure 4.9: Purity of the transient state as a function of time.

We conclude the time-domain analysis by comparing the Wigner functions of the transient
state at t = 1.3 µs and the Wigner function of the target state

∣∣ψtar
〉
, figure 4.10.
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(a) (b)

Figure 4.10: Figure (a): Wigner function of the transient state for t = 1.36 µs. The fidelity with the pure
state

∣∣ψtar
〉

is 92%. Figure (b): Wigner function of the pure state
∣∣ψtar

〉
.

4.3 Two-photon driven oscillator: Kerr Parametric Oscillator

In this section, we illustrate the necessary theory to understand the experimental results
obtained by analyzing the output field emitted by the JPA. The section is organized as follows:
in the first subsection, we describe the physics of the device in the linear regime, when the
non-linearity can be neglected. In the second section, we explore analytically the effects of
the non-linearity using the mean-field approximation. In the third and last section, we use the
numerical techniques defined in the previous chapters to analyze the full quantum theory of the
JPA physics, linking the linear and mean-field analytical theories.

Figure 4.11: Simplified measurement scheme for the JPA.

Usually, the quantum features of the microwave radiation emitted by a JPA can be accounted
for by modeling it with the Hamiltonian defined in Eq. 4.14. Here, we assume that the external
time-dependent flux depends follows the time dependence:

δΦ(t) = A cos (2ω0t + ϕ), (4.34)
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4.3 Two-photon driven oscillator: Kerr Parametric Oscillator

where A is the pump amplitude, ϕ is the pump phase, and ω0 is the resonance frequency of the
superconducting device. In the following, we drop the symbol Φ̄DC to simplify our notation.
We also define the pump strength absolute value |U | as

|U | = gA. (4.35)

The Hamiltonian for the JPC therefore reads as

Ĥ/ℏ = ω0b̂†b̂ +|U | cos (2ω0t)
(

b̂ + b̂†
)2
−

K
6

(
b̂ + b̂†

)4
. (4.36)

In a frame rotating with the JPA frequency ω0, the Hamiltonian in the last equation implies to
the Hamiltonian of a KPO [13, 79],

HKPO = −Kb†
2
b2 + Ub†

2
+ U∗b2. (4.37)

where the complex pump amplitude U is given by U = |U | ejϕ. In the following, we set the
pump phase to ϕ = 0 and treat U as a real parameter.

4.3.1 Linear Theory

When the Kerr non-linearity K is not present, the Hamiltonian of the KPO is quadratic in
the field operator b̂ and, therefore, the equations of motion are linear. This feature greatly
simplifies the study of the system’s dynamics. Indeed, in this case, the Liovillian super-operator
which appears in equation 1.41 is a Gaussian Preserving Map and the system’s density matrix
describes a single-mode gaussian state for any moment in time (proved in [84]). The covariance
matrix Σ is defined in terms of the quadrature operators

q̂ =
b + b†
√

2

p̂ =
b − b†
√

2j

(4.38)

and be evaluated as

Σ =

(
var(q̂) ⟨q̂p̂ + p̂q̂⟩/2

⟨q̂p̂ + p̂q̂⟩/2 var( p̂).

)
(4.39)

From the equation of motion of the mode b̂, it is possible to prove that the equation of motion
for the covariance matrix Σ is

d
dt
Σ =WΣ + ΣW† + F, (4.40)

where the matrices W and F are defined as

W =

(
−γ/2 −2U
−2U −γ/2

)
(4.41)
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and

F =

(
γ/2 0
0 γ/2

)
. (4.42)

From the definition, it is clear that equation 4.40 returns a physical covariance matrix only if

det(W) = 4

(
γ2

16
− U2

)
≥ 0. (4.43)

and thus the linear theory breaks down for U > Uc = γ/4. We refer to Uc as the pump-threshold.
The equation for the steady state covariance matrix Σss is given by taking the limit t → ∞ in
equation 4.40 and is a Lyapunov-type matrix [85],

WΣss + ΣssW† = −F. (4.44)

which can be solved exactly and gives

Σss =

 γ2/2
16U2−γ2

2Uγ
16U2−γ2

2Uγ
16U2−γ2 −

γ2/2
16U2−γ2

 . (4.45)

It is known experimentally that JPAs can be used to generate squeezed-vacuum states of
microwave radiation. To do so, we start by defining the rotated covariance matrix

Σ(θ) = Λ(θ)ΣΛ(θ)T , (4.46)

where Λ(θ) is the rotation matrix,

Λ(θ) =

(
cos (θ) − sin (θ)
sin (θ) cos (θ).

)
(4.47)

The first entry of the rotated covariance matrix Σ(θ) gives the variance of the rotated quadrature
operator q(θ).

var(q(θ)) = Σ(θ)00 =
γ

8

(
γ/4 − U sin (2θ)

)((
γ/4
)2
− U2

) . (4.48)

Here we define the variance of an operator Ô, var(Ô) as

var(Ô) = E(Ô2) − E(Ô)2, (4.49)

where E denotes the expectation value operator. Physically, the var(q(θ)) quantifies the spread
of the Wigner function of the quantum state along the θ-axis of the phase space. When the
variance var(q(θ)) is smaller than the variance of the vacuum fluctuations, 1/2 photons, the
system is in a squeezed-vacuum state. For any physical allowed value for the pump U ≤ Uc,
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the variance var(q(θ)) is maximal for θ = 3π/4 and minimal for θ = π/4.

var(q(π/4)) =
γ

8
(
γ/4 + U

)
var(q(3π/4)) =

γ

8
(
γ/4 − U

) . (4.50)

In particular, we observe that for any value of the pump the variance along the axis θ = π/4 is
smaller compared to the one vacuum one. This means that for any 0 < U ≤ Uc, the system is in
a squeezed vacuum state. When U approaches the critical value Uc, the variance along the axis
θ = 3π/4 diverges, going to infinity. For the axis, θ = π/4, the variance var(q(π/4)) does not
go to zero but saturates to its minimum value 1/4, which is half of the variance of the vacuum
state. A quantity commonly used in experiments is the squeezing level S (θ) with respect to the
vacuum, defined as

S (θ) = 10 log10

(
var(q(θ))
var(qvac)

)
= 10 log10

(
2var(q(θ))

)
.

(4.51)

In terms of squeezing compared to the vacuum, when UUc, the squeezing level is

S (3π/4) = ∞

S (π/4) = 10 log10 2var(q(π/4)) ≈ −3 dB
(4.52)

the saturation value of the squeezing along the π/4 axis is know as the 3dB-squeezing limit.

(a) (b)

Figure 4.12: Panel (a) shows the analytical squeezing level as a function of the quadrature θ for different
values of the ratio U/Uc. Panel (b) shows the squeezing level for the quadratures θ = π/4
(dark-blue line) and θ = 3π/4 (light-blue line) as a function of the ratio U/Uc. The red
dashed line indicates zero squeezing level (vacuum fluctuations) and the black dashed line
indicates the −3 dB limit for the intracavity squeezing.

In conclusion, linear theory predicts that the intra-cavity mode b̂ describes a squeezed vacuum
state for any value of the pump below the threshold, U ≤ Uc. For U > Uc, the theory breaks
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down and it is not possible to compute expectation values in the framework of Gaussian states.
Physically, the breakdown of the linear theory can be interpreted using a simple qualitative
argument. Indeed, if we consider the Hamiltonian HKPO with K = 0, the system reaches a
steady state because it can find an equilibrium between two competing process: the squeezing
from the pump and the dissipation to the environment. Indeed, he pump creates two excitations
in the system with a rate given by U. Due to the decay rate γ, the system loses a single excitation
to the environment with a rate γ/2. When 2U < γ/2, the system is able to dissipate in the
environment the excitations coming from the pump, and then it can reach an equilibrium steady
state. When 2U > γ/2, the dissipation can’t compensate for the rate of photon creation by the
pump and therefore the system does not reach an equilibrium steady state. Indeed, using the
covariance matrix formalism, we can estimate the steady-state number of photons in the cavity
as

n = ⟨b̂†b̂⟩ =
1
2

U2(
γ/4
)2
− U2

. (4.53)

As can readily be evaluated, the number of photons diverges for U → Uc. This corroborates
our interpretation of the dynamics of the system.

Figure 4.13: Steady-state cavity photon number ⟨b̂†b̂⟩ as a function of the ratio U/Uc

4.3.2 Mean-Field Theory

To understand the physics beyond the pump threshold, it is necessary to reintroduce the
non-linearity K. From Chapter 1, we know that our cavity operator b̂ obeys the Quantum
Langevin Equation 1.39,

d
dt

b = −
j
ℏ
[
HKPO, b

]
−
γ

2
b + j

√
γeain (4.54)
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the Hamiltonian HKPO defined in equation 4.37 and γe and γ being respectively the external
coupling factor and the decay rate of the KPO. Formally, the commutator

[
HKPO, b

]
can be

evaluated as [
HKPO, b

]
= −

∂HKPO

∂b†
= 2jKb†b2 − 2jU b†. (4.55)

Thus, the equation of motion for the cavity mode b is

d
dt

b = 2jKb†b2 − 2jU b† −
γ

2
b + j

√
γeain. (4.56)

The mean-field steady-state equation reads

2j K |B|2 B − 2j UB −
γ

2
B = 0. (4.57)

We rewrite B =
√

n̄eiφ, with n̄ ∈ R+ and φ ∈ [0, 2π). In terms of the new parameters, we can
easily evaluate the solutions to equation 4.57. Indeed, when U ≤ Uc = γ/4, the system has only
one steady state, corresponding to n̄ = 0. This is what we expect from linear theory, since we
derived that when U ≤ Uc the intracavity state is not displaced and therefore ⟨b̂⟩ = 0.
Interestingly, when U > Uc, the system has two additional solutions for the steady state:

φ =
1
2

arcsin
4γ
U
+ kπ where k = 0,1

n̄ =
U
|K|

√
1 −
(
γ

4U

)2

,

(4.58)

which are symmetric by inversion in the phase space. A linearized stability analysis of these
solutions, in [86], shows that below the pump-strength threshold U ≤ Uc, the solution with
n̄ = 0 is stable. When U > Uc, n̄ = 0 became unstable and the two solutions 4.58 are stable.
In the framework of the mean-field theory, the average photon number population n̄ = |B|2 can
be interpreted as the order parameter for a second-order phase transition [20]. Indeed, when
U ≤ Uc, n̄ = 0 and the mean-field theory predicts a single stable solution at the center of the
phase space. When U > Uc, the situation changes drastically, since the system is described by
two bistable solutions.
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(a) (b)

Figure 4.14: Panel (a) shows the steady state number of photons n̄ as a function of the ratio U/Uc

predicted by the Mean Field theory for different values of the non-linearity K. Panel (b)
shows the derivative of n̄ with respect to U/Uc as a function of U/Uc for different values
of the non-linearity K.

4.3.3 Quantum theory

Quantum theory without dissipation

We start by observing that the displaced coherent states |α⟩, with α = ±
√

U/K, are degenerate
eigenvector sof the KPO Hamiltonian, with associated eigenvalue Eα = U2/K. The subspace
spanned by the coherent states |α⟩ and |−α⟩ is separated from the remaning part of the spectrum
of the KPO hamiltonian by a finite energy gap Egap. We refer to this subspace as the "degenerate
subspace". Also, we note that all the superposition of the states |α⟩ and |−α⟩ are part of this
subspace. In particular, the cat states

C+(α) = N
(
|α⟩ + |α⟩

)
,

C−(α) = N
(
|α⟩ − |α⟩

)
,

(4.59)

are part of the degenerate subspace. The size of the energy spectrum gap Egap increases as a
function of U for all the values of K. This statement can be easily motivated by numerically
diagonalizing the Hamiltonian of the KPO using the Lanczos method. In Fig. 4.15, we show the
energy gap Egap as a function of the pump strength U. In agreement with quantum perturbation
theory, the gap scales quadratically in U for U ≪ K and it scales linearly in as a function of U
for U ≫ K.

The presence of the finite energy gap can be exploited to generate quantum superposition of
displaced coherent states, such as cat-states, in the transient regime of the KPO, by exploiting
the quantum adiabatic theorem [87]. This procedure was introduced theoretically by S. Puri et al.
in [13] and experimentally verified by Z. Wang et al. in 2019 [15] in the microwave regime. The
adiabatic theorem may also be used to generate controlled Rabi oscillatons between the coherent
states |α⟩ and |−α⟩. This can be done by removing the degeneracy of the KPO Hamiltonian, by
introducing a weak resonant driving term Ω

(
b̂† + b̂

)
in the KPO Hamiltonian. If the resonant

88



4.3 Two-photon driven oscillator: Kerr Parametric Oscillator

Figure 4.15: Energy gap Egap of the KPO, expressed as a fraction of K, as a function of the pump power
U, expressed as fraction of K.

drive is weak enough, Ω ≪ Egap, the system is still confined in the degenerate subspace and
coherent oscillations between |α⟩ and |−α⟩ can be performed; these oscillations can be exploited
use the KPO as a qubit. This procedure was presented and experimentallay applied by Grimm
et al. in Ref. [12]

Quantum theory with dissipation

When dissipation is included, the equation of motion for the density matrix ρ of the system
is the Lindblad master equation 1.41. Interestingly, even in the presence of dissipation, the
subspace spanned by the displaced coherent states |α⟩ is still isolated from the remaining part
of the Hilbert space. To see this, we consider the dissipator operator appearing in the Lindblad
master’s equation 1.41, which acts on the system density matrix ρ as

ρ→ b̂ ρ b̂†. (4.60)

The dissipator randmonly transforms the even cat state
∣∣C+(α)

〉
in the odd cat state

∣∣C−(α)
〉
. For

this reason, the dissipative dynamics of the master’s equation 1.41 introduces quantum jumps
between the even and odd cat states of the subspace spanned by |α⟩ and |−α⟩. These jumps
suppress the quantum coherence of the system but preserve the system from leaking outside of
the degenerate subspace. In its steady state, when U ≫ K, the system is well described [13] by
the classical mixture

ρss =
1
2
(
|α⟩ ⟨α| + |−α⟩ ⟨−α|

)
. (4.61)

This qualitative explanation is motivated by numerically evaluating the Von Neumann entropy
S(ρss) of the steady-state density matrix ρss obtained from numerical simulations, as shown in
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the following section.

4.3.4 Numerical approach to steady state

For the numerical simulations, we choose γ = 136 MHz, which is similar to the measured
value for the JPA. We express K and U as multiples of γ for simplicity. The steady-state
solution was examined for K/γ =

[
0.1, 0.5, 1

]
and for U ranging from 0 to Umax = γ/2 = 2Uc.

The maximum value for U was chosen to keep the cutoff dimension of the Hilbert space to
Dc = 50. The chosen values for K allow us to understand the physics of the system going from
a weak-non linearity regime, in which K ≪ γ, to a regime, were the effects of the non-linearity
cannot be accounted for by using perturbative solutions, K ≈ γ. In our numerical experiment,
we focused on the following quantities:

1. Average photon population n̄ = ⟨b̂†b̂⟩.

2. Squeezing level for the quadrature q̂(θ) for θ = π/4, defined compared to the vacuum,

S (θ) = 10 log10
(
2var(q̂(θ))

)
. (4.62)

3. Second-order correlation function g(2).

We start by discussing the results for the average number of photons ⟨b̂†b̂⟩. As can be seen from
Figure 4.16, the photon number increases monotonically as function of U for all the considered
values of K. As K increases, ⟨b̂†b̂⟩ decreases. In the right-panel of Figure 4.16, we plot the
derivative of ⟨b̂†b̂⟩ with respect to U. This quantity is always continuous and does not show the
divergence for U → Uc predicted by the mean-field theory.

(a) (b)

Figure 4.16: Photon number, Figure (a), and derivative of the photon number with respect to the pump
power, Figure (b), as function of the pump power U.

Next, we discuss the results of the second order correlation function g(2) and the squeezing
level S (3π/4), which are both plotted in Fig. 4.17. The second-order correlation function
goes to g(2) → ∞ for decreasing values of the pump power, when U < Uc. This behavior
is expected from squeezed vacuum states [31]. When U > Uc, the second-order correlation

90
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function quickly saturates to one. This observation is in agreement with the hypothesis that
the steady-state solution in the high pump limit is well approximated by a classical mixture
of displaced coherent states. For increasing values of K, we observe also that the squeezing
along the θ = π/4 quadrature deviates from the linear prediction. In particular, for K/γ ≃ 1, the
intracavity squeezing reduces almost to zero.

(a) (b)

Figure 4.17: Second order correlation function g(2), Figure (a), and squeezing level with respect to the
vacuum, Figure (b),for the quadrature q̂(π/4) as a function of U.

4.3.5 Wigner functions

To analyze graphically the behavior of the system, we show the Wigner functions associated
to the steady state solutions, obtained for different values of U and K, Fig. 4.18. We observe
that, for increasing values of the pump strength U, the steady state Wigner function of the
quantum starts to split in the phase-space, along the θ = π/4 quadrature, approaching the mixed
state solution 4.61. Moreover, the steady-state Wigner function of the KPO are always positive.

(a) K = 0.1γ, U = 0.2γ (b) K = 0.1γ, U = 0.5γ (c) K = 0.1γ, U = 1γ

(d) K = 1γ, U = 0.2γ (e) K = 1γ, U = 0.5γ (f) K = 1γ, U = 1γ

Figure 4.18: Wigner functions of the steady-state of teh Kerr Parametric Oscillator for different values
of K and U, expressed here as fractions of γ. All the Wigner functions are normalized to
their maximum value.
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In figure 4.19, we show the marginal distributions of the computed density matrices for the
axes θ = 3/4π. The marginals are shown for different values od U and K. From the marginal
distribution, the transition to a double-peak steady-state solution is clear.

(a) K = 0.1γ, U = 0.2γ (b) K = 0.1γ, U = 0.5γ (c) K = 0.1γ, U = 1γ

(d) K = 1γ, U = 0.2γ (e) K = 1γ, U = 0.5γ (f) K = 1γ, U = 1γ

Figure 4.19: Marginal distributions along the axis θ = 3/4π of the Wigner function for the steady-
state of teh Kerr Parametric Oscillator for different values of K and U, expressed here as
fractions of γ. All the Wigner functions are normalized to their maximum value.

In Figure 4.20, we show the fidelity to the solution in Eq. 4.61 and the purity of the steady-
state density matrix ρ evaluated numerically. As expected, the fidelity to the mixed state solution
4.61 approaches the unit value for high values of the pump strength. For increasing values of the
Kerr non-linearity K, the fidelity to the solution 4.61 converges to one faster. In a similar way,
the purity of the quantum state is a monotonically decreasing function of the pump strength U.

(a) (b)

Figure 4.20: Fidelity to the mixture of coherent states defined in equation 4.61, Figure (a), and purity of
the steady-state density matrix, Figure (b), as a function of U.

To conclude our analysis we also show the Von Neumann entropy of the steady-state density
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Figure 4.21: Von Neumann entropy of the steady state solution of the KPO, for K = 2γ, plotted as a
function of the pump strength U.

matrix S(ρss), which is defined as

S(ρss) = −Tr
(
ρss log ρss

)
= −

Dc∑
n=1

ρ(n,n)
ss log ρ(n,n)

ss . (4.63)

The Von Neumann entropy S(ρ) is compared with the entropy Smix of a classical mixture REF,
which, in the limit of large α, |α| ≫ 1, reads as

Smix = log 2 ≃ 0.69. (4.64)

As expected, for large values of the pump strenght U, the Von Neumann entropy S(ρss)→ Smix,
as shown in Fig. 4.21. This observation confirms our phenomenological intuition: the steady-
state of the KPO, in the high pump strength limit, does not describe a quantum superposition
but rather a classical mixture of two coherent displaced states.

4.4 Conclusion

In this chapter, we discussed the quantum theory and the relevant physics of the supercon-
ducting quantum devices measured during this thesis work. In the first section, we introduced a
lumped-element model to describe the superconducting quantum devices used in our exper-
iments. In the second section, we described the quantum theory of the model describing the
measurements performed using the JPC: the resonantly driven non-linear quantum oscillator. In
the third and last section, we analyze the model describing the experiments performed using
the JPA, the Kerr Parametric Oscillator (KPO).
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Chapter 5

Experimental results

This chapter is dedicated to the discussion of the experimental results obtained during our
thesis work; it is divided into two sections: the first section, 5.1, shows the analysis performed
on the JPC experimental data. The second section, 5.2, deals with the experimental results of
the JPA measurements. In both sections, we use the same notation as in Chapter 2 to label the
quantum fields of the propagating radiation: we use â to label the quantum field before the
amplification chain and ξ̂ for the amplified field measured by the FPGA.

5.1 Results of JPC measurements

In this section, we summarize the experimental results obtained by analyzing the propagating
quantum microwaves emitted by the JPC: the device is operated as explained in the first section
of Chapter 4. First, in 5.1.1, we explain how the experimental histograms of the (I,Q) points
are collected and how their histograms are averaged. We also mention how to compute the
statistical uncertainties on the expectation values which, can be evaluated using the measured
histogram. In the second one, 5.1.2, we analyze the deviation of the measured histogram from a
Gaussian behavior, which is evidence of the non-linear nature of the JPC. In the third subsection,
5.1.3, we use the measured histogram to compute several expectation values of the propagating
field emitted by the JPC; these expectation values are used as a benchmark for the results
provided by tomographic techniques implemented in the following steps of our analysis. In
the last subsection, 5.1.4, we perform the tomography of the radiation emitted by the JPC for
a particular value of the signal power. Here, we combine the Lucy-Richardson deconvolution
algorithm with the iterative maximum-likelihood estimation (IMLE) described in Chapter 2.

5.1.1 Meausuring the quantum field histograms

The emitted radiation of the JPC is analyzed for nine different values of the power of the
input drive, ranging from −105 dBm to −80 dBm (estimated at the device). For each value of
the input drive power, we measure Ntr = 100 traces consisting of 214 = 16.384 pairs of (I,Q)
points. Given the IF frequency fIF = 12.5 MHz of the demodulated signal, each trace lasts 1.3
ms. The JPC is operated with its coil current set at Icoil = 0 µA. The resonance frequency of the
device is f0 = 5.0927 GHz at the measured working point.
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Before averaging the measured histograms, we make sure that all the histograms, i.e. all the
measured traces, encode the same physical information about the propagating microwave
field emitted by the JPC in its steady-state. This is of fundamental importance since, in our
experiments, we are measuring propagating quantum microwaves emitted in the steady-state
of the JPC; the basic assumption in our measurements is that each (I,Q)-point is a random
sampling from a fixed but unknown probability distribution. For this reason, we don’t expect
any correlation between the values of two consecutive points.
To check these requirements, we first measure the emitted average power for all the traces and
for all the chosen values of the input field power. The results are shown in Figure 5.1, where we
plot the relative measured power as a function of the number of traces for different values of
the input power Pin. The relative power is defined as

Prel = log10

(
Pmeasured(Pin)

P0
measured

)
, (5.1)

where Pmeasured(Pin) is the measured power for the input power Pin and P0
measured is the measured

power for the lowest value of the input power Pin = −35 dB, measured at the source (−105 dB
estimated at the device). As expected, the average emitted power is constant for all traces for

Figure 5.1: Measured relative powers at the FPGA plotted as a function of the trace number for different
values of the input probe power at the JPC.

fixed values of the input field power.
The second preliminary measurement deals with the phase ϕ of the measured (I,Q)-points,
defined as

ϕ = arctan
(

Q
I

)
. (5.2)

When measuring this quantity, we observe a linear background imposed to its fluctuations
around the mean value. We observe that:
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1. the linear background covers the whole duration of the trace, which is on the order of 1
ms. For a cavity with decay rate γ ≈ 1 MHz this time scale is several orders of magnitude
longer than the average time correlation length τ ≃ 1/γ ≈ 1 µs;

2. the slope of the linear background, measured in radians per millisecond is constant within
the errors for different input drive powers, as shown in Figure 5.2. The average value
for the slope is 0.22 rad/ms, for the input powers in the range between -95 dBm and -82
dBm.

3. The shift in the phase of the emitted signal most likely does not originate from a shift
of the resonance frequency of the JPC. We motivate this statement by noting that the
emitted power reflected by the JPC does not decrease over the measurement time, as
shown Figure 1.1, which proves that the signal and the JPC are always in resonance.
Since the frequency of the input signal is fixed, we state that the JPC frequency is also
fixed.

In light of these observations, we conclude that the linear background is not a physical feature
of the signal emitted by the JPC, therefore we treat it as an experimental artifact. We remove
it by fitting the linear background in time and subctracting the fitted value from the phase
fluctuations.

(a) (b)

Figure 5.2: Panel (a) shows the estimated slope of the linear phase background measured for different
values of the input power Pin. The dark-blue marks represent the estimated values for the
slope, the light-blue line indicates the average value for different values of the input power
Pin. Panel (b) shows the phase of the sampled (I,Q)-points as a function of time (light-blue
line) and linear fit of the background (dark-blue line), for Pin = −88 dBm.

To do so, for each trace of (I,Q)-points we define the complex numbers z = I + jQ and rotate
them using

z→ z′ = ejϕfittedz, (5.3)

where ϕfitted is the fitted linear background. From the rotated complex numbers z′, we extract
the rotated components I′ = Re

{
z′
}

and Q′ = Im
{

z′
}

. The rotated components are binned in
a two-dimensional histogram, obtained by discretizing each axis of the phase space with 100
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points. The limits of the discretized axis are adapted to the power of the measured signal: we set
the range of the axis to 1.5 times the value of the highest measured value for both quadratures.
The discretized phase space is composed of 10,000 bins of the same area. The (I,Q) points
are also rescaled by the square root of

√
Gκ = 1.84 mV factor calibrated during the PNCF

measurement in Chapter 3; the values collected in the histogram are therefore the rescaled
quadratures

qξ =
I
√

G
, pξ =

Q
√

G
(5.4)

of the amplified field ξ̂. Each quadrature q̂ξ and p̂ξ has the units of squared number of photons.
At the end of the whole process, for each k-th trace, with k ∈ {1, . . . ,Ntr}, we obtain an histogram
H(k) consisting of 214 = 16.384 points. From the Ntr = 100 noisy histograms H(k), we obtain a
single histogram H by averaging them. In particular, the value of the averaged histogram H in
the (i, j)-th phase-space point, H

[
i, j
]
, is estimated as the mean of H(k)

i, j for all k ∈ {1, . . . ,Ntr},

Hi, j =
1

Ntr

Ntr∑
k=1

H(k)
i, j . (5.5)

In the last equation, the value H
[
i, j
]

measures the average frequency outcome associated to
(i, j)th-bin of the discretized phase-space. Moreover, in order to use the sampled histogram
as an approximation of the continuous Husimi Q-function Qξ of the mode ξ̂, we rescale each
value H

[
i, j
]

by the square of the phase-space resolution ∆q2. By doing this, we automatically
impose the normalization condition

x

C

d2z H(z) ≃ ∆q2
∑

i, j

H
[
i, j
]
= 1. (5.6)

The statistical errors on Hi, j, δHi, j, are estimated as the standard deviation on the mean,

δHi, j =
1
√

Ntr

√
var(Hi, j), (5.7)

and are grouped in an histogram δH.

Estimation of statistical errors

In the continuous case, the most general integral quantity that can be estimated using the
histogram H is of the type

F =
x

C

d2z H(z) f (z), (5.8)

where f (z) is a generic integrable function on the phase-space. In our case, we deal with
discretized functions and , therefore, we approximate the two-dimensional integral as

F ≈ (∆q)2
∑

i, j

Hi, j fi, j, (5.9)
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where ∆q is the quadrature resolution of the discretized axis. The statistical error on F, labeled as
δF, can be computed from the histogram of the statical errors δH using standard error-propation
techniques. Indeed, we estimate

δF =

√√√√∑
i j

[
∂F
∂Hi, j

δHi, j

]2

=

√∑
i j

[
fi, j δHi, j

]2
. (5.10)

Therefore, for any observable f (z) in the phase space, we estimate the mean value F and the
statical error δF with Eqs. 5.8 and 5.10.

5.1.2 Measured histograms and cross-sections

In this section, we show the measured histograms of the rescaled quadratures (qξ, pξ),
obtained for different values of the power of the resonant drive to the JPC. Remarkably, non-
Gaussian features of the propagating quantum radiation are clearly seen in the histogram for
the amplified field mode ξ̂. As explained in Chapter 4, the non-Gaussianity of the emitted field
is an indicator of the non-linearity characterizing the JPC.
As a first analysis, we characterize the non-Gaussianity on a qualitative and quantitative
level: first, by looking at the cross-sections of the measured two-dimensional histogram and,
second, by measuring the functional distance between each histogram and its best Gaussian
approximation.
In Fig. 5.3, we show the histogram H and the histogram of the statistical measurements errors
for the measured mode ξ̂, emitted by the JPC with a resonant input drive of strength −100 dBm.
From the plot on the left, it is possible to observe a typical "bean" shape of the steady-state
emission from a driven non-linear quantum oscillator, as described in Chapter 4. The statistical
error is in the order of 2% of the measured value. In Fig. 5.4, we show the cross-sections of the

(a) (b)

Figure 5.3: Histogram H (Figure a) and error histogram δH (Figure b) measured for the mode ξ̂. The
mode corresponds to the amplified signal emitted by the JPC, when the power of the resonant
input signal is Pin = −30 dBm at the source. The values binned in both histograms are
rescaled by the PNCF coefficient

√
Gk = 1.84 mV measured in Chapter 3. The dashed black

lines in figure (a) refers to the reference state measured without driving the JPC. The input
power at the device can be obtained considering the 70dB attenuation on the input line.
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measured histogram for different positions in the phase-space C. On the left side, we show the
cross-section of the measured histogram obtained at pξ/

√
G = 0. This cross-section slightly

distorted Gaussian peak, displaced from the origin of the phase-space. On the right side, we
show the cross-sections obtained at qξ/

√
G = −0.87 and qξ/

√
G = 0.43. These cross-sections

show a clear double-peak structure.

(a) (b)

Figure 5.4: Cross-sections of the measured histogram for different "cuts" in the phase-space C for
Pin = −100 dBm (−30 dBm at the source). In both plots, the shaded region describes the
statistical error, assumed to be three times the standard deviation of the estimated average
value.

The same plots are shown for Pin = −22dBm. In particular, the histogram of the measured
values and the histogram of the standard deviations are shown in Figure 5.5. Also, in this case,
we observe that the histogram has the shape of a distorted displaced gaussian state.

(a) (b)

Figure 5.5: Histogram H (Figure a) and error histogram δH (Figure b) measured for the mode ξ̂. The
mode corresponds to the amplified signal emitted by the JPC when the power of the resonant
input signal is Pin = −22 dBm at the source. The dashed black line in figure (a) refers to
the reference state measured without driving the JPC. The input power at the device can be
obtained considering the 70dB attenuation on the input line.

The phase-space cross-section of the histograms collected for Pin = −92 dBm are shown in
Figure 5.6.
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(a) (b)

Figure 5.6: Cross-sections of the measured histogram for different positions in the phase-space C for
Pin = −92 dBm at the device (−22 dBm at the source). In both plots, the shaded region
describes the statistical error, assumed to be three times the standard deviation of the
estimated average value.

To quantify more precisely the deviation of the observed field mode ξ̂ from a Gaussian state,
we fit each of the two-dimensional histograms, collected for the different values of the signal
power, to a two-dimensional Gaussian distribution. This two-dimensional Gaussian is chosen
to be symmetric in both quadratures, as expected from the displaced field in a perfect linear
cavity. Therefore, this model distribution, for a generic point z in the phase space C, reads as

G(z; zc, σ, A) = A · e−|z−zc |
2/σ2

, (5.11)

where zc is the complex displacement amplitude of the Gaussian, σ is the standard deviation
of the Gaussian and A is a normalization constant. Physically, since we allow the standard
deviation of the Gaussian model to vary, we fit the measured histograms against displaced
thermal fields. For each measured histogram H, we numerically fit the most likely Gaussian
GH defined in Eq. 5.11. To evaluate the difference between the two distributions, we use the L1

[82] functional differenceD(H,GH), defined as

D(H,GH) =
x

d2ξ
∣∣H(ξ) − GH(ξ)

∣∣ . (5.12)

The results of the fit are shown in Fig. 5.7 for the input power Pin = −100 dBm and Pin = −92
dBm.
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(a) (b)

(c) (d)

Figure 5.7: Figures (a) and (c), average histograms H and contour lines (black solid line) of the best-fit
Gaussian function GH for Pin = −30 dBm and Pin = −22 dBm at the source respectively.
Figures (b) and (d), the difference between the average histogram H and the best fit gaussian
GH for Pin = −30 dBm and Pin = −22 dBm at the source respectively. To obtain the value
of the input power estimated at the device we have to consider the 70 dB attenuation on the
input line.

In Fig. 5.8, we plotD(H,GH) as a function of the signal power. We also show the absolute
value of the fitted complex displacement amplitude zc as a function of the power of the input
signal to the JPC.

5.1.3 Expectation values

In this section, we continue our analysis of the histograms collected from the steady-state
emission of the JPC. In particular, we compute several expectation values which are useful in
order to characterize the features of the propagating quantum radiation. The expectation values
of interest are:

1. the average photon number ⟨â†â⟩ of the field mode â, which describes the propagating
microwave before being amplified by the amplification chain;

2. the second-order correlation function g(2) of the field mode â;

3. the absolute value of the complex displacement amplitude α = |⟨â⟩|, which quantifies the
displacement of the field mode â in the phase space;
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(a) (b)

Figure 5.8: The L1 functional difference between the measured histogram H and the fitted gaussian GH ,
Figure (a), and the absolute value of the fitted complex displacement amplitude zc, Figure
(b), as a function of the power of the resonant drive signal to the JPC. Here the power is
referred at the source. To obtain the value of the input power estimated at the device we
have to consider the 70 dB attenuation on the input line.

4. the absolute value of the expectation value of the squared field mode â2, |⟨â2⟩|. This value
will be used in the following sections to benchmark the results of the maximum-likelihood
estimation protocol.

All the above-mentioned expectation values can be efficiently computed using the histogram of
the amplified mode ξ̂. In the next subsection, we discuss on how to practically compute these
expectation values.

Calculation of expectation values from measured histograms

For each value of the power of the input signal to the JPC, the collected histograms ap-
proximate the Husimi Q-function of the amplified mode ξ̂, Qξ. As explained in Chapter 1,
Q-functions only allow to compute expectation values of anti-normal ordered products of field
mode operator. In particular, for a general anti-normal product ξ̂nξ̂†

m
, with n and m integers, we

have
⟨ξ̂nξ̂†

m
⟩ =

x

C

d2ξ Qξ(ξ)ξnξ∗
m
, (5.13)

where Qξ is the Husimi Q-function describing the mode ξ̂. Moreover, in order to compute the
expectation values of the field mode â, we use the approximated Caves relation

ξ̂
√

G
= â + v̂†, (5.14)

derived in Chapter 2. In the last equation, G is the linear amplification gain provided by the
amplification chain and v̂ is the thermal field with occupation number nv, describing the noise
introduced by the amplification process. In the following paragraphs, we provide the equations
to compute the expectation values of the mode â using the Husimi Q-function of the mode ξ̂,
the Caves relation 5.14 and the average photon population nv of the mode v̂.
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Absolute values |⟨â⟩| and |⟨â2⟩| We start from the absolute values |⟨â⟩| and |⟨â2⟩|. Using the
Caves relation 5.14 and Eq. 5.13, we can readily evaluate

|⟨â⟩| =
1
G

∣∣∣∣∣∣
x

C

Q(ξ)ξ d2ξ

∣∣∣∣∣∣ , (5.15)

where we neglect the expectation value ⟨v̂⟩ since the noise field mode v̂ describes non-displaced
vacuum fluctuations and therefore ⟨v̂⟩ = 0. Experimentally, the measured histogram H(ξ)
approximates the Husimi Q-function and we can write

|⟨â⟩| ≈
1
G

∣∣∣∣∣∣
x

C

H(ξ)ξ d2ξ

∣∣∣∣∣∣ . (5.16)

In the same way,

|⟨â2⟩| =
1
G

∣∣∣∣∣∣
x

C

H(ξ)ξ2 d2ξ

∣∣∣∣∣∣ . (5.17)

Average photon population ⟨â†â⟩ For the average photon population ⟨â†â⟩, we use the
canonical commutation relation [

â, â†
]
= I, (5.18)

where I is the identity operator, and we rewrite the expectation value as

⟨â†â⟩ = ⟨ââ†⟩ − 1. (5.19)

From Eq. 5.14, we derive that

⟨ââ†⟩ =
⟨ξ̂ξ̂†⟩

G
− nv. (5.20)

In the above equation we omit the terms ⟨âv̂†⟩ and ⟨â†v̂⟩; the reason is that these expectation
values can be factorized as ⟨â⟩⟨v̂†⟩ and ⟨â†⟩⟨v̂⟩, respectively, since we assume that the statistics
of the noise field v̂ does not depend on the state being amplified. Using Eq. 5.13 we obtain,

⟨â†â⟩ =
1
G

x

C

d2ξ H(ξ)|ξ|2 − nv − 1. (5.21)

The term (−1) in the last equation is physically relevant since it accounts for the non-commutative
nature of bosonic operators.

Second order correlation function g(2) The second-order correlation function g(2) is
defined as

g(2) =
⟨â†

2
â2⟩(

⟨â†â⟩
)2 . (5.22)
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The denominator of this expression can be computed using the Eq. 5.21. For the numerator,
we start by rewriting it as a linear combination of the anti-normal ordered product of the field
operator â. Using the canonical commutation relation between â and â†, we obtain

⟨â†
2
â2⟩ = ⟨â2â†

2
⟩ − 4⟨ââ†⟩ + 2. (5.23)

The second term in this expression can be computed using Eq. 5.20. For the first term, starting
from the Caves relation 5.14, we obtain

⟨â2â†
2
⟩ =

1
G
⟨ξ̂2ξ̂†

2
⟩ − ⟨v̂†

2
v̂2⟩ − 4⟨v̂†v̂⟩ ⟨ââ†⟩, (5.24)

where the expectation value ⟨ξ̂2ξ̂†
2
⟩ can be computed using Eq. 5.13 in the case of n = m = 2.

The expectation values of the thermal noise field mode v̂, ⟨v̂†
2
v̂2⟩ and ⟨v̂†v̂⟩, can be computed

using the relations [31],

⟨v̂†
2
v̂2⟩ = 2n2

v and ⟨v̂†v̂⟩ = nv, (5.25)

where nv is calibrated in Chapter 3 using the PNCF measurement.

Results In this paragraph, we present the experimental results obtained by calculating the
expectation values of the mode â as a function of the input signal power. The results are shown
in Figure 5.9.
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(a) Photon population ⟨â†â⟩. (b) Absolute value |â|.

(c) Absolute value |â2|. (d) Correlation function g(2).

Figure 5.9: Expecatation values of the field mode â measured using the histogram of the measured
mode ξ̂. The expectation values are plotted as a function of the input power Pin. For all
plots, the error bars correspond to three times the standard deviations (confidence interval
of approximately 97%), while the shaded blue area corresponds to five times the standard
deviation (confidence interval of 99%). In Figure (b), the orange solid line represents the
absolute value of the displacement amplitude zc from the Gaussian fit of the measured
histogram. The powers on the x-axis are referred to the source. To obtain the value of the
input power estimated at the device we have to consider the 70 dB attenuation on the input
line.

We observe that the average photon population ⟨â†â⟩ increases exponentially as a function of
the input power Pin: indeed, for Pin ≈ −95 dBm, ⟨â†â⟩ ≥ 60 photons. The absolute value

∣∣⟨â⟩∣∣
is shown together with the absolute value of the complex displacement amplitude |zc| for the
mode ξ̂, estimated in the previous section. The two curves show a good agreement, as expected.
Indeed, from the Caves relation 5.14, we expect that

⟨â⟩ =
1
G
⟨ξ̂⟩, (5.26)

since the noise mode has zero average value, ⟨v̂⟩ = 0. This observation corroborates the physical
consistency of the analysis performed so far.
For the considered expectation values, we observe that the size of the error bars increases
with the power of the field mode â. Indeed, while the errors of the second-order moments
are small compared to their estimated value, this does not hold true for the the second-order
correlation coefficient g(2), which calculation requires the calculation of fourth-order powers
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of the field mode â, which shows a higher degree of statistical uncertainty. Despite that, we
measure anti-bunching of the field emitted by the JPC, with a confidence interval of three
standard deviations (97% confidence interval). This result suggests the quantum nature of the
light emitted by the JPC.

5.1.4 Tomography of the JPC output field

In this section, we present the experimental results obtained by performing a complete
quantum tomography for the JPC steady-state output mode â. We divide the tomographic
procedure into two steps: in the first step, we use a standard deconvolution technique, the
Lucy-Richardson algorithm, to obtain the histogram of the mode â from the knowledge of the
measured histogram ξ̂ and the noise distribution v̂. In the second step, we perform the iterative-
maximum likelihood estimation (IMLE) to find the maximum-likelihood density matrix ρMLE

from the estimated histogram of the mode â. We use this two-step procedure instead of
performing directly the IMLE protocol because, due to the preliminary noise deconvolution,
we are able to reduce the numerical complexity of the overall procedure.
In particular, we apply the tomographic procedure to the histograms measured for input powers
Pin = −100 dBm Pin = −97 dBm. For both values of Pin, we set the dimensional cut-off Dc

of the density matrix ρMLE to respectively 120 and 160. The dimensional cut-offs are found
empirically by running the IMLE protocol each time for different values of Dc. For higher values
of Pin, the average photon population ⟨â†â⟩ increases above 100 photons, which would require
a dimension cut-off Dc ≥ 200. This estimation is obtained by assuming a linear dependence
between Dc and the average photon population ⟨â†â⟩, as shown in Figure 5.10. Therefore, since
the numerical complexity of the IMLE protocol scales as a power of Dc, as shown in Chapter 2,
for input powers Pin ≥ −95 dBm, the protocol could not be run on the used hardware.
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Figure 5.10: Linear regression, dashed grey line, of the minimum required cut-off dimension Dc as a
function of the average photon population ⟨â†â⟩. The light-blue marks indicate the points
found empirically. The dark-blue mark indicates the value of Dc estimated for ⟨â†â⟩ = 60,
which is greater than 200.

Deconvolution of measured histogram

The Lucy-Richardson deconvolution is an iterative procedure to reconstruct an image de-
graded from a known noise distribution. The algorithm was developed independently by W.
Richardson [88] and L. Lucy [89]. Mathematically, given a general convolution

ζ(z) =
x

d2z′ f (z)h(z − z′) = f ∗ h, (5.27)

where h is the noise source, f is the original function and ζ is the degraded function, the Lucy-
Richardson algorithm allows to estimate f iteratively using the Bayes theorem: at each iteration
k of the algorithm, it returns an estimator f̃k of the function f . The algorithm stops when the
maximum number of iterations, set by the user, is reached or when the difference between two
consecutive estimations

∣∣ f̃k+1 − f̃k
∣∣ is smaller than a predefined numerical constant. In this work,

we use the Lucy-Richardson algorithm to deconvolve the amplification noise mode v̂ from the
measured histogram of the mode ξ̂, in order to obtain the Husimi Q-function of the mode â.
This is possible because of relation linking the Husimi Q-function of the measured histogram,
Qξ, the Husimi Q-function of the mode â, Qa, and the Glauber-Sudarshan P-function of the
noise Pv, reads as

Qξ(z) =
x

C

d2z′ Qa(z′)Pv(z − z′) = Qa ∗ Pv, (5.28)

which is formally identical to the convolution in equation 5.27. The Lucy-Richardson decon-
volution has already used by Boutin et al. in Ref. [90], in the context of microwave quantum
optics to obtain the histogram of the quantum mode before the amplification chain.
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Deconvolved Husimi Q-function In order to perform the noise deconvolution using the
Lucy-Richardson algorithm, we utilize its implementation included in the open-source "scikit-
image" [91] library for image processing developed using the Python programming language.
To run the algorithm, we need to define three input parameters: the measured histogram for
the mode ξ̂, which plays the role of the degraded image, the P-function of the noise mode,
calibrated using the PNCF measurement, and the number of iterations Niter for the iterative
procedure. The number of iterations is not set a-priori. In fact, we run the deconvolution
protocol by sweeping the number of iterations Niter from 1 to 20. For each value of the number
of iterations Niter, we estimate the average photon population ⟨â†â⟩ from the deconvoluted
Q-function of the mode â, Qa, using

⟨â†â⟩ =
x

C

d2αQa(α)
(
|α|2 − 1

)
. (5.29)

The average photon population estimated from the last equation is compared to the one estimated
with the measured histogram of the amplified mode ξ̂ using Eq. 5.21. The results, for the case
Pin = −100 dBm, are shown in Figure 5.11.

Figure 5.11: Average photon number estimated from the deconvolved histogram HD of the mode â
(blue marks) as a function of the number of iterations of the Lucy-Richardson algorithm
applied to the measured histogram H. The orange solid line indicates the average photon
number estimated from the measured histogram. The vertical errorbars indicate three times
the standard deviation of the estimated average value. The value of the input power for the
considered data is Pin = −100 dBm at the device.

As expected, the average photon population converges to its saturation value monotonically.
We observe that when Niter = 20, the average photon population estimated using the decon-
voluted histogram Qa, agrees within the error-bars with the one estimated using Eq. 5.21. So,
in the following, we set Niter = 20. In Figure 5.12, we show the color map of the deconvoled
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Husimi Q-function for the mode â compared to the contour lines of the measured histogram
for the mode ξ̂. We clearly see how the Q-function for the mode â is narrower around its mean
value, compared to the measured histogram, since we eliminate the fluctuations introduced by
the noise mode v̂.

Figure 5.12: Deconvolved histogram HD of the mode â obtained after 20 iterations of the Lucy-
Richardson algorithm. The dashed black line indicates the contour lines of the measured
histogram for the measured noisy mode ξ̂.

Reconstruction of density matrix using IMLE

For this section, we only focus on the case Pin = −100 dBm; the results for the case Pin = −97
dBm are qualitatively similar.
The convoluted Q-functions obtained from the Lucy-Richardson algorithm is used as input
parameters for the IMLE protocol introduced in Sec. 2.3. For the IMLE protocol, we set the
number of maximum iterations to Nmax = 30 and the numerical tolerance factor to δ = 10−4. In
Fig. 5.13, we plot the logarithmic likelihood log L [n] and the increment δ log L [n] as a function
of the iteration number n ∈ {1 . . . ,Nmax}, where the increment is defined as

δ log L [n] = log L [n + 1] − log L [n] . (5.30)

The logarithmic likelihood quickly increases as a function of n near its saturation value and
the algorithm converges after n ≃ 20 iterations, when the increment δ log L is smaller than the
tolerance parameter δ = 10−4. Moreover, it is clear that the protocol converges exponentially
fast, as a function of the iteration number, to the maximum-likelihood solution.
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(a) (b)

Figure 5.13: Figure (a), logarithmic likelihood as function of the iteration step for the IMLE protocol.
Figure (b), discrete differential logarithmic likelihood as function of the iteration step for
the IMLE protocol .

The IMLE protocol outputs the maximum-likelihood density matrix ρMLE for the mode
â. The real and imaginary parts of the entries of the maximum-likelihood density matrix
ρMLE are shown in Figure 5.14. For graphical purposes, we show only the first 35 rows and
columns of the density matrix ρMLE. The reconstructed density matrix has an estimated purity
of Tr

(
ρ2

MLE

)
= 0.15, which is substantially higher to the theoretical lower bound for completely

mixed states (see Ref. [55]) given by 1/Dc = 0.008: this feature explains why some diagonal
elements of the density matrix ρMLE are non-zero.

(a) (b)

Figure 5.14: Figure (a), real part of the entries of the maximum-likelihood density matrix ρMLE. Figure
(b), imaginary part of the entries of the of the maximum-likelihood density matrix ρMLE.

In Figure 5.15, we plot the diagonal elements of the reconstructed density matrix ρMLE as
a function of their index n, in logarithmic scale. Interestingly, despite the high dimensional
cut-off Dc = 120, required by the IMLE protocol, for n ≥ 40 the diagonal element ρ(n,n)

MLE ≤ 10−5.
A possible explanation for this observation is that, during the iterative protocol, the IMLE
algorithm explores a broader region of the approximated Hilbert space of dimension Dc. Further
numerical experiments are required to shed light on this issue.
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Figure 5.15: Diagonal elements of the reconstructed density matrix ρMLE plotted as a function of their
index n in logarithmic scale.

To further analyze the properties of the most likely density matrix ρMLE, we compare its
diagonal elements to the photon population distribution of an ideal coherent displaced state |α⟩.
The diagonal elements of the density matrix of an ideal coherent state |α⟩ are given by Poisson
distribution

pn(α) = e−|α|
2|α|2n

n!
, (5.31)

as shown in Ref. [31]. We fit the expression for pn(α) against the diagonal elements of the
most-likely density matrix ρMLE. We find that the coherent state with α = 3.78 best fits the
photon population statistics of ρMLE. The fidelity between ρMLE and |α = 3.78⟩ is 0.47, which
indicates a substantial deviation of the density matrix obtained by the IMLE protocol from an
ideal displaced state. The comparison between the photon population of ρMLE and the coherent
state |α⟩ is shown in Figure 5.16.
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Figure 5.16: Figure (a), bar plot of the diagonal entries of the density matrix ρMLE (dark blue bars) and
of the diagonal entries of the displaced states which fits best our data (light blue bars)

In order to benchmark the estimated density matrix ρMLE, we use it to compute the same
expectation values evaluated in section 2.1.3 from the histogram of the mode ξ̂. The results,
shown in Figure 5.17, are in good agreement, within the statistical errors, to the ones estimated
in section 2.1.3. This observation suggests that the estimated density matrix encodes the same
physical information of the measured histogram for the mode ξ̂. From the reconstructed density
matrix, we also estimated g(2) = 1.06, which is above the classical threshold of g(2) = 1.

Figure 5.17: Comparison of the expectation values for the mode â obtained from the maximum likeli-
hood density matrix ρMLE (dark-blue bars) and from the histogram of the measured mode
ξ̂ (light-blue bars) obtained in the previous section.
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To conclude our analysis on the reconstructed density matrix ρMLE, we evaluate the Wigner
function WMLE(α) using the built-in package contained in the Python package "QuTiP" [41],
which implements a numerically stable Clenshaw algorithm [92] to perform the Weyl transform
of the density matrix. The Wigner function WMLE(α) is plotted in Fig. 5.18 and, as expected, it
shares the same physical features of the histograms presented in the previous sections.

Figure 5.18: Wigner function W(q, p) of the mode â obtained from the maximum-likehood density
matrix ρMLE.

The reconstructed Wigner function WMLE allows to compute the marginal distributions in
the phase space for the quantum state ρMLE. Indeed, the marginal distribution pθ(q) for the
general quadrature q̂(θ) can be obtained by integrating the Wigner function along the orthogonal
quadrature q̂(θ + π/2) (see Ref. [93]). Formally,

pθ(q) =
∫

dqθ+π/2 W(qθ, qθ+π/2). (5.32)

The marginal probability distributions pq(θ) for θ = 0 and θ = π/2 are plotted in Fig. 5.19.

5.1.5 Reconstruction of the regularized P-function

In this section, we show how a regularized P-function PΩ(α) is reconstructed from the
maximum likelihood density matrix ρMLE obtained in the section before. In the first part of this
section, we briefly describe the concept of regularized P-functions. In the second part, we apply
this concept to our measurements. We show that the regularized P-function of the field emitted
by the JPC in its steady-state has a negative region in the phase-space. This result shows that
the steady-state field emitted by the JPC has no classical analog.
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Figure 5.19: Figure (a), marginal distributions for the Wigner function W(q,p) of the mode â for the
angles θ = 0 and θ = π/2.

Regularized P-functions

The family of regularized P-functions is a relatively new theoretical tool to explore phase-
space properties of quantum states; it has been analyzed theoretically by Kiesel and Vogel in
Ref. [32].
For a quantum state with Glauber-Sudarshan P-function P(α) and a general integrable complex
function Ωw(α), which we allow to depend on a real and positive parameter w, we define the
regularized P-function PΩ(α) as the phase-space convolution,

PΩ(α) =
x

C

d2z P(z)Ωw(α − z). (5.33)

The regularized P-function is analogous to the Glauber-Sudarshan P-function, where the main
difference consists in the fact that PΩ is always a continuous function in the phase-space.
Also, as long as Ωw belongs to the set of "non-classicality filters", the convolution in Eq. 5.33
preserves the physical information encoded in the Glauber-Sudarshan P-functionn P(α) without
distorting it. As explained in Ref. [32], the set of "non-classicality filters" includes all complex
functions Ω(α), which satisfy the following properties

• universality: in order for the regularized PΩ to be a continuous function in the phase space,
for each non-classicality filter Ωw(α) we impose that Ωw(α)e|α|

2/2 is a square-integrable
[82] function in the space;

• non-negativity, each non-classicality filter Ωw(α) has non-negative Fourier transform.

• Completeness with respect to the nonclassicality of the P-function: the parameter w
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represents the width of the filter. It may be introduced by the scaling relation

Ωw(α) = Ω1

(
α

w

)
. (5.34)

Moreover, when w→ ∞, i. e. for an infinitely wide filter, the convolution defined in Eq.
5.33 reduces to the identity:

lim
w→∞

PΩ(α) = P(α). (5.35)

Recently, a rigorous and formal analysis of non-classicality filter functionsΩw(α) was conducted
by Zartab et al. in Ref . [94]. Remarkably, the regularized P-function PΩ can be used to detect
the nonclassicality of any nonclassical state. The other way around, the negativities of the
regularzed P function PΩ are uniquely caused by the nonclassicality of the state, not by the
filter Ω. In particular, for all nonclassical states, we can find a filter function Ω, such that the
associated regularized PΩ displays negativities.
Experimentally, regularized P-functions can be measured by sampling the phase-space marginal
distributions of the quantum state, as shown for a squeezed vacuum state of light in Ref. [32]
and for a photon-added thermal state, Ref. [95]; both experiments were conducted in the
optical domain. More recently, regularized P-functions were used to experimentally explore the
non-classical dynamics of polariton condensates by Lüders et al. in Ref. [96].

Calculation of PΩ and results

In the following section, we use the filter function

Ωw(|β|) =
2
π

[
arccos

(
|β|

2w

)
−
|β|

2w

√
1 −
|β|2

4w2

]
rect

(
|β|

4w

)
, (5.36)

with rect(x) = 1 if x ≤ 1/2 and zero elsewhere. The filter Ωw has been proved to be a non-
classicality filter by Künh et al. in Ref. [97]. The filter width w is set to w = 1.5 in our analysis.
From the maximum-likelihood density matrix ρMLE, we compute the regularized P-function
PΩ(α) using

PΩ(α) =
Dc∑

n,m=0

ρ(n,m)
MLE PΩ,nm(α). (5.37)

The coefficients PΩ,nm(α) entering ,in the last equation, are given by

PΩ,nm(α) =
16
π2 w2ei(n−m)φα

∫ 1

0
dzΛnm(2wz)z

× Jn−m(4w|α|z)
[
arccos(z) − z

√
1 − z2

] (5.38)

where Jα(x) belongs to the family of first-order Bessel functions and Λnm(x) is defined as

Λnm(x) =

√
m!
n!
|x|(n−m) L(n−m)

m (x2), (5.39)
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where Lk
n(x) is the generalized Laguerre polynomial. The expansion 5.37 in terms of the

coefficients 5.38 has been proved by Krumm et al. in [98]. The filtered P-function PΩ(α)
corresponding to the density matrix ρMLE, computed using equation 5.37 and the filter Ω(α)
defined in 5.36, is plotted in Figure 5.20. The negative phase-space region of PΩ can clearly be
distinguished: it indicates that the reconstructed state does not have a classical analog.

Figure 5.20: Regularized P-function PΩ(α) computed from the density matrix ρMLE estimated in the
previous section for the input drive power set to −100 dBm. The width of the filter Ω
defined in equation 5.36 is set to w = 1.5.

In Figure 5.21 we plot the cross-section of the function PΩ(α) across the real-axis.
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Figure 5.21: Cross section of the regularized P-function PΩ(α) across the real axis. The function was
computed from the density matrix ρMLE estimated in the previous section for the input
drive power set to −30 dBm, referred to the source (−100 dBm at the device). The width
of the filter Ω defined in equation 5.36 is set to w = 1.5.

This result suggests that the radiation emitted by the JPC in its steady-state does not have
classical analogs. While this result is interesting in itself, further investigations may prove the
usefulness of this result in the context of quantum information processing.

5.2 Results of JPA measurements

In this section, we describe the experimental results obtained by analyzing the steady-state
emission of the JPA. We operate the device by pumping it with a microwave signal at twice its
resonance frequency: the pump was fed into the device through its pump port while, through its
signal port, the device is subject to weak thermal fluctuations.
We provide a qualitative description of the measured histograms, showing the emergence of
bistability in the high pump power regime. In the bistable regime, we show that the quantum
state is described by a classical mixture of two displaced coherent states, symmetrical with
respect to the origin of the phase-space, as predicted by the theoretical model described in
Chapter 4. In practice, we experimentally show the transition in the JPA operation to the
bistable regime by increasing the pump power. Also, in accordance with the quantum theory,
the transition happens continuously without a discontinuous jump in the derivative of the
photon population with respect to the pump power: this is in contrast with the predictions of the
mean-field theory.
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5.2.1 Discussion of the results

The JPA is operated by setting its coil current to 68 µA. The pump power is varied in
51 steps from −46 dBm to −31 dBm (estimated at the device). For each value of the pump
power, we measure 50 traces of 16.384 (I,Q)-points which are then averaged and collected
in two-dimensional histograms as described in section 5.1. We stress that from the measured
histogram we can evaluate directly the expectation values for the amplified field mode operator
ξ̂. From these expectation values, we can compute the ones of the field mode â by using the
Caves relation 5.14.
In Figure 5.22, we show the sampled histograms of the mode ξ̂ for different values of the
pump power. Going from a low pump power, −46 dBm, to an high pump power, −31 dBm, we
observe how the histogram’s shape changes: going from a single-peaked Gaussian state to a
double-peaked distribution. This transition is in good agreement with the theoretical model
explained in Chapter 4.

(a) Pp = −46 dBm (b) Pp = −41.5 dBm

(c) Pp = −37.6 dBm (d) Pp = −31 dBm

Figure 5.22: Histograms of the mode ξ̂ for the JPA subject to different pump powers. All the histograms
are normalized from zero to one. The gray dashed lines indicate the contour plot of the
noise mode v̂. The pump power Pp in the captions refers to the value estimated at the
device (−36 dB compared to the value at the source). The pump powers in the title of the
figures refers to the pump power at the source.

We take a look at the time traces of the sampled I points. In particular, we consider time
traces of duration 40 µs, which is enough to show 500 values of the demodulated points. The
time traces for four different values of the pump powers are shown in Figure 5.23. Interestingly,
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the transition from a Gaussian squeezed state to a mixed state of two displaced coherent states
can be observed from the time traces. For low pump powers, the values of the demodulated I
quadratures fluctuate around their mean, which is zero. For higher values of the pump power,
the fluctuations around zero are replaced by random jumps between two points Imax and
Imin ≃ −Imax, approximately symmetric around zero. The points Imax and Imin correspond to the
horizontal coordinates of the double peaks of the measured histograms. This observation agrees
with the theoretical picture that, in the high pump limit, the steady state radiation emitted by
the JPA describes a symmetric mixture of two displaced coherent states.

(a) Pp = −46 dBm

(b)

(c) Pp = −41.5 dBm

(d) Pp = −37.6 dBm

(e)

(f) Pp = −31 dBm

(g)

Figure 5.23: Time traces of the measured quadrature I for different values of the JPA input power.
The pump power Pp in the captions refers to the value estimated at the device (−36 dB
compared to the value at the source).

In Fig. 5.24, we compare the histograms of the measured I values for the lowest and highest
values of the considered pump powers, for a time trace of 16.384 (I,Q) points. Coming back to
the measured two-dimensional histograms, we evaluate the average photon population,⟨â†â⟩, of
the mode â. This quantity is shown as a function of the pump power in Fig. 5.25. The average
photon population of the field emitted by the JPA monotonically increases as a function of
the pump power, as expected from both the mean-field and full quantum theory presented in
Chapter 4. In the right panel of Figure 5.25, we show the derivative of ⟨â†â⟩ with respect to the
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Figure 5.24: Histograms of the measured I values for the lowest and highest values of the considered
pump powers for the full time-traces of 16.384 (I,Q) points. Here the pump powers are
referred to the source (to estimate the power at the device, we need to consider the −36 dB
attenuation on the pump-line of the JPA).

pump power. It is estimated as

d
dPp
⟨â†â⟩ ≃

⟨â†â⟩(Pp + ∆Pp) − ⟨â†â⟩(Pp)
∆Pp

, (5.40)

where ∆Pp = 0.29 dBm is the difference between two consecutive pump powers. The derivate of
the average photon population with respect to the pump power is always continuous function and
does not show the divergence predicted by the mean-field theory in Chapter 4. This observation
confirms that the transition to the bistable regime is indeed continuous, as predicted by the full
quantum-theory, and is not a second-order phase transition, as predicted by the semiclassical
mean-field theory. Then, we evaluate the second-order correlation function g(2) as a function
of the pump power. The correlation function g(2) → ∞ in the limit of low pump powers and
g(2) → 1 in the high pump powers limit. Both limits are expected from the quantum theory of
the JPA developed in Chapter 4. Finally, if a quantum state ρ is described by the symmetric
mixture of two displaced coherent states |α⟩ and |−α⟩,

ρ =
1
2
(
|α⟩ ⟨α| + |−α⟩ ⟨−α|

)
, (5.41)

the average photon population is given by

⟨â†â⟩ = Tr
(

â†â ρ
)
= |α|2 , (5.42)
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(a) (b)

Figure 5.25: Average photon population ⟨â†â⟩, figure (a), and derivative of the average population with
respect to the pump power, figure (b), as a function of the pump powers. Here the pump
powers are referred to the source (to estimate the power at the device, we need to consider
the −36 dB attenuation on the pump-line of the JPA).

(a) (b)

Figure 5.26: Second order correlation function g(2), Figure (a), and ratio between ⟨â†â⟩ and |α|2, Figure
(b), as a function of the pump power. Here the pump powers are referred to the source
(to estimate the power at the device, we need to consider the −36 dB attenuation on the
pump-line of the JPA).

and therefore
⟨â†â⟩
|α|2

= 1. (5.43)

We test this prediction for our measured histograms: we evaluate the ratio ⟨â†â⟩/|α|2 as a
function of the pump power. The results are presented in the right panel of Figure 5.26. As
expected, the ratio ⟨â†â⟩/|α|2 → 1 in the high pump power limit, is in agreement with our
theoretical prediction. The result suggests that the steady state emitted by the JPA is a classical
mixture of two displaced coherent states and not a superposition of them.
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5.2.2 Phase-space simmetry

For each value of the pump power, the marginal distributions of the measured histograms for
the mode ξ̂ were fitted to a double-peak Gaussian model,

fH(q; A1, A2, µ1, µ2, σ1, σ2) = N ·
∑
j=1,2

A je−(q−µ j/σ j)2
, (5.44)

where the symmetry of the marginal distribution was not imposed a-priori. The double-peaked
gaussian model describes accurately the experimental data, as shown in Figure 5.27 for the
pump powers Pp = −37.6 dBm and Pp = −31 dBm. To prove that the measured marginal

(a) (b)

Figure 5.27: Measured marginal distributions (light-blue dot) as a function of the coordinate q for the
pump powers Pp = −1.6 dBm, Panel (a), and Pp = 5 dBm, Panel (b). The data are fitted
with a double-peaked Gaussian model (dark-blue solid line). Here the pump powers are
referred to the source (to estimate the power at the device, we need to consider the −36 dB
attenuation on the pump-line of the JPA).

distributions are symmetrical with respect to a reflection in the phase-space, we measure the
difference in the parameters entering in the definition of the double-peaked Gaussian model.
In particular, we plot, as a function of the pump power, the differences A1 − A2, σ1 − σ2 and
µ1 − µ2. The plots are shown in Figure 5.28. All three differences are compatible with zero
within their statistical errors. This observation shows that A1 ≈ A2, µ1 ≈ µ2 and σ1 ≈ σ2 and
therefore the marginal distributions are described by a sum of two identical gaussian functions
centered in symmetric points on the real line. To further test the symmetry of the measured
marginal distributions, we measured the symmetry integral

S =
∫
R

dq
∣∣ f (q) − f (−q)

∣∣ . (5.45)

When the function is even, i.e. invariant by inversion, S = 0. The integral S is plotted as a
function of the pump powers in the bottom right panel of Figure 5.28. To analyze the result
numerically, we consider identically"zero" all the floating point numbers smaller than 10−15.
Interestingly, S ≈ 10−18 for all values of the pump powers. In light of the tests here presented
and their results, we conclude that the measured quantum state of light emitted by the JPA in its
steady state always preserves its reflection symmetry in the phase-space. This conclusion is
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consistent with our choice to describe the JPA with the Hamiltonian of a KPO.

(a) (b)

(c) (d)

Figure 5.28: Fitteded differences µ1 − µ2, Figure (a),σ1 − σ2, Figure (b), and A1 − A2, Figure (c), as a
function of the pump powers. The dark-blue solid lines indicate the expected value 0. In
Figure (d), the results of the symmetric integral S (light-blue marks), defined in 5.45, are
plotted as a function of the pump powers. The dark blue solid line indicates the floating
value 10−15. Here the pump powers are referred to the source (to estimate the power at the
device, we need to consider the −36 dB attenuation on the pump-line of the JPA).

5.3 Conclusion

In this chapter, we presented the experimental results obtained analyzing the steady-state
radiation emitted by two superconducting quantum devices at cryogenic temperatures: a JPC
and a JPA. For the JPC, we analyzed the histograms obtained by measuring the emitted
radiation in its steady state, while driving it with a resonant input signal. We also tested the
IMLE protocol applied to heterodyne detection, which was implemented during this thesis
work. The protocol was implemented by combining it with the Lucy-Richardson deconvolution
technique, an approach that helps reduce its numerical complexity and allows for a more efficient
reconstruction of the quantum state. The expectation values obtained from the reconstructed
density matrix are in good agreement with the ones computed from the measured histograms.
From the reconstructed density matrix, we were also able to perform the Wigner tomography
of the quantum state, by computing the Wigner function from the Weyl transform of the
density matrix. Moreover, we calculated the regularized P-function PΩ for a particular choice
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5.3 Conclusion

of the filter Ω. The regularized P-function assumes negative values in the phase space. This
observation confirms that the radiation emitted by the JPC in its steady-state has no-classical
analogs, i.e. the features of the emitted radiation can be accounted for only in the framework of
a full quantum theory.
For the JPA, we performed a simpler analysis due to time constraints. We measured the
histograms for the radiation emitted in the steady state for different values of the pump power.
We experimentally showed how the steady-state shifts from a mono-stable to a bi-stable regime
by increasing the pump power. This transition, in accordance with quantum theory, happens
smoothly as a function of the pump power. We also show that the measured histograms are
symmetric with respect to the inversion in the phase space. Moreover, in the high pump power
limit, the steady-state histograms are well described as a mixture of two displaced coherent
states which is symmetric by inversion in the phase-space. Both observations confirm our
assumption that the JPA can be modeled effectively by the Hamiltonian of a Kerr Parametric
Oscillator (KPO).
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Conclusion and outlook

In this thesis, we have analyzed the theoretical and experimental results obtained by studying
the steady-state microwave emission from two superconducting quantum circuits.
Theoretically, we have revisited the theory of one-photon and two-photon driven Kerr oscillators.
For both models, we have presented the analytical linear approximations and the full numerical
solutions, both in the steady state and transient state regimes. The numerical solutions have
been obtained using an approach based on the linearization of the master’s equation by means
of the Choi-Jamiolkvosky isomorphism.

Experimentally, we have aimed to verify our theory predictions. All our quantum measure-
ments have been based on the photon number calibration routines of the amplification chain.
Here, we have directly shown the gaussian nature of the noise introduced by the amplification
chain. We note that this calibration is fundamental in order to deconvolve the effects of the
amplification chain and obtain the underlying density matrices of quantum states emitted by
the superconducting devices. In the following, we have analyzed the radiation emitted by the
JPC in its steady-state. The JPC is operated by driving it with a resonant coherent signal, thus
realizing a one-photon driven Kerr oscillator. The propagating signal from the JPC has been
reconstructed using a quantum tomography method which relies on the combination of the
Lucy-Richardson deconvolution technique and the IMLE protocol explained in Chapter 2. This
tomographic protocol does not make any assumption on the state to be reconstructed, thus being
completely general and state-independent. We have extracted the density matrix of the JPC
for two different values of the power of the resonant coherent signal. The expectation values
computed from this reconstructed density matrix have been compared to the ones extracted
directly from the measured histogram of the amplified microwave signal detected by the FPGA:
the results agree within the experimental errors, which means that the assumption-free tomo-
graphic protocol is successful in reconstructing physical information encoded in the propagating
quantum microwave signal. Furthermore, using the concept of regularized P-function, we have
shown how the reconstructed signal does not have classical analogs. This result suggests that
some of the non-classical features of the single-photon driven Kerr oscillator survive in the
steady state. Then, we have analyzed the radiation emitted by the JPA, which has been operated
by pumping it with an external coherent signal at twice its resonant frequency and realizes the
two-photon driven Kerr oscillator. As expected from the theoretical model presented in Chapter
4, the steady state of the JPA shows a transition to a bistable classical mixture of displaced
coherent states for high pump powers. This transition in confirmed by analyzing the time traces



Chapter 5 Experimental results

of the sampled (I,Q)-points and the measured histogram of the amplified propagating signal
sampled by the FPGA.

In the outlook, our results can be expanded by exploring the transient regime of the super-
conducting quantum circuits. For this, the methods developed in this thesis can serve as a solid
foundation for reaching that next milestone. Furthermore, the IMLE reconstruction from the
histogram of propagating microwave signals is a powerful and flexible tool that doesn’t require
any prior knowledge of the state-to-be reconstructed and can be applied in all experiments
requiring the tomography of propagating microwave radiation.
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