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Abstract

The Mott metal-insulator transition is one of the most fundamental correlation-driven
instabilities in normal metals. A well-established model system for studying the
bandwidth-controlled quasi-two-dimensional Mott instability is provided by the or-
ganic x-(BEDT-TTF), X salts, where X denotes a monovalent anion. These salts can
exhibit metallic/superconducting or Mott antiferromagnetic/nonmagnetic insulating
ground states, depending on external parameters such as pressure or anion substitu-
tion. In this study, we systematically investigate the influence of these modifications
near the Mott transition on the key internal parameters of the electronic system: elec-
tronic correlation strength, spin frustration, and disorder, which ultimately determine
the electronic ground state. We successfully employed high magnetic field techniques
to investigate quantum and semiclassical oscillations of magnetoresistance, which turn
out to be powerful tools not only for mapping the Fermi surface geometry but also for
probing these internal parameters.

Our results reveal that the analogy often-drawn between external pressure and so-
called chemical pressure - arising from subtle isoelectronic chemical substitutions - is not
straightforward. The application of external pressure reduces the electronic correla-
tion strength and drives the system away from the Mott transition. Furthermore, we
have found that pressure increases the geometrical frustration ratio. In contrast, anion
substitution in some salts modifies both the frustration ratio and correlation strength,
while in others it primarily alters the electronic ground state through changes in the
frustration ratio, with the correlation strength remaining nearly unchanged. We fur-
ther found that magnetic instabilities in these systems are closely tied to frustration:
salts with higher frustration remain non-magnetic, while less frustrated compounds
tend to exhibit antiferromagnetic order, in agreement with theoretical predictions. In
addition, we investigated the influence of the thermal history on the electronic prop-
erties. For certain salts, variations in thermal treatment induce structural modifica-
tions, which serve as additional sources of disorder and can drive the system into
a Mott-Anderson insulating state. Overall, the quantum oscillations, in combination
with the anisotropic semiclassical magnetoresistance, allow us to disentangle the roles
of different mechanisms, such as external pressure, chemical substitution, and disor-
der, in shaping the electronic ground state both near and away from the Mott metal-
insulator transition. Furthermore, these experiments provide a critical quantitative test
for theoretical predictions concerning the evolution of the conduction system near the
bandwidth-controlled MIT.
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1 Introduction

Es irrt der Mensch so lang er strebt.

Faust. ].W.Goethe

The physical properties of materials, including their electronic structure and trans-
port properties, such as electrical conductivity, have long been of great interest to re-
searchers. The first theoretical model describing interacting electrons in a material was
developed by L. Landau in the 1950s and is known as the Fermi liquid theory [1]. In
this model, strongly interacting electrons near the Fermi surface (FS) can be treated as
non-interacting quasiparticles with renormalized parameters.

Several experimental techniques are used to study the FS, including scanning tun-
neling microscopy, angle-resolved photoemission spectroscopy, cyclotron resonance,
and others. One of the most powerful methods for investigating the FS is based on
magnetic quantum oscillations (MQO). Two types of such oscillations, associated with
magnetization and electrical resistance, were discovered in the 1930s and are known
as the de Haas-van Alphen [2] and Shubnikov-de Haas [3] effects, respectively. The
theoretical foundation for these oscillations was laid by Landau, who predicted the or-
bital quantization of electron motion in a magnetic field. However, a comprehensive
theory linking quantum oscillations with the geometry of the FS was developed later,
in the 1950s, by Onsager, Lifshitz, and Kosevich [4, 5]. Since then, MQO measurements
have become a powerful and indispensable tool for probing the FS of a wide range of
materials, including strongly correlated electron systems such as organic metals [6, 7],
as well as other correlated-electron materials of topical interest. These include cuprate
[8-10] and iron-based [11-13] superconductors, topological conductors [14-16], and
heavy-fermion compounds [17-19].

The aforementioned Fermi liquid theory predicts a metallic behavior for interact-
ing electron systems. However, systems with a half-filled band and strong electronic
correlations can exhibit an insulating ground state, which contradicts the predictions
of the Fermi liquid model. The first theory to describe this metal-insulator transition
(MIT) in strongly correlated systems was proposed by N. Mott in the 1930s [20]. Mott
considered a system in which electrons experience on-site Coulomb repulsion in com-
petition with hopping-driven kinetic energy. The strength of the Coulomb repulsion
is governed by on-site electron interactions, while the hopping energy depends on the
inter-site distance. As this distance increases, the hopping energy decreases. At a crit-
ical separation, the Coulomb repulsion dominates over hopping, leading to electron
localization, the opening of a gap at the Fermi energy, and the onset of the Mott transi-
tion. In this model, half-filling of the band is a crucial condition, as it prevents electrons
from bypassing the repulsion by hopping to unoccupied sites.

Further significant progress in understanding the Mott transition was achieved with



developing the Dynamical Mean-Field Theory (DMFT) approaches [21, 22]. These ap-
proaches also identify two key parameters that determine the ground-state properties
of the system: the strength of electronic correlations and the amount of spin frustration.
The correlation strength is believed to control the mobility of charge carriers, while the
spin frustration ratio influences the magnetic ordering of the system.

However, the ideal Mott scenario is not fully realizable in real crystals. Charge-
carrying quasiparticles, upon scattering on structural disorder, lose coherence and de-
cay. In simple terms, when the scattering rate becomes sufficiently high, such that the
mean free path of the electrons becomes comparable to the lattice spacing, the elec-
trons become localized at their respective sites. This localization leads to the formation
of an insulating state, a phenomenon first described by P. Anderson [23], and subse-
quently referred to as Anderson localization. Modern theoretical approaches based on
DMEFT [24] predict a transition into an insulating state, characterized by a fragmenta-
tion or ‘clusterization” of the crystal into electronically disconnected regions as a result
of disorder-induced scattering.

Despite extensive theoretical and experimental research on the physics of correlated
electrons and the observation of Mott and Anderson instabilities in many materials,
our understanding of the system’s evolution near the MIT remains incomplete. Several
open questions persist, including: How do conductive quasiparticles evolve near the
MIT? What is the critical strength of electronic correlations? What roles do magnetic
interactions and disorder play in the MIT? To address these fundamental questions, it
is essential to study high-quality, easily tunable materials where the effects of electronic
correlations, magnetic frustration, and disorder can be systematically controlled.

One of the most promising material classes for studying strongly correlated electron
systems and MIT is organic charge-transfer salts. These materials initially attracted
considerable attention after W. Little proposed them in 1964 as potential candidates for
room-temperature superconductivity [25]. In the 1980s, superconductivity was first
experimentally observed in this class of materials [26], which significantly intensified
interest in them, particularly due to the presumed unconventional pairing mechanisms.
However, despite the early optimism, the highest superconducting transition tempera-
ture (T;) achieved in these materials remains around 14 K [27], far below room temper-
ature. As a result, expectations for realizing high-T, superconductivity in organic salts
have gradually waned.

Nevertheless, a new perspective emerged when it was discovered that these mate-
rials provide an ideal platform for investigating strongly correlated electron systems,
Mott physics, field-induced density wave transitions, and many other novel phenom-
ena. In general, the properties of organic salts are similar to those of other anisotropic
layered materials, including high-T; cuprates, iron pnictides and chalcogenides, nicke-
lates, and graphene-based systems [9, 13, 16, 19]. The phase diagrams of organic salts
exhibit a rich variety of ground states, including Fermi liquid, Mott insulating, super-
conducting, spin-density wave, charge-density wave, and other exotic phases [28-30].

The key advantages of organic charge-transfer salts are their small energy scales
and high tunability, making them ideal for tuning via moderate physical pressure or
chemical substitution. Additionally, these compounds are typically very clean and fea-
ture simple quasi-one-dimensional (q1D) or quasi-two-dimensional (q2D) electronic
structures. Therefore, they can be studied under relatively moderate magnetic fields
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and temperatures using techniques such as magnetic quantum oscillations and angle-
dependent magnetoresistance oscillations (AMRO) [7]. These methods provide direct
access to the Fermi surface topology and charge carrier properties.

This work focuses on the so-called k-(BEDT-TTF), X salts, where BEDT-TTF denotes
an organic donor molecule, X represents the anion, and « refers to the molecular pack-
ing structure within the organic layers. These compounds consist of alternating in-
sulating anion layers and conducting organic layers. Within the organic layers, pairs
of BEDT-TTF molecules form dimers, which are arranged in an anisotropic triangular
lattice. Each dimer donates one electron to the anion layer, resulting in an effectively
half-filled conduction band. Due to differences in the conduction bandwidth and lat-
tice anisotropy among various x-salts, a wide range of ground states can be realized
even at ambient pressure. Some compounds exhibit superconductivity, while others
display antiferromagnetic or non-magnetic Mott insulating behavior.

This work is dedicated to the investigation of four organic salts, abbreviated as -
NCS, x-Br, x-Cl, and x-CN (the full chemical names will be provided in the following
chapters). At ambient pressure, k-NCS and x-Br exhibit metallic or superconducting
ground states, with superconducting transition temperatures T, > 10K. In contrast, «-
Cl and x-CN display Mott insulating ground states, characterized by antiferromagnetic
and non-magnetic ordering, respectively. Upon the application of pressure, both x-Cl
and x-CN can be driven into metallic or superconducting states.

This gives rise to several fundamental questions: What determines the differences
in ground states at ambient pressure? Which parameters does the anion substitution
change? How do these parameters of the electronic system evolve during the applica-
tion of pressure? Although there have been some theoretical suggestions on this matter,
no explicit systematic investigation aimed at a critical experimental verification of the
suggestions has been done. The aim of this work is to address these central and the
outlined above questions and disentangle the roles of various parameters (correlation
strength, frustration, and disorder) that govern the formation of the electronic ground
state and Mott and Anderson instabilities. The thesis is structured as follows:

Chapter 2 (Theoretical background) provides a basic introduction to magneto-quantum
oscillations, with a focus on Shubnikov-de Haas oscillations and general magnetore-
sistive transport, as these constitute our primary experimental methods. The chapter
explains the origins of these phenomena and outlines the key parameters that govern
both the quantum oscillations and the classical magnetoresistance. In addition, it of-
fers an overview of the Mott and Anderson transitions, as well as the mechanisms
responsible for the formation of different electronic ground states.

Chapter 3 (Organic k-salts) introduces the main properties of the x-salts studied in this
work, including their crystal structures and phase diagrams. We present a concise
overview of the investigated x-salts, highlighting the key observed phenomena and
differences between them. The chapter discusses the current understanding of Mott
physics in x-salts and examines the influence of physical pressure and anion substi-
tution on MIT key electronic parameters, such as correlation strength and frustration.
The impact of thermal history and disorder on the ground state and superconductiv-
ity is also addressed. In addition to reviewing the established knowledge in the field,
this chapter highlights open questions and unresolved issues relevant to the ongoing
research.




Chapter 4 (Experimental setup) describes in detail the experimental techniques and se-
tups used in this research. This includes a discussion of controlling the main tuning
parameters - pressure, magnetic field, and temperature - as well as the facilities used
to apply magnetic fields and their respective limits.

Chapter 5 (Antiferromagnetic Mott insulator x-Cl) is one of the central chapters of this
thesis, where we present an extensive investigation of x-Cl and compare the results
with those previously reported for k-NCS. We determine the Fermi surface of x-Cl and
its evolution under pressure. Additionally, we study the electronic correlation strength
and spin frustration in this material over a broad pressure range, including both the
purely metallic/superconducting state and the metal/insulator phase coexistence re-
gion. The obtained parameters are then compared with those of x-NCS to identify key
differences between the salts and their roles in the ground state formation. This chap-
ter includes a detailed description of the analytical methods used and is frequently
referenced in later chapters that apply similar methodologies.

Chapter 6 (Influence of thermal history on x-salts) is dedicated to investigating the im-
pact of thermal history on x-Br and x-Cl salts. We demonstrate how subtle structural
changes, induced by varying the cooling rate through a glass-like transition around
80K, can significantly influence disorder, electronic correlations, and eventually the
electronic ground state in these compounds.

Chapter 7 (Anion substitution effect in k-Br and x-Cl) provides a comparative analysis
of x-Cl and «-Br, where the anion substitution is isoelectronic and, therefore, preserves
structural similarity. We present measurements across a broad pressure range, focusing
on the evolution of electronic correlation strength. This analysis contributes to a deeper
understanding of the mechanisms underlying chemical substitution effects and their
influence on ground-state formation.

Chapter 8 (Non-magnetic Mott insulator k-CN) presents a comprehensive study of the
spin-liquid candidate x-CN and compares its properties with the three previously dis-
cussed salts. We then attempt to construct a generalized phase diagram that captures
the ground states of these compounds across different pressures. Based on our find-
ings, we draw conclusions regarding the roles of correlation strength and frustration
in the ground state formation, and discuss the evolution of quasiparticle properties
across the metal-insulator transition.

Chapter 9 (Summary) is the final chapter, which summarizes the most important re-
sults of the thesis. Here, we revisit the main objectives and challenges of the research,
address them using our findings, and propose new perspectives for future studies and
further development of the field.




2 Theoretical background

A comprehensive explanation of the fundamental aspects of electronic transport in
solid-state physics is provided in many standard textbooks, such as [31-33]. Addi-
tionally, an extensive overview of organic salts is given in [6, 7, 34, 35]. Therefore, in
this chapter, I aim to summarize the key concepts relevant to the research topic of this
thesis. The section will be structured to construct a self-contained explanation of the
underlying physics while avoiding excessive detail on less relevant aspects.

2.1 Magnetic quantum oscillations

The primary experimental methods used in this work are based on magnetic quantum
oscillations (MQO) and angle-dependent magnetoresistance oscillations (AMRO). The
origin of MQO lies in the quantization of electron orbits in a magnetic field B due to
the Lorentz force acting on the electrons in a free electron gas

P _p, — —e(vx B). @.1)
dt

In a semi-classical picture, the electrons perform an orbital motion within the plane
perpendicular to the magnetic field at the cyclotron frequency w, = eB/mg with the
electron mass 1y and elementary charge e. In the kyky-plane, perpendicular to the mag-
netic field along the z-direction (B||z), the electron’s energy spectrum becomes quan-
tized according to the Bohr-Sommerfeld quantization condition and can be expressed

as:
1 h2k2
E= (n + E) hewe + . 2.2)

These quantized energy levels due to the motion within the plane perpendicular to the
field can be visualized as concentric isoenergetic circles in k-space (Fig. 2.1(a)), with an
energy difference AE = hw, (which is ~ 1.5meV for a free electron in a field of 15T).
In addition, there is a free motion parallel to the field direction leading to a parabolic
dispersion.

In the real crystals with a quasi-two-dimensional (quasi-2D) and three-dimensional
(3D) Fermi surfaces (FS), these circles extend along the z-direction, forming coaxial
cylinders known as Landau tubes (Fig.2.1(b)). In q2D case, the Fermi energy (Er) sep-
arates occupied tubes from unoccupied ones (Fig.2.1(c)). Since only the electrons near
the Fermi energy can move across the FS, the cyclotron frequency is modified as:

—1
_ 27eB (85) eB 23)

We = hz ﬁ k. = mC,
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Figure 2.1: (a) Quantization of electronic states in the kyk,-plane for free electrons with
a magnetic field applied perpendicular to the plane [31]. The number of dots on the
concentric circles symbolizes the degeneracy of the quantized levels. (b) Illustration
of Landau tubes in a quasi-2D FS [7]. (c) Corresponding density of states in units of
hw, for a perfect 2D system [31]. Vertical blue solid lines represent the Landau levels,
while the red dashed line indicates the Fermi energy. As w, increases with the mag-
netic field, the distribution stretches along the energy (E) axis, and the Landau levels
eventually cross the Fermi surface. The light blue shaded area depicts the density of
states in the absence of a magnetic field.

where S is the area in k-space enclosed by an electron orbit with constant energy E = Ef
and fixed k, which is the component of k paralell to B. We can introduce the cyclotron

mass as: 5
h* (dS
me = E (a_E)kZ . (24)

The cross-sectional area of the n-th Landau tube can be expressed using the Onsager
relation [5]:

27meB
Sn = (n + ,Y) h ’

where y ~ 1 is a phase constant. The quantum number n represents the tube index. In
metals, we typically have n > 1 for tubes with energies close to Er due to the large
Fermi energy of metals. As the magnetic field increases, the size of the Landau tubes
and their degeneracy also grow. At specific field values, the cross-sectional area of a
tube can align with the FS (Fig. 2.1(c)). With further increases in field strength and tube
size, this tube moves beyond the FS, leading to a redistribution of electrons into lower

(2.5)
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energy levels [32]. This variation in the density of states at the FS influences several
physical properties of the system [32], including magnetization (de Haas-van Alphen
effect [2]) and electrical conductivity (Shubnikov-de Haas effect [3]).

The field value B;, at which the cross-sectional area of the n-th Landau tube equals
the extremal FS cross-sectional area Sextr (perpendicular to the magnetic field B), can
be derived from the quantization condition. This alignment of the cross-sectional areas
of the Landau tubes and the FS occurs periodically in the inverse magnetic field. There-
fore, we can introduce the frequency of these crossings, F, given by the expression

1\17" [

Interestingly, the extremal cross-sectional area is obtained from the measured oscilla-
tion frequency without any adjustable parameters.

2.2 Shubnikov-de Haas effect and Lifshitz-Kosevich

formula

The oscillations in magnetization were first quantitatively described for an arbitrary
dispersion by .M. Lifshitz and A.M. Kosevich [4], who formulated what has become
the standard theory for describing de Haas-van Alphen oscillations (dHvA). In con-
trast, the theory of Shubnikov-de Haas (SdH) oscillations is more complex and remains
less fully understood. This complexity arises because, in principle, it requires explicit
consideration of the various scattering processes influenced by a quantizing magnetic
field [32]. Nevertheless, in most cases, it suffices to follow Pippard’s idea [36], which
suggests that the scattering probability, and thus the resistivity, are proportional to the
density of states near the Fermi level. Consequently, the oscillatory component of the
conductivity can be expressed in the following form:

o =1 F 1 T
0_—0 = }; mar COS |:27TT (E — E) + Z:| , (27)
mCBl/Z
ar (SH—%RT(V)RD(”)RS(Y)/ (2.8)

where 0y is the background conductivity, and a, includes the damping factors Rt, Rp,
and Rg, which are described in the following subsections.

2.2.1 Temperature damping factor Rt

When T > 0, the Fermi distribution of single-electron occupation probabilities becomes
less sharp, causing the electron distribution at the Fermi level Er to become thermally
smeared out. This spread results in a range of slightly different extremal cross-section
orbits around the Fermi surface, each contributing oscillations with slightly altered
frequencies [32]. Consequently, the peak in the oscillation spectrum broadens, leading
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to a reduction in oscillation amplitude. Lifshitz and Kosevich [4] demonstrated that
the temperature dependence of this damping is governed by the normalized effective
cyclotron mass, u = m./mp, and can be expressed as:

_ KruT/B
Rr(r) = sinh(KruT/B)’ 29)
where coefficient K = 2%kgmo/he ~ 14.69 T/K. Thus, Eq. (2.9) can be used to deter-
mine the effective cyclotron mass y by measuring the temperature dependence of the
SdH oscillation amplitude.

2.2.2 Dingle damping factor Rp

In addition to the smearing of the FS, the Landau tubes are not infinitely sharp due to
scattering processes. This results in a finite scattering time 7, softening the distribution
on the Landau tubes from a delta function to a Lorentz distribution with a half-width
I' = 1/27. By defining the Dingle temperature [37]

TD = h/(ZTCkBT), (210)
we can express the Dingle damping factor as follows:
Rp(r) = exp (—KuTp/B). (2.11)

With y known from the temperature damping discussed above, we can use Eq. (2.11)
to determine Tp from the field dependence of the oscillation amplitude, providing
insights into the scattering rate and the quality of the samples.

2.2.3 Spin-splitting damping factor Rg

The third damping factor accounts for the effect of Zeeman splitting. When an elec-
tron’s spin aligns either parallel or antiparallel to the magnetic field, its energy shifts
by AE = +gugB, where g is the Landé factor and yup is the Bohr magneton. This shift
causes each Landau tube to split into two subbands. For free electrons, ¢ = 2, mak-
ing the energy difference AE = fiw,., which matches the energy spacing between two
neighboring Landau levels. As a result, the contributions of electrons with antiparallel
spin in the n-th Landau tube align in phase with those of parallel spins in the (1 + 1)-th
tube [32]. However, in real crystals, where ¢ # 2 and u # 1, this phase alignment is
imperfect, resulting in a damping factor given by:

Rg(r) = cos(gryg). (2.12)

At certain values of the cyclotron mass, this damping factor equals zero and can lead
to a vanishing oscillation amplitude [38—41].
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Figure 2.2: (a) Example of a 2D FS formed by two conduction bands, resulting in a
closed pocket (red) and two open sheets (blue). The black line represents the mag-
netic breakdown orbit. (b) Oscillating part of the magnetoresistance normalized to

the background resistance for x-Cl (blue, left scale) and for x-NCS (red, right scale)
[42].

2.3 Magnetic breakdown

Until now, we have only considered electrons in a single conduction band moving
along a classical orbit. However, this perspective changes when multiple conduction
bands, separated by an energy gap E, are located near the Fermi energy. As the mag-
netic field increases and fiw, achieves the order of magnitude of E§ / Eg, the probability

of tunneling between bands rises significantly [32]. This phenomenon is known as
magnetic breakdown (MB).

An example similar to the behavior observed in our samples is illustrated in
Fig.2.2(a). In the semiclassical picture, electrons are confined to a single band (ne-
glecting scattering effects), allowing only the classical a-orbit (red) as a possible closed
trajectory. However, when electrons tunnel between the bands, a second trajectory -
the B-orbit (black line) - becomes accessible. As a result, two frequencies appear in
the SdH spectrum. Since the tunneling probability P = exp(—Bwmgp/ B) increases expo-

nentially with the magnetic field, the magnetic breakdown field By can be defined
as:

mE§ 2.13
MB = hE. (2.13)
where E, is the interband gap at the MB junction [32]. Thus, the conditions under
which MB becomes relevant are given by the criterion: hw, 2 E§ /Eg or B 2 Bys.
Fig.2.2(b) presents normalized SAH oscillations for the organic salts x-Cl (blue) and
x-NCS (red) (abbreviations will be explained later in Chapter 3) from [42]. In the red
curve, the dominant contribution to the oscillations comes from the a-frequency (~

600T), whereas in the blue curve, the dominant contribution is from the p-frequency
(~ 4000T).
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2.4 Angle-dependent magnetoresistance oscillations
(AMRO)

During the 1990s, extensive research on layered organic superconductors established
angle-dependent magnetoresistance oscillations (AMRO) [43-47] as a powerful tech-
nique for investigating the geometry of the Fermi surface of strongly anisotropic lay-
ered metals through interlayer magnetotransport (for a review, see [7]). The conductiv-
ity

28T [dfy

0'1']' = _W AE Ul(k)ﬁj(k)dk, (214)

and consequently the resistivity, in metals with a slightly warped cylindrical FS depend
on the averaged electron velocity

5j(k) = % /_ Ooo vi(k,t))et/dt, (2.15)

where fj is the equilibrium Fermi distribution function and i, j are the x, y, and z com-
ponents, with z-axis bound to the interlayer direction. The quantity v;(k) represents
the velocity averaged over the scattering time. Based on this relationship, significant
changes in the interlayer resistivity are expected as the magnetic field is tilted from a
direction perpendicular to the conducting layers to one parallel to the layers. At cer-
tain polar angles 6 - defined as the angle between the magnetic field and the normal
to the conducting planes - the interlayer resistivity exhibits pronounced enhancements
(Fig.2.3(b)), manifesting as angle-dependent magnetoresistance oscillations (AMRO)
[7].

The first calculation of the polar angle positions where AMRO maxima should occur
for a cylindrical FS was conducted by Yamaji [48]. The dispersion relation for a slightly
corrugated cylindrical FS can be written in a simplified form:

2

h
E(k) = Ej(ky, ky) + E1 (k) = %(ki +ky) — 2t cos(k.d), (2.16)

where the interlayer hopping energy | < E|, and d is the interlayer spacing con-

stant. The tilted cyclotron orbit, with its position along the k,-direction labeled by k?,
lies in the plane perpendicular to the magnetic field B. For a position on this orbit
with azimuthal angle ¢, the projection of the Fermi wave vector onto the z-axis can be
expressed using the geometrical relation (Fig. 2.3(a))

k2(9) = k2 — ke (¢) cos(¢p) tan(6). (2.17)

In this case, the component of k perpendicular to the field can be calculated from
212

Eq. (2.16) by setting it equal to the Fermi energy: % = %(kﬂ cos(6))? — 2t cos(k.d).

We can express the area of the orbit cross section using the values for k| and kY as
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Figure 2.3: (a) A corrugated cylindrical FS, where 0 represents the polar angle with re-
spect to the direction of the magnetic field [49]. The quantity k2 denotes the position
of the tilted cyclotron orbit (gray ellipse) along the k;-direction, k| is the wave vec-
tor of this cyclotron orbit, and kg represents the Fermi wave vector in the absence of
warping. (b) Calculated AMRO from [50]. Dashed arrows indicate the AMRO max-
ima, while the solid arrow marks the peak feature at § = 90°. The upper left inset
shows the peak feature at different values of the parameter w,T for various magnetic
field strengths. The lower right inset schematically illustrates cyclotron orbits on the
warped FS at 6 close to 90°. (c) A schematic representation of cyclotron orbits on a
warped cylindrical FS under a nearly in-plane magnetic field. The thin line (with ar-
rows indicating electron motion direction) represents the self-crossing orbit, which
separates the region of large single-connected orbits (left) from the region where each
orbit splits into a large orbit and a small closed loop at the FS edge (right of the self-
crossing orbit). The Fermi velocity near the crossing point A is nearly parallel to the
magnetic field [7].

given by:

27T T
Sorb c05(6) = dScos(G):/o A (k) cos(8))? =

0
T ) 2] _
_ /0 A i + 4mt | cos(k.d) /1*| = (2.18)

= /07[ d¢p [k% + 4mt | cos(k%d — kgd tan(6) cos(<p))/h2] =
— k% + 4rtmt | cos (k) Jo(kgd tan(8)) /1>,

Yamaji noted [48] that this equation can be integrated using the zeroth-order Bessel
function Jy. At certain polar angles, when the Bessel function Jy = 0, the cross-sectional
area S, cos(f) becomes independent of the position k). In this case, all the cyclotron
orbits enclose the same area. The condition, when it happens, is called "Yamaji condi-
tion” and can be expressed as

7T

tan(6,) ~ o

(n— 411)' (2.19)
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2.5 Coherence peak

where k3@ is the maximal projection of the in-plane Fermi wave vector kg on the field
rotation plane.

The physical nature of AMRO can be understood by considering that, in a strong
magnetic field, the interlayer conductivity, o, is determined by the interlayer velocity,
v, averaged over the period of an electron’s motion along a closed orbit. The latter can
be expressed as

. aSorb(kg) /akg _ hasorb (kg) /akg

0= = OE/ok: = h(asorb/aE)kz B 27Tme

(2.20)

The velocity v, depends on the derivative of the orbit area with respect to its position
in k-space and can be expressed as a function of kY. In the quasi-2D case, the cyclotron
mass increases proportionally to 1/ cos(#). Generally, the derivative 9S4, (kY) /0K is
finite, causing o0, to saturate. However, at Yamaji's angles, asorb(kg) / 8kg ~ 0, leading
to a vanishing average velocity v, and, consequently, a vanishing o,.

2.5 Coherence peak

When the magnetic field is nearly parallel to the conducting layers, a peak feature ap-
pears in R(0) for certain materials [43, 51, 52], as shown in Fig. 2.3(b) inset. Experiments
have demonstrated that the width of this peak remains independent of the magnetic
field strength, indicating a geometrical origin for the phenomenon [7].

This peak feature can be understood by considering the warping of the cylindrical
FS. For tilt angles closer to the parallel orientation than a critical angle 6., additional
closed orbits form on the sides of the warped FS, as illustrated in Fig.2.3(b) inset. At
the same critical angle, self-crossing orbits emerge, depicted by thin lines with arrows
in Fig. 2.3(c).

For a weakly warped cylinder (f; < Ef), the Fermi velocity vg of electrons near
the self-crossing point A becomes nearly parallel to the magnetic field. Consequently,
the Lorentz force at this point is minimal, and the electron velocity remains nearly
unchanged. The interlayer projection of this velocity contributes significantly to the
interlayer conductivity. This behavior results in a local minimum in the interlayer re-
sistance at 0 = 7t /2 — 0..

As 0 approaches 90°, the interlayer velocity v decreases, reaching exactly zero at
6 = 90°. This leads to a sharp peak in magnetoresistance for 90° — 6, < 0 < 90° +
.. In organic metals, typical peak widths range from approximately 1° to 3°. The
width of the coherence peak can be used to estimate the anisotropy ratio 2t /Er from
experimental data using the equation [50]:

Oc ~ t
ked = Ep (2.21)
The feature described above is referred to as the ‘coherence peak’ because it exclu-
sively affects coherent interlayer transport. Incoherent interlayer transport, primarily
driven by impurity scattering, remains largely insensitive to magnetic fields parallel to
the layers. Consequently, the presence of a coherence peak serves as strong evidence
that coherent transport dominates the interlayer conductivity.

12
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2.6 Beating phenomena in quantum oscillations

At Yamaji angles, as previously mentioned, the Fermi surface cross-section in the plane
perpendicular to the magnetic field remains independent of k2. However, at intermedi-
ate angles, due to the warping of the FS, the cross-sectional areas are different depend-
ing on k2, leading to the minimal and maximal extremal cross-sectional areas, with
slightly different oscillation frequencies (Fyin and Fmax).

The total SAH oscillation signal is the sum of contributions from each of these areas.
When the frequencies are sufficiently close to each other, their superposition results in
periodic constructive and destructive interference, forming beats (Fig.2.4(a)). Conse-
quently, the amplitude of the oscillations is proportional to the coefficient [7, 53, 54]:

Rpeat = ICOS(N% - g)l, (2.22)
where AF = Fnax — Fmin denotes the difference between the maximal and minimal
extremal cross-sectional areas of the FS. When the coefficient Rpey;; = 0, we observe
a node in the oscillations, with vanishing amplitude [8, 11, 43, 55-58]. The beating
frequency is proportional to the difference between the maximal and minimal cross-
sectional areas of the FS

AS _ 8mmt Jo(kpdtan(6)) Jo(kgd tan(6))

AF = Fyax — Fin = ~ =
T T T D reh 27teh® cos () 0" cos(6)

. (2.23)

where AFy = 4mt | /ef® and directly depends on the strength of warping. The differ-
ence in cross-sectional areas can be calculated from Eq. (2.18). Changes in the magnetic
field orientation induce variations in both the maximal and minimal extremal cross-
sectional areas, thereby altering the beat frequency. The 6 dependence of the beat fre-
quency is given by Eq. (2.23). A change in the beat frequency also leads to a shift in the
node position. Fig. 2.4(b) shows the node positions as a function of the tilting angle.
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Figure 2.4: (a) dHVA oscillations in B-(BEDT-TTF),IBr, at T ~ 0.4K, at the field
slightly tilted from the direction normal to the layers from [7]. The inset shows the
FFT of the data. (b) Angular dependence of the beat node position in dHvVA oscilla-
tions from panel (a).
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2.7 Fermi liquid theory

Taking Rpeat = 0, we can calculate the node positions B, of the beating feature as a
function of frequency:

4NF  4AFy Jo(kpdtan(6))

B, = —
" 4n+3 4n+3  cos(h)

(2.24)
Furthermore, this dependence can be used to fit the 6 dependence of the node positions
(Fig.2.4(b)). The fit reveals the beat frequency at perpendicular orientation, AF,, and
the node index n. The ratio of the beating frequency and the p-frequency can be used
to estimate the FS warping using Eq. (2.25), as well as the interlayer transfer integral
t,, using the relation

b Bk AF (2.25)

2.7 Fermi liquid theory

In the theoretical concepts described above, charge carriers were treated as non-
interacting electrons (Fermi gas). However, in real metals, electrons interact more or
less strongly with each other. In such cases, the system can be effectively described
within the framework of Fermi liquid (FL) theory, developed by L. Landau in the 1950s
[1]. This theory employs renormalization methods and treats the low-energy excita-
tions of the electron system as quasiparticles. These quasiparticles behave similarly to
non-interacting electrons in a Fermi gas but possess renormalized properties due to
electron-electron interactions.

The Hamiltonian of the system can be expressed as the sum of two terms [33, 59]:
H = Hy + Hjy. Here, Hy denotes the Hamiltonian of non-interacting fermions in
the periodic lattice potential, which gives rise to a modified electronic dispersion and
defines the concept of band electrons with an associated band mass. The second term,
Hint, accounts for electron-electron interactions, which renormalize the quasiparticle
properties. Correspondingly, the total energy of the system can be written as the sum of
two contributions: E(k) = Ey(k) + Eint(k), where Ej; encapsulates interaction effects.

Within the Fermi liquid framework, the concept of the Fermi surface remains well-
defined as the boundary between occupied and unoccupied states at zero temperature.
However, many-body interactions can modify both the shape and properties of the FS.
In particular, the quasiparticle dispersion near the FS becomes renormalized, resulting
in an effective mass different from the bare band mass [33, 59, 60]. Following Landau’s
notation of linearized dispersion, and as a conceptual tool for illustrating renormaliza-
tion effects in a Fermi liquid, the effective mass can be expressed in terms of the band
mass as:

. PE_ dE (k) o, (dEy(k) AEine (k) -1
- _hkF( h dk ’k—kp = ke \ i ’k—kp dk ‘k—kF

dE; t/dk‘ -
in k=k
—m 14+ — —"F =m 1+ Ap).

band ( dEO/dk‘k:kF > band( 0)

(2.26)

Here, the band mass my,,,q captures the interactions of non-interacting charge carriers
with the periodic potential of the lattice, while Landau FL parameter Ag captures the
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2 Theoretical background

finite interactions of the band electrons. The degree of similarity between quasipar-
ticles and electrons in a non-interacting system can be quantified through the quasi-
particle residue Z. This parameter represents the overlap of wave functions between
non-interacting electrons and quasiparticles, indicating how closely the quasiparticle
resembles the original, non-interacting particles [33, 60, 61]. The quasiparticle residue
is also approximately related to the effective mass and, in our work, will be considered
through the relation: Z = myp,nq/m*. The value of Z ranges between 0 and 1 and can
be understood as follows:

* Z = 1: The quasiparticles closely resemble free electrons, experiencing weak
interactions. The system behaves similarly to a non-interacting Fermi gas.

® Z < 1: The quasiparticles are 'dressed” by interactions, meaning that they carry a
cloud of excitations around them, which makes them "heavier". This is captures
by a reduced value of Z, which indicates stronger electronic correlations.

* Z — 0: The quasiparticles are no longer well-defined. This occurs near a quan-
tum critical point, where fluctuations are so strong that the quasiparticle lifetimes

vanish.
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Figure 2.5: (a) Resistivity maxima in the strongly correlated metallic regime of a half-
filled Hubbard model within DMFT theory [62]. The resistivity is given in units of
PMott, Mmaximal resistivity according to the Boltzmann quasiclassical theory of trans-
port [63, 64]. (b) Dependence of Tmax on m* from DMFT theory [62, 65]. The band

mass my = Mpand-

As transport is carried by heavy quasiparticles, the resistivity strongly increases with
temperature due to inelastic electron-electron scattering. Within the FL theory, the
temperature dependence of resistivity at low temperatures is given by [60, 65]:

o(T) = pg + AT?. (2.27)

This relation holds over a limited low-temperature range below the coherence temper-
ature T*(~ 0.1Tg). Referring to theoretical investigations [66—68], T* might correspond
to the crossover temperature between a FL and marginal FL, in which the quasiparti-
cles are scattered by critical fluctuations of the gauge field [69]. The coefficient A is
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2.8 Mott transition

related to the effective mass through the Kadowaki-Woods law [70-72]: A o« (m*)2.
Fig.2.5(a) shows the temperature dependence of resistivity, calculated for different
correlation strengths (which will be introduced in later sections). The maximum in
resistivity corresponds to the destruction of quasiparticles at temperature Tnax. This
maximum temperature has been predicted to be linearly proportional to the effective
mass [65], as given by equation (see Fig.2.5(b)):

Tmax Mpand
. 2.2
TB . m* ( 8)

2.8 Mott transition

The Fermi liquid model described above is valid only in the metallic state. However,
when electronic correlations become strong, a system with a half-filled electronic band
can transform into an insulating state. This phenomenon was first described by Mott
and Peierls in [20, 73] and later termed the Mott transition. They considered a lattice
of hydrogen-like atoms and predicted a metal-insulator transition (MIT) depending on
the lattice period.

In real crystals, the transition is more complex. The first theory incorporating elec-
tronic interactions was developed by Hubbard, Anderson, and Kanamori [21, 74, 75].
They introduced the key concepts of the so-called Hubbard model, which describes
electrons moving in a crystal lattice, hopping between adjacent lattice sites, and experi-
encing strong Coulomb repulsion when occupying the same site. The Hamiltonian for
this model is given by

H=U ZCZTCLTCZJ,Ci,i —t 2 (ciacj,U + C]J'r,ng',a> . (2.29)
i (i,j),o
Here, t represents the hopping energy, which facilitates electron movement between
neighboring sites, while U denotes the on-site Coulomb repulsion, introducing an en-
ergy penalty when two electrons occupy the same lattice site, thereby leading to elec-
tron localization. The operators c;r,a and ¢; , are the creation and annihilation operators
for an electron on lattice site i with spin ¢. The summations over i and (i, j) are per-
formed over all lattice sites and all pairs of neighboring lattice sites, respectively, while
o accounts for both spin directions. The ratio U/t, known as the correlation strength
ratio, determines the ground state of the system, leading to two main possible phases:

* Metallic phase for weak correlations and small U /¢

* Mott insulating phase for strong correlations and large U /t

For a simple explanation [21], we consider a half-filled system with two possible elec-
tron states. The first state corresponds to the single electron occupancy of a lattice site,
forming the Lower Hubbard Band (LHB). The second state corresponds to the double
occupancy of a site, forming the Upper Hubbard Band (UHB). The energy difference
between these two states is determined by U.

When U/t is small, electrons do not experience a significant energy penalty for dou-
ble occupancy, resulting in a system that consists of a mixture of both states, with the
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(a) mott insulator metal

upper Hubbard band U half filled band

lower Hubbard band

<
U/t

Figure 2.6: Sketch of (a) electron distribution on a 2D square latticeand (b) correspond-

i

ing density of states in the Mott insulating and metallic phase at half-filling [42]. The
arrows represent spin-up and spin-down electrons, while the blue circles indicate un-
occupied sites.

LHB and UHB overlapping (Fig. 2.6, metallic state). As U/t increases, the energy cost
of double occupancy grows, shifting the UHB to a higher energy (Fig.2.6, insulating
state). This shift creates an energy gap between the UHB and LHB, marking the onset
of the Mott MIT. The critical value (U/t). at which this gap forms corresponds to the
transition point. According to nomenclature, this type of insulator is referred to as a
Mott-Hubbard insulator [21, 76].

Another type of transition occurs in systems with long-range order. In the presence
of strong spin interactions, neighboring electrons tend to align with specific spin ori-
entations. In the simplest case, neighboring electrons adopt opposite spin orientations,
leading to the formation of long-range antiferromagnetic order. As a result, the unit
cell effectively doubles, containing electrons with both spin orientations at each site,
which is equivalent to a fully occupied band. This transition into an antiferromagnetic
insulating state occurs below a finite critical temperature T.. According to nomencla-
ture, this is known as a Mott-Heisenberg insulator [76].

The key difference between a Mott-Hubbard insulator and a Mott-Heisenberg insu-
lator is that in the latter, the energy gap emerges only below the critical temperature
T¢ and vanishes above it. In contrast, a Mott-Hubbard insulator has a fixed energy gap
that persists regardless of temperature, although thermal excitation can lead to partial
occupation of states within the gap.

An increase in the correlation strength not only alters the ground state of the sys-
tem but also affects its electronic properties. One of the pioneering studies linking
the evolution of the quasiparticle residue to electronic correlations was conducted by
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2.8 Mott transition

Brinkman and Rice in 1970 [77]. They proposed a quadratic dependence

2
Mpand _ ~ . E
ol = 7~ (1 <u0) ) (2.30)

of the quasiparticle residue on the correlation strength. According to their work, the
quasiparticle residue Z vanishes as the system approaches the critical value U for the
Mott transition. This leads to a divergence in the quasiparticle effective mass, marking
the transition from a Fermi liquid to a Mott insulator.
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Figure 2.7: (a) Paramagnetic phases of the Hubbard model within DMFT, schemati-
cally showing the spinodal lines of the Mott insulating and metallic mean-field solu-
tions (dashed), the first-order transition line (solid), and the critical endpoint, adapted
from [78]. Inset: Steps of the DMFT calculation [22]. (b) Local spectral density of
states at T = 0 for several values of U [22]. The first four curves (from top to bottom,
U/W =1,2,2.5,3) correspond to an increasingly correlated metal, while the bottom
one (U/W = 4) is an insulator. W is an effective half-bandwidth.

Further breakthrough progress in the theory of the Mott MIT was made through
calculations based on Dynamical Mean-Field Theory (DMFT) [22]. This theory con-
siders a crystal containing many strongly interacting electrons. However, it simplifies
the problem by focusing on a single lattice site while representing all other electrons
in the crystal as an effective, dynamical mean-field environment (often referred to as
a ‘bath’). This approximation transforms the original lattice problem into a single-site
impurity model coupled to the bath. The impurity model is solved iteratively: at each
step, the bath parameters are adjusted so that the impurity’s local properties precisely
match those computed from the original lattice. This procedure is repeated until self-
consistency is achieved, ensuring that the properties of the impurity and the lattice
remain consistent (Fig.2.7(a), inset).

DMEFT has successfully described many observed features of the Mott transition, in-
cluding its first-order character and the coexistence region where both metallic and
insulating phases are present. This coexistence region can be understood as follows:
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DMEFT provides a mean-field solution for the insulating phase when U > U,; and for
the metallic phase when U < Ug, with U (T) < Ugn(T) at a given temperature T.
Consequently, there exists a range of U values in which both metallic and insulating
solutions are stable.

Additionally, the density of states of the strongly correlated metal is predicted [22,
79] to display a three-peak structure, made of a quasiparticle band close to the Fermi
energy surrounded by lower and upper Hubbard bands (Fig.2.7(b)). As the correla-
tion strength increases, the system approaches the insulating state. The quasiparticle
peak of the density of states narrows and eventually collapses at the critical value U
(Fig.2.7(b)). The quasiparticle residue Z is also predicted to vanish as the system ap-
proaches Uy, as shown in Fig.2.8(a). Consequently, the effective mass m™* is expected
to diverge at U, where the Fermi liquid solution breaks down, signaling the transition
to an insulating state. However, this divergence in effective mass may not be readily
observed experimentally. The first-order nature of the transition causes most of the
sample to occupy the insulating phase when U lies within the coexistence region be-
tween U1 (T) and Uy,(T). As a result, the sample predominantly exhibits insulating
behavior, making the region near U (T) - where the effective mass would diverge -
effectively inaccessible to conventional experimental probes.

2.9 Influence of magnetic ordering

Magnetic ordering can significantly impact the mass enhancement in correlated elec-
tron systems. In this section, we present a theoretical prediction on how magnetic
interactions affect the Mott MIT, a factor not captured by the single-site DMFT. Clus-
ter DMFT (CDMEFT) [80, 81] addresses this limitation by extending the analysis from a
single lattice site to a 2 x 2 cluster on a square lattice.

It is predicted that incorporating magnetic ordering does not alter the first-order
nature of the Mott transition, but significantly modifies the shape of the coexistence re-
gion and lowers the critical interaction strength U, at the transition’s endpoint. Within
this coexistence region, a strongly incoherent anomalous metallic state is observed, ex-
hibiting a scattering rate that violates the expected quadratic temperature dependence.
This incoherent metallic phase suggests a breakdown of conventional Fermi liquid be-
havior.

The incoherence of this metallic state also prevents the evaluation of the quasiparticle
residue Z at low temperatures near U.. However, in the normal metallic state (outside
the coexistence region), Z exhibits an almost linear dependence on U, similar to the
single-site DMFT results, as shown in Fig.2.8(b). This trend, however, is interrupted
by the coexistence region, where spatial coherence is lost before the effective mass of
quasiparticles can diverge, leading to a cutoff in quasiparticle renormalization.

As CDMEFT predicts a shift of the critical U, to lower values due to magnetic in-
teractions, the Mott MIT occurs at a higher Z and a lower effective mass [80-85]. To
explore systems with lower Z, it is necessary to reduce the influence of magnetic in-
teractions. This scenario can be realized in systems with increased spin frustration. In
such systems, competing spin interactions prevent the system from undergoing mag-
netic ordering.
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Figure 2.8: (a) The quasiparticle residue Z as a function of U, adapted from [22]. (b)
The quasiparticle residue Z vs. U/t for different orbitals in CDMFT. Below the tran-
sition point, the (0,0) and (7, 7r) orbitals exhibit a Z value nearly identical to that
of single-site DMFT (dotted line), while quasiparticles in the (77,0) orbital are more
strongly renormalized, adapted from [80].

2.10 Anderson localization

The transition model described above is valid for a system with an ideal crystal lattice.
However, in real crystals, impurities and lattice defects influence electronic transport,
affect the scattering rate, and can also lead to localization. A model to investigate the
impact of disorder on electronic correlations and the metal-insulator transition was
proposed by Anderson in 1958 [23, 86]. In this model, impurities are assumed to be
located at lattice sites, with each site possessing a distinct electron energy level, de-
noted by E;, where i indexes individual lattice sites. This setup results in a system of
periodically arranged potential wells with varying depths, as illustrated in Fig.2.9(a).
Anderson formulated the Hamiltonian for this system as a sum of two components:
the hopping energy t and the sum of the energies of electrons localized at each isolated
site E;.

H=t Y (clatio +clocio) + L Eictocio (2.31)
(i.j),o i

The effective magnitude of these site energies E; is referred to as the disorder
strength Ug;s. In the Anderson model, the key dimensionless parameter is Ug;s/t. An-
derson’s primary result, which has been extensively validated by subsequent research,
can be summarized as follows:

e Metallic phase at low disorder: For small Uy;s/t, the fraction of delocalized
states spans nearly the entire energy band. In this regime, electrons can move
freely, and the system behaves as a metal.
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e Critical disorder value: There exists a critical value (Ug;s/t). at which the first
localized states transition to delocalized states. At this point, these states can
extend across the lattice, enabling limited conduction.

* Anderson insulating phase at high disorder: When Uy;s/t is large, all electronic
states become localized. Electrons are confined to specific regions in the lattice,
preventing conduction, thereby resulting in an insulating behavior, known as an
Anderson insulator. Unlike a Mott insulator (Fig.2.9(b)), an Anderson insulator
does not exhibit a gap (Fig.2.9(a)). Instead, localization arises due to enhanced

scattering.
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Figure 2.9: (a) Sketch of the potential landscape in the Anderson model and the
schematic density of states in an Anderson insulator. (b) Schematic density of states in
a Mott insulator, showing the effect of increasing disorder strength Uy;s, which leads
to an insulator with a soft gap [87]. (c) Nonmagnetic ground-state phase diagram of
the Anderson-Hubbard model at half-filling, as calculated by DMFT, with the typical
local density of states [88].

Further investigation using DMFT calculations [88] incorporates an additional term
in the Hamiltonian related to the on-site Coulomb repulsion. As the disorder strength
increases in a system with strong electronic correlations, the energy gap gradually van-
ishes (Fig.2.9(b)) and eventually collapses at a critical disorder strength Ug;s ~ Ugap.-
However, for disorder strengths exceeding this critical value (Ugjs > Ugap), the density
of states at the Fermi level remains zero, leading to the formation of a so-called soft
Coulomb gap [87]. It is important to note that the soft Coulomb gap is not restricted to
half-filling.
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2.10 Anderson localization

The phase diagram in Fig. 2.9(c) demonstrates that correlation strength and disorder
can play opposing roles in determining the ground state. The Mott insulator, charac-
terized by a correlation gap, is strictly defined only for Ug;s = 0, while the gapless
Anderson insulator is defined only for U = 0. Correlation strength can drive the sys-
tem from an Anderson insulating state into a metallic state, just as disorder can drive
the system from a Mott insulator to a metal. Consequently, a system exhibiting strong
electronic correlations in the presence of finite disorder is referred to as a disordered
Mott insulator [88]. In contrast, a system with moderate correlations that becomes in-
creasingly disordered evolves into what is termed a correlated Anderson insulator (in this
work, we will also refer to it as a Mott-Anderson insulator, using "Mott" to emphasize the
role of electronic correlations). In the intermediate disorder and correlation crossover
regime (Fig.2.9(c), hatched area), the metallic and insulating phases cannot be rigor-
ously distinguished. Furthermore, at high correlation and disorder strengths, the Mott
and Anderson insulators are continuously connected. Thus, by varying U and Uy, it
is possible to transition between these two insulating phases without passing through
a metallic state.
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3 Organic k-salts

In this thesis, the family of x-type organic charge transfer salts, which are based on
organic donor molecules, such as bis(ethylenedithio)tetrathiafulvalene (BEDT-TTF or
ET), was investigated. The following sections provide an overview of their crys-
tal structures, along with a detailed examination of their physical and electronic
properties. Special attention is given to the distinctions between the studied ma-
terials, with an emphasis on their respective phase diagrams. Lastly, the impact
of thermal history on their structural and electronic properties is analyzed and dis-
cussed. In this work we will investigate 4 salts: x-(BEDT-TTF),Cuy[N(CN)]Cl (k-
Cl), x-(BEDT-TTF),Cua[N(CN)]Br (x-Br), x-(BEDT-TTF),Cuy(CN)3 (x-CN), x-(BEDT-
TTF),Cu(NCS), (x-NCS).

3.1 Crystal structure

To understand the unique features of organic charge-transfer salts, it is essential to first
examine their crystal structure. These crystals consist of alternating conducting and
insulating layers (Fig.3.1). The insulating layers are formed by a monovalent anion
and do not contribute to conductivity because they lack electronic bands. However,
the choice of anions significantly influences the physical properties of the resulting
salts, as will be demonstrated.

Since the anion layers separate the conducting sheets, there is minimal overlap with
electron orbitals perpendicular to the layers, resulting in weak interlayer conductivity.
Consequently, these materials exhibit highly anisotropic electrical conductivity, classi-
tying them as quasi-two-dimensional (q2D) conductors.

The conducting layers are composed of relatively flat organic molecules, as shown
in Fig. 3.2. In the BEDT-TTF molecule, the central two carbon atoms, bonded to sulfur
atoms, are connected by a double bond. Together with the sulfur atoms, these carbon
atoms form rings where s- and p-orbitals hybridize to create o- and 7r-molecular or-
bitals. The o-orbitals, located in the molecular plane, provide structural stability, while
the 7r-orbitals, oriented perpendicular to the plane, facilitate conductivity. The over-
lap of 7-orbitals between neighboring molecules leads to the formation of delocalized
electronic states, i.e., electronic bands, making the organic layers conductive.

The molecules in the conducting layers are oriented nearly perpendicular to the
planes they form. The specific alignment of the molecules relative to one another de-
termines their physical properties and defines distinct structural phases [35]. The most
prominent of these phases are shown in Fig. 3.2(b). Among these, the x-phase salts are
the primary focus of this study.

The x-phase is particularly noteworthy because neighboring BEDT-TTF molecules
form dimers. Each dimer donates one electron to the monovalent anion, resulting in
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Figure 3.1: (a) Crystal structure of x-Cl (according to the crystallographic data in [89])
with the unit cell indicated as dashed line. (b) Sketch of the general layered structure
of x-phase salts. The BEDT-TTF layers, which are parallel to the ac-plane, are highly
conductive, whereas the anion layers in between are insulating [42].

the formation of a hole (charge carrier) in the conducting layer. For simplicity, we
will refer to these charge carriers (holes) as electrons throughout the text. Two dimers
form one unit cell, resulting in a total of two electrons per unit cell. Since there are
two dimers per unit cell, there are also two molecular orbitals per unit cell - one from
each dimer. These orbitals form two energy bands: a lower-energy band and a higher-
energy band. Each band can accommodate two electrons per unit cell (one per spin
direction), resulting in a total capacity of four electrons per unit cell. Therefore, the sys-
tem is effectively half-filled with two electrons per unit cell. This half-filling condition
is crucial for the emergence of the Mott insulating state [35].

The dimers form an anisotropic triangular lattice, with the unit cell parameters listed
in Table 3.1 for the x-salts discussed in this work. These parameters were measured un-
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Figure 3.2: (a) Chemical structure of the BEDT-TTF molecule. (b) Schematic illus-
tration of the molecular packing of BEDT-TTF molecules in the «-, §-, A-, 6-, and x-
phases. The red shaded areas indicate the unit cells, while the blue ellipses highlight
the dimerization of BEDT-TTF molecules in the x-phase salts (adapted from [35]).
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3 Organic k-salts

Salt | a[nm] | b[nm] | c [nm] | Angles | Spz [nm 2]
k-NCS | 1.637 | 0.838 | 1.278 | 111.5° 36.82

K-Br 1.287 | 2949 | 0.847 90° 36.18

k-Cl 1.287 | 2943 | 0.838 90° 36.57
k-CN | 1.612 | 0.859 | 1.340 | 113.4° 34.27

Table 3.1: Unit cell parameters of x-salts at low temperatures, compiled from [90-93].
The column labeled "Angles’ indicates the angle between the interlayer axis and the
plane of the conducting layers. Sgz denotes the area of the first Brillouin zone.

der ambient pressure and at low temperatures, as reported in [90-93]. For x-Br and
x-Cl, the a and c axes correspond to the in-plane unit cell dimensions aligned with the
conducting layers, while the b axis is oriented perpendicular to the layers. The crys-
tal structure exhibits orthorhombic symmetry. This symmetry implies the presence of
inversion symmetry in the lattice. The BEDT-TTF molecules are not perfectly perpen-
dicular to the layers but are slightly tilted. This tilt alternates in opposite directions in
neighboring layers (Fig. 3.1(a)). As a result, the unit cell dimension b includes the thick-
ness of two layers. For x-NCS and x-CN, the b and ¢ axes correspond to the unit cell
dimensions within the conducting layers, while the a axis is oriented in the interlayer
direction. In these salts, the BEDT-TTF molecules in adjacent layers are tilted in the
same direction, and the unit cell contains only a single conducting layer. The crystal
structure exhibits monoclinic symmetry, with the in-plane axes b and ¢ being mutually
perpendicular, while the interlayer axis a is tilted relative to the plane of the layers. The
angle between the a-axis and the layers is provided in the "Angles’” column of Table 3.1.

3.2 Electronic band structure

The band structure calculations, performed using the extended Hiickel method (EHC)
based on a two-dimensional tight-binding approximation, predict the Fermi surface
(FS) of x-salts in the kyk,-plane to consist of two open sheets (red) and a closed pocket
(blue), as shown in Fig.3.3 [91, 94, 95]. Lately, first-principles calculations [96-99],
based on density functional theory (DFT), confirmed the form of the FS. Both meth-
ods show that intradimer interaction does not significantly change with pressure or
anion substitution [91, 100]. The main impact on the ground state formation is real-
ized through changes in interdimer transfer integrals and anisotropy, as discussed in
Sec.3.5. Fig. 3.4 shows the band structure calculated by the EHC (a) and DFT (c) meth-
ods for x-CN. The calculated FS was confirmed by quantum oscillation experiments
[101-104].

The FS shape remains largely unchanged along the k,-direction, exhibiting only a
slight warping. For clarity, this warping is exaggerated in the illustration in Fig. 3.3(b).
The quasi-two-dimensional nature of the FS not only simplifies the analysis compared
to the often complex three-dimensional (3D) FSs but also enhances the strength of
quantum oscillations. This feature enables the investigation of electronic properties,
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Figure 3.3: 2D (a) and 3D (b) Fermi surface of x-NCS. The warping in k,-direction is
exaggerated for better visibility. Therefore, the FS can be considered to be quasi-two-
dimensional, consisting of a closed pocket (blue) and two open sheets (red) [105].

such as the FS and the effective cyclotron mass, using moderate steady magnetic fields,
although pulsed fields are required in some cases.

Quantum oscillation measurements reveal two fundamental frequencies. The first
frequency is F, ~ 500T to 800 T [7, 106-108]. This frequency corresponds to a Fermi
cylinder with a cross-sectional area of approximately 15 % to 20 % of the first Brillouin
zone (BZ), attributed to the a-orbit (Fig.3.3(a), blue lines). This result is in good agree-
ment with theoretical calculations.
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Figure 3.4: The energy dispersion (a) and the FS (b) of xk-CN from [91], calculated with
EHC method. (c) DFT band structure of x-CN at ambient pressure and at pressure
0.75 GPa from [96].

The second frequency is related with the magnetic breakdown regime (Sec.2.3),
where electrons can tunnel between different parts of the FS, leading to oscillations
with a frequency of approximately Fg ~ 4 kT. This frequency corresponds to the area
of the entire first Brillouin zone [90, 92] and is attributed to the B-orbit (Fig.3.3(a), in-
cludes both blue and red lines).

The presence of inversion symmetry in x-Cl and x-Br, in contrast to its absence in
x-NCS and «-CN, leads to a degeneracy of the conducting bands at the Brillouin zone
boundary. As a result, the interband gap is expected to vanish. Consequently, the
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3 Organic k-salts

quantum oscillations in these materials should correspond to the complete magnetic
breakdown regime, wherein only the large B-orbit is realized. Indeed, the frequency Fg
dominates the oscillation spectrum in both x-Cl and x-Br [102, 103]. However, the pres-
ence of the frequency F, has also been experimentally detected in these compounds
[102, 109], indicating that a finite interband gap exists (App ~ 1.6 meV [110]), although
it is significantly smaller than that in the x-NCS salt (App ~ 4.3 meV [111]).

3.3 Phase diagram

Salts with different anions exhibit various dimer sizes and arrangement within the lay-
ers. These variations in dimer positioning result in distinct ground states. The ground
state can be fully metallic or superconducting (e.g., k-NCS, x-Br), or insulating (e.g.,
k-Cl, k-CN) [94, 112-114]. In the insulating state, depending on the spin configuration,
the system may exhibit either antiferromagnetic ordering (x-Cl) or no magnetic order-
ing (k-CN). The phase diagrams for x-Cl and x-CN from [115] are shown in Fig. 3.5. The
ground state of x-CN is not yet fully understood, but the most likely candidates are the
quantum spin liquid (QSL) and valence bond solid (VBS) states [116-122]. These states
will be described in more detail in Sec. 3.6 dedicated to investigating x-CN.

The application of pressure reduces the interdimer distances, thereby increasing the
bandwidth and eventually driving the compound into a metallic state. A coexistence
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Figure 3.5: Experimental temperature-pressure phase diagrams of x-phase charge-
transfer salts: x-Cl (a) and x-CN (b) from [115]. At ambient pressure and low tem-
peratures, both compounds exhibit a Mott insulating ground state. Upon applying
pressure, a first-order Mott metal-insulator transition is induced. On the metallic side
of the Mott transition, both compounds exhibit superconductivity.
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3.4 Anion substitution effect

region emerges between the metallic and insulating phases, in which the material con-
tains spatially separated clusters of both metallic and insulating phases. Electrical con-
duction in this regime is facilitated by percolation through the metallic clusters, en-
abling the bulk sample to exhibit metallic behavior. It is worth noting that, due to their
high compressibility, organic salts exhibit significantly lower critical pressures for the
Mott transition (on the order of ~ 0.1 GPa), compared to inorganic materials, which
typically require higher pressures [123, 124].

3.4 Anion substitution effect

Changes in the anion have a pronounced impact on the unit cell parameters [125]. As
a result, chemical substitution of the anion is often considered to mimic the effects
of external pressure and is thus commonly referred to as a form of ‘chemical pressure’.
For example, x-Cl is an insulator, whereas the isostructural x-Br is a metal. This concept
allows each anion substitution to correspond to a certain ‘ambient” pressure, enabling
all such compounds to be placed on a unified phase diagram (Fig.3.6(a)). However,
there is also an alternative perspective that anion substitution affects the ground state
by modifying the anisotropy of the dimer triangular lattice [100]. In this case, anion
substitution acts differently from pressure application, meaning that placing all salts
on the same phase diagram is not always valid. In both cases, we emphasize that since
these anions are monovalent, they do not dope the organic layer away from half-filling,
making this an isoelectronic substitution.

Another form of ‘chemical pressure’ is achieved through deuteration in the organic
conducting layer. Each BEDT-TTF molecule contains eight hydrogen atoms (Fig.3.2(a)),
which can be substituted with deuterium atoms. This substitution can shift the com-
pound closer to the insulating state. For example, the fully hydrogenated x-Br has
a metallic ground state at ambient pressure, while fully deuterated x-Br is located in
the coexistence region on the phase diagram (Fig.3.6(a)). By varying the concentra-
tion of deuterated atoms, it is possible to finely tune the position of the compound on
the phase diagram (Fig. 3.6(b)). This variation can be achieved either by adjusting the
concentration of fully deuterated BEDT-TTF molecules [126] or by selectively incorpo-
rating deuterium atoms at specific positions within the BEDT-TTF molecule [127]. Both
methods influence the compound in a similar way. This shift on the phase diagram is
attributed to the so-called (negative) ‘chemical pressure” effect. One possible explana-
tion is that it arises from the slight difference in C-H and C-D bond lengths [126].

3.5 Electronic ground state formation

Let’s now discuss in more detail the mechanism of the ground state formation. As
was discussed above, each dimer has one charge carrier (hole) which is influenced
by strong on-site Coulomb repulsion U for a double occupancy. Additionally, due to
the hybridization of the neighboring dimers, electrons have a non-zero transfer inte-
gral t, which allows hopping between adjacent dimers (Fig.3.7(a)). When the on-site
Coulomb repulsion is strong, electrons tend to remain on their dimers without hop-
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Figure 3.6: (a) Generic phase diagram of x-salts as a function of hydrostatic pressure,
with increasing pressure from right to left and correlation strength (U /t) increasing
from left to right [29]. The dashed lines indicate the ambient-pressure positions for
different salts. (b) Phase diagram of x-Cl and x-Br. Horizontal axis represents the
substitution ratio x in x-hy-d;_,-Br, and the corresponding pressure for x-Cl in the

slowly cooled condition [126].

ping, leading to the formation of an insulating state. In contrast, when the hopping
integral is stronger, the particles can move between dimers, resulting in a metallic state.
The ratio between the on-site Coulomb repulsion and the hopping integral, U /t, is re-
ferred to as the correlation strength ratio. This ratio is a key parameter in determining
the formation of the system’s ground state [35, 125, 128-130]. An increase in correlation
strength pushes the system closer to an insulating state [30, 125, 131, 132].

During the formation of the insulating state, the spin ordering depends on the
spin interactions between the electrons and the anisotropy of the triangular lattice.
The anisotropy of the system is determined by the geometrical frustration ratio (¥ /1),
which compares the transfer integrals between the nearest neighbors, t, and the next-
nearest neighbors, ' (Fig.3.7(a)). If the system has an anisotropic triangular lattice,
the neighboring electrons adopt opposite spin orientations, resulting in an antiferro-
magnetic insulating state [133-136]. However, if the system has an isotropic triangular
lattice of spins with t'/t = 1, the spin ordering becomes more complicated, and sev-
eral different spin configurations are possible. In the classical case, the most stable is
the 120° Néel order configuration with non-collinear spins and long-range magnetic
ordering (Fig.3.7(b)). In the quantum limit, for spin S = 1/2, quantum fluctuations
can destabilize magnetic order, potentially leading to spin-liquid or valence bond solid
states (Fig.3.7(b)) [116, 117]. While the formation of a VBS state has been established
in some materials [137], the realization of a QSL remains under debate due to the lack
of definitive experimental evidence.

According to calculations [96], applying pressure compresses the compound, mov-
ing dimers closer to each other and increasing the transfer integral ¢, while leaving U
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Figure 3.7: (a) Schematic representation of the dimers, correlation strength U, nearest
neighbor tansfer integral t and next-nearest neighbor tansfer integral t'. (b) Schematic
representation of spin configurations for the 120° Néel order, spin liquid, and valence
bond solid states.

almost unchanged. This leads to a decreased correlation strength ratio U /t, shifting the
compound on the phase diagram toward the metallic state. Meanwhile, the frustration
ratio '/t is believed to be largely independent of pressure [96].

Table 3.2 presents values of correlation strength and frustration ratios for different
salts at ambient pressure obtained from model calculations [96]. According to these
calculations, x-Cl has a lower U/t ratio than x-NCS, suggesting that x-Cl should be
more metallic. However, experimental measurements reveal that x-Cl exhibits an anti-
ferromagnetic insulating state, while x-NCS is metallic (Fig. 3.6(a)). Moreover, x-Br also
exhibits a metallic state, despite having a smaller U/t ratio than x-Cl. This discrepancy
suggests that either the calculation methods are inaccurate or the ground state forma-
tion is governed by a more complex interplay between the correlation strength and
the frustration ratio. x-CN has the highest correlation strength, correlating with the
higher critical pressure experimentally observed. Additionally, the high frustration ra-
tio of x-CN leads to the absence of magnetic ordering, which has also been confirmed
experimentally [30, 116, 117].

To validate the calculated values, one should compare them with experimental data.
S. Oberbauer conducted a comparative measurement of x-Cl and x-NCS near MIT dur-
ing his Master’s thesis [42]. The samples were measured simultaneously at low pres-
sures (< 0.2 GPa), and the results indicate similar effective masses in the metallic state

‘ k-NCS ‘ x-Cl ‘ K-Br ‘ k-CN
6.0 55 | 5.1 7.3
058 | 044 | 042 | 0.83

Correlation strength U /t

Frustration ratio '/t

Table 3.2: Calculated correlation strength and frustration ratios at ambient pressure
for different x-salts from [96].
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3 Organic k-salts

for both salts. This suggests comparable renormalization effects [110], although it does
not provide unequivocal proof. This finding contradicts theoretical calculations and
raises the question of why salts with comparable correlation strengths exhibit different
ground states. One possible explanation involves the influence of the frustration ratio
on the ground state, as was proposed in [100], that anisotropy and the degree of frustra-
tion play a significant role in determining the nature of the ground state. Furthermore,
the experiment revealed that the correlation strength is an order of magnitude more
sensitive to the applied pressure than predicted in [96]. Resolving these discrepancies
requires a more in-depth investigation, particularly by comparing salts with different
ground states and measurements in a wider pressure range. Addressing this issue is
one of the objectives of this thesis.

3.6 Magnetotransport and phase diagram of x-CN

The organic compound x-CN is one of the earliest candidates proposed for a spin-
liquid state [116, 138-140]. At the same time, most of organic Mott insulators exhibit
antiferromagnetic ordering [141, 142], while x-CN is predicted to possess a nearly ideal
triangular lattice and shows no signs of antiferromagnetic transition down to temper-
atures as low as 32mK [116, 143, 144]. It was widely considered to host a gapless
quantum spin-liquid state for nearly two decades. However, recent electron spin reso-
nance measurements revealed the presence of a spin gap opening at 6 K [117, 145]. In
this state, neighboring spins form singlet pairs (Fig. 3.7(b)), described by the quantum-
mechanical state (| 71) — | [1))/+/2, with a total spin S = 0. Despite extensive investi-
gations, the exact nature of the ground state - whether quantum spin-liquid or valence
bond liquid - remains unresolved.
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Figure 3.8: Pressure-temperature phase diagram of x-CN at low temperatures near the
Mott transition (a) and over a broader temperature-pressure range (b), adapted from
[69]. (c) Temperature dependence of the resistance at various pressures, showing a
pronounced upturn near the critical pressure, indicative of a first-order Mott MIT
[69].
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Figure 3.9: (a) Angle 6 dependence of the magnetoresistance for xk-CN under pressures
of 0.7GPa and T = 1.4K in a magnetic field of 15T, adapted from [52]. (b) In-plane
magnetoresistance of x-CN at 1.5K under 0.7 GPa. The magnetic field was applied
perpendicular to the conducting plane [104].

Numerous studies have explored the behavior of k-CN over a wide range of temper-
atures and pressures, contributing to the construction of its phase diagram. At ambient
pressure, k-CN resides in a Mott insulating state [69], which is suppressed under ap-
plied pressure, giving way to a metallic phase at a critical pressure p. ~ 0.13GPa
(Fig.3.8(a), (b)). In a narrow pressure window around 0.13GPa to 0.14 GPa, close
to pc, the resistance of the compound exhibits a pronounced upturn upon cooling
(Fig. 3.8(c)), indicating a metal-insulator phase coexistence within the first-order Mott
metal-insulator transition.

Despite extensive transport studies of x-CN, the investigation of its magnetoresis-
tive properties remains challenging due to its low residual resistance, small sample
size, and the low amplitude of magnetic quantum oscillations. To date, only a single
study has focused on the magnetoresistance and SdH oscillations of this compound.
Ohmichi et al. measured angle-dependent magnetoresistance oscillations (AMRO) [52]
(Fig.3.9(a)) and Shubnikov-de Haas (SdH) oscillations [104] (Fig.3.9(b)) at a pressure
of 0.76 GPa. They reported SdH oscillations with a frequency of approximately 3780 T,
a value comparable to the MB B-orbit observed in other k-salts. The measured effective
cyclotron mass was about 4my.

These findings, together with the higher calculated correlation strength and frus-
tration ratios [96], underline the uniqueness of xk-CN and emphasize its potential for
further in-depth exploration. However, the reported magnetoresistance was only on
the order of milliohms, and the relative amplitude of the SdH oscillations was less
than 0.2 % (Fig. 3.9(b), inset), placing the signal near the noise threshold. These limita-
tions significantly hinder a detailed investigation. In this work, we aim to overcome
these challenges and enable a more comprehensive study of the magnetic and elec-
tronic properties of x-CN.
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3 Organic k-salts

3.7 Thermal history and glasslike structural ordering

In addition to the above-mentioned correlation strength and spin frustration, another
degree of freedom influences the formation of the ground state. It is related to the geo-
metrical structure of the BEDT-TTF molecule. There are two possible orientations of the
ethylene end groups (EEG) relative to each other (Fig. 3.10(a) inset). The conformation
in which the C-C bonds of the EEG are parallel and lie in the same plane is referred to
as the eclipsed (E) state. In contrast, the conformation in which these bonds are oriented
at an angle with respect to each other is known as the staggered (S) state. The equilib-
rium occupation probability of each conformation depends on both temperature and
the specific salt [126, 127, 146, 147]. In the case of x-Cl and «-Br, the E conformation is
stable at low temperatures, whereas the S conformation is metastable. In contrast, for
x-CN, the S conformation is the energetically favored state at low temperatures [148].
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Figure 3.10: (a) Temperature-dependent occupation probability pg(T) of the favored
eclipsed conformation of the ethylene end groups in BEDT-TTF molecules, calculated
using the general model of Eq. (3.1) for different cooling rates [149]. Insets: Schematic
double-well potential representing the staggered and eclipsed conformations, show-
ing the energy difference AE and activation barrier E, (left), and the molecular struc-
tures corresponding to E and S conformations (right). (b) Values of the model param-
eters '/t and U/t in the effective dimer model for the E and S conformations, taken
from [148]. The arrows indicate the direction of parameter changes when transition-
ing from the low-energy (E) to the high-energy (S) configuration of the EEG.

To describe this system, we can consider it as a two-level system, with an energy
difference between the ground and excited states (2AE) and a potential barrier (E,)

(Fig.3.10(a) inset) [149]. The equilibrium occupation probability at different tempera-
tures is given by the Boltzmann distribution as

o 1
PE(T) = T oxp (C20E ke T)'

(3.1)

The occupation probability from this equation, calculated by [149], is shown in
Fig.3.10(a). We observe an increase in the equilibrium occupation probability of the
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3.7 Thermal history and glasslike structural ordering

E conformation as temperature decreases. However, due to the energy barrier E, be-
tween the conformations, the system requires time to relax into the new equilibrium
state. This relaxation occurs with an effective relaxation time given by [149]

_ E AE AEN\ !
Tt (T) = v 1 exp (kB_iF) (exp (kB_T) + exp (_kB_T)) . (3.2)

As the temperature decreases, the relaxation time increases exponentially, meaning
that relaxation to the equilibrium conformation becomes significantly slower. Conse-
quently, the system can be cooled down while maintaining a frozen nonequilibrium
conformation, leading to the occurrence of the so-called glass transition [150-152]. For
a moderate cooling rate (2K/min), the glass transition temperature can be approxi-
mated as the temperature at which the effective relaxation time is ~ 100s. Experimen-
tally, a glass transition temperature T, close to 75K to 80 K has been observed for x-Br
and x-Cl, while no effect of glass transition has been detected for x-NCS and x-CN
[149, 153-156]. Therefore, further discussion will be focused on these two salts, with a
greater emphasis on x-Br, as the effect is more pronounced in this compound.

According to the band-structure calculations by Guterding [148], the ground state of
the EEG depends on the anion. For x-Cl and x-Br, the eclipsed state is the ground state,
with an energy difference between the staggered and eclipsed states of 72 meV for x-Cl
and 110meV for x-Br. Moreover, the EEG conformation is predicted to significantly
influence the correlation strength and frustration. Fig.3.10(b) shows the electronic pa-
rameters for salts in different EEG conformations from [148]. For x-Br, the calculated
correlation strength changes from approximately 5.25 in the pure eclipsed state to 6.15
in the pure staggered state, while the frustration ratio changes from 0.44 to 0.56. In
a real state, with a mix of conformations, the electronic properties were suggested to
be estimated by proportionally averaging over the conformations with different elec-
tronic states. Since the metastable S conformation has a higher correlation strength,
increasing the occupation probability of this conformation was predicted to enhance
the overall correlation strength of the system and shift it closer to the MIT. Based on
the results of model calculations [148], we estimate that an increase of 1 % in pg raises
the correlation strength by A (U/t) ~ 0.009, or by approximately 0.2 % from its initial
value.

In [149], Hartmann et al. proposed a method for estimating the frozen nonequilib-
rium conformation during cooling at a constant rate g. The authors introduced a
time-dependent occupation probability, pg(t), to describe the system’s relaxation af-
ter quench-cooling from Ty to T;. If, instead of an abrupt change from Ty to Tj, the
temperature decreases continuously with a cooling rate g = dT/dt, the temperature-
dependent relaxation can be expressed through a differential equation as

dpe(t) _ p(T) — pe(T) .
dT 0Tet(T) '

The numerical evaluation of this equation for different cooling rates was performed
using the following parameters: an energy barrier E,/kp = 2650K [149, 157], an en-
ergy difference AE/kp = 105 & 5K, and an attempt frequency vp = 10'6%3 [158]. The
results are presented in Fig.3.10(a). Curves with different colors correspond to differ-
ent cooling rates. The frozen occupation probability of the nonequilibrium S conforma-
tion, ps = 1 — pg, remains relatively small across a wide range of cooling rates. The
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Figure 3.11: (a) Phase diagram of x-(BEDT-TTF),X, from [149]. The horizon-
tal axis represents the substitution ratio x for x-[(h-BEDT-TTF);_, (d-BEDT-
TTF),]oCu[N(CN),]Br, and the corresponding hydrostatic pressure for x-Cl. (b)
Temperature dependence of the resistivity, p vs T , of x-[(h-BEDT-TTF)(,(d-BEDT-
TTF)o8]2Cu[N(CN);]Br for cooling rates ranging from 5-h annealing at 75K (yellow)
tog=1,2,5,10, and 32 K/min (red). Vertical arrows indicate the possibility of reach-
ing an insulating state (thick green line) after applying a voltage pulse.

occupation probabilities for the E and S conformations are shown in Table3.3. Even
at the highest pulse rate, ps increases by only 4 % compared to the slow-cooled state
(0.01 K/min) (see pg at low temperatures in Fig.3.10(b)). This increase in pg signifi-
cantly increases the resistance of the samples. Fig.3.11(b) shows the resistance of par-
tially deuterated x-Br samples after different thermal treatments [149]. Differently col-
ored curves correspond to different cooling rates. We observe that fast cooling shifts
the system closer to the MIT and the insulating state. Fig. 3.11(a) presents the phase di-
agram of the compound. The curves in Fig. 3.11(b) are color-matched to the phase dia-
gram. Green represents the insulating state, while yellow corresponds to the metallic/-
coexistence state. Additionally, the phase diagram includes the corresponding deuter-
ation rate and pressure to illustrate their relationship.

Although the resulting difference in the occupation probabilities of the nonequilib-
rium S conformation in states with different thermal histories is small (see Table 3.3), it
can have a significant impact on the compound’s ground state due to its essential influ-

pE (%) 97.8 | 96.8 | 96.0 94.0
ps (%) 22 1 32 | 40 6.0

Table 3.3: Occupation probabilities of the S and E conformations after cooling with
different rates [149].

g (K/min) | 0.01 | 2 | 32 | 1000 (pulse rate)
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Figure 3.12: (a) Resistance (3-wire) as a function of temperature for different "'warm-
ing cycles” from [159]. The high-resistance state (vertical arrow) was prepared by
applying a heat pulse. The lower-resistance curves have been created by relaxing the
sample at T = 70K for At = 120s. (b) R vs. T for different pressures for the same
sample. The initial insulating state is prepared as in (a). Lower-resistance curves have
been created by applying hydrostatic (He-gas) pressure.

ence on the correlation strength and the fact that x-Br is located near the MIT at ambi-
ent pressure. In [159], a comparative study of the effects of the thermal treatment and
pressure on the low-temperature state of x-Br was reported. Fig.3.12(a) shows R(T)
curves for different thermal histories. The high-resistance states were prepared by a
heat pulse (quench), while the low-resistance curves were obtained after relaxation
(annealing) near the glass transition temperature. The low-temperature resistance be-
tween different states varies by three orders of magnitude. Fig.3.12(b) presents R(T)
curves under different applied pressures. The initial ambient pressure state is similar
to the strongest-quenched state in Fig. 3.12(a). Hydrostatic pressure was then applied
to compensate for the resistance increase caused by the heat pulse and to achieve a
state similar to the annealed one. A comparison of the figures reveals that the differ-
ence between the annealed and quenched states is equivalent to an effective pressure
difference of approximately Ap ~ 20 MPa. Therefore, this additional nonequilibrium
conformation effect can be considered as a form of 'negative pressure’. Another pos-
sible scenario [160, 161] is that the nonequilibrium conformation acts as a source of
disorder, increasing resistance by enhancing the scattering rate. However, it should
be noted that resistance comparisons near the MIT may be imprecise, as the interplay
between correlation strength and disorder is not yet fully understood.

3.8 Influence of X-ray irradiation

In the previous section, we discussed the influence of the EEG conformations on the
electronic state. One possible mechanism for this influence is through acting as a dis-
order and increasing scattering. Another method of disorder enhancement can be
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achieved through X-ray irradiation of samples. The impact of disorder on the ground
state formation was discussed in Sec.2.10. There, we introduced the disorder strength
Ugis, which serves as a potential barrier and increases scattering. When Uy;s is strong
enough, it can lead to the clusterization of the bulk sample. The critical value of the
disorder strength depends on the lattice type, dimensionality, and hopping parame-
ters. However, various theoretical calculations yield a value on the order of U, ~ 10t,
where t is the nearest-neighbor transfer integral [24, 87, 162]. Another method to in-
duce clusterization is not by increasing Uy;s itself, but by increasing the concentration
of scattering centers. This scenario also results in a phase separation into conducting
and localized regions.
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Figure 3.13: Temperature dependence of the resistivity of x-(BEDT-TTF),X, (a) X =
Cu(NCS),; (b) Cu[N(CN)]Br; (c) Cu[N(CN);]Cl and (d) Cuy(CN); irradiated by X-ray
from [161]. The time indicated in each figure is the total X-ray exposure time at room
temperature. (e) Schematic phase diagram in x-(BEDT-TTF)>X for Ugym /W ~ U/t

As the concentration of disorder increases further, these localized regions expand,
and conducting pathways become increasingly disrupted. Eventually, this percolative
transition results in an insulating behavior as the localized clusters dominate, prevent-
ing electron transport across the sample. This scenario reflects a transition from a
mixed metallic-insulating state to a fully insulating state driven by the concentration
of disorder, rather than the disorder strength. This process was experimentally inves-
tigated in x-salts in-plane resistivity using X-ray irradiation, which serves as a source
of disorder without changing the bandwidth. Fig.3.13 shows p(T) curves for different
k-salts after various irradiation duration from [161].

The influence of irradiation differs depending on the compound. Initially, in x-NCS
and x-Br (before irradiation), the resistivity exhibits distinct features: a broad resistivity
hump around 100K, a crossover at T* ~ 50K from a poorly metallic to a well-defined
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3.9 Disorder effects on T, and residual resistivity

metallic state at low temperatures (where resistivity follows p(T) = pg + AT?), and a
superconducting transition at T, ~ 10K.

However, X-ray irradiation drastically alters the resistive behavior. In the x-NCS
sample (Fig.3.13(a)), irradiation suppresses the characteristic resistivity hump around
100K, and the p(T) curves intersect at a single point around T ~ 50K. In the case of
x-Br (Fig.3.13(b)), even a low irradiation dose significantly changes the temperature
dependence of resistivity. The 100K resistivity hump is completely suppressed, and
the residual resistivity pg rapidly increases with irradiation time. When t;,, > 250h,
the p(T) curves exhibit insulating behavior at low temperatures. After extended ir-
radiation (tiy = 500h), the resistivity at 4K is more than five orders of magnitude
higher than pg before irradiation. This dramatic increase in resistivity clearly demon-
strates that the observed metal-insulator transition is induced by disorder introduced
through X-ray irradiation.

For x-Cl and «-CN, the effect was different. Before irradiation, both Mott insulators
exhibit activation-type behavior in resistivity. With increasing irradiation dose, the re-
sistivity decreases across the entire temperature range. Notably, in x-Cl (Fig. 3.13(c)),
a metal-like temperature dependence begins to appear at a relatively low irradiation
dose. The resistivity decreases sub-linearly as the temperature drops to approximately
50K, after which it reverses and rapidly increases. However, the temperature range
exhibiting metal-like behavior does not extend below 50K as the irradiation dose in-
creases. Finally, after 400 h of irradiation, the sample’s resistivity begins to increase at
low temperatures, with the metal-like behavior gradually weakening.

In x-CN (Fig. 3.13(d)), resistivity similarly decreases with irradiation time. However,
a significantly larger irradiation dose is required to observe metal-like behavior in this
sample, which is limited to a narrow temperature range above ~ 230K, as shown in
the inset of Fig. 3.13(d).

A possible explanation for the different influence of irradiation on the salts is re-
lated to their different ground states, as shown in Fig.3.13(e). For x-NCS, which is
fully metallic, irradiation simply increases scattering and residual resistance, shifting
the compound closer to the Anderson MIT. However, for x-Br, which is near the Mott
MIT, the increase in scattering, combined with high correlation strength, leads to the
formation of the correlated Anderson MIT [88] and shifts the compound into an insu-
lating state. For x-Cl and x-CN, which are already in the Mott insulating state, addi-
tional disorder competes with the correlation strength, effectively reducing its influ-
ence. This can shift compounds from the Mott insulating into the Anderson insulating
or crossover regime [88]. For x-Cl, a scenario in which disorder changes the fully-
gapped Mott insulator to a Mott insulator with a soft Coulomb gap was proposed
[163].

3.9 Disorder effects on T. and residual resistivity

The change in the resistance in the organic salts with varying levels of disorder, in-
duced by irradiation, suggests a shift of the system toward an Anderson insulating
state. This transition may result from multiple factors, including modifications in band-
width or enhanced scattering. In [164] and [165], the effects of various sources of dis-
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Figure 3.14: Molecule substitution (open circles), deuteration (open squares), and X-
ray irradiation time (filled circles) dependencies of dHVA frequency F, (a), effective
mass ratio m* /mg (b), and scattering time T4y (c), obtained from dHvA measure-
ments [164] for k-NCS. The curves serve as guides for the eye. (d) Relation between
Tc and 1/tgpva for k-NCS from [164]. Symbol notation follows that of subfigures (a)-
(c). The dashed curve represents the AG formula for Tag = Tqrya, with TAG = 10.5K.
The top scale bar corresponds to the residual resistivity. (e) Superconducting transi-
tion temperature as a function of the Dingle temperature for x-Br from [166]. Red
squares represent the results obtained from the proposed model, while black circles
denote the experimental data [166]. The blue line corresponds to the AG law.

order, such as irradiation, deuteration, and organic molecule substitution, on x-NCS
were investigated. These studies examined both the impact of irradiation on disorder
and its influence on electronic correlations, as determined through magnetic quantum
oscillation measurements (de Haas-van Alphen effect).

They found that the Fermi surface and electronic correlation strength remained un-
affected by irradiation, as indicated by the constant effective cyclotron mass and the
unchanged frequency of « oscillations (Fig. 3.14(a) and Fig. 3.14(b)). However, irradia-
tion significantly increased the scattering rate, as evidenced by the rise in the Dingle
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3.9 Disorder effects on T, and residual resistivity

temperature (Fig. 3.14(c)). Additionally, irradiation strongly suppressed the supercon-
ducting critical temperature T; (Fig.3.14(d)). According to Anderson’s theorem on su-
perconductivity, non-magnetic impurities should not affect the critical temperature of
a conventional s-wave superconductor. Therefore, the authors proposed the presence
of an unconventional d-wave order parameter. A similar effect was observed for x-Br
in [153, 167].

The influence of non-magnetic impurities on unconventional T; is analogous to the
effect of magnetic impurities on conventional T, [168]. Consequently, the dependence
of T, on disorder can be analyzed using the Abrikosov-Gor’kov (AG) formula [156]:

To\ (1 h 1 1
i (TCAG) - (5 - 4nkBTCAG%> —¥ <§> ' G4

Here, ¢ represents the digamma function, and T is the critical temperature in the
ideally pure case. In the AG formula, scattering is assumed to be dominated by large-
angle impurity scattering (Tac ~ Timp). A similar scattering mechanism influences
the residual resistivity in interlayer transport within a layered Fermi liquid model, as
described by equation [156, 169]:

B ht 1
N 267-111*01152L Timp

£0 (3.5)

where d is the interlayer spacing, m* is the effective quasiparticle mass, and ¢ is the
interlayer hopping integral. Therefore, it is possible to convert the residual resistivity
into an effective scattering rate. In contrast, the scattering time extracted from dHvA
oscillations also includes contributions from small-angle scattering caused by disloca-
tions, weak spatial potential modulations, and other factors, leading to the relation
T, =Tk 411
dHvA imp other

Fig.3.14(d) presents the dependence of T. on the scattering rate in x-NCS, as re-
ported in [164]. The lower scale corresponds to the scattering rate directly obtained
from dHvA measurements, while the upper scale represents the residual resistivity,
po- The relationship between the residual resistivity and the scattering rate is given by
Eq. (3.5). The dashed curve represents the AG equation for Taog = Tqrva. According to
the authors, the dependence of T, follows the AG formula at low disorder levels but
deviates at higher disorder levels. One possible explanation for this deviation is the
presence of a mixed order parameter with both s-wave and non-s-wave components.
Another possibility is the involvement of multiple scattering mechanisms, where the
contribution from Ty, increases as disorder strengthens. This additional contribu-
tion, Tother, May originate from weak impurity potential modulations in bulk samples,
which dampen dHVA oscillations without significantly affecting the suppression of Tt.

Similar deviations from the AG formula were also observed in x-Br. However, an al-
ternative explanation for T, suppression was proposed in [166]. Instead of considering
the system within the AG law, they modeled the bulk sample as a network of supercon-
ducting clusters embedded in a non-superconducting matrix, with Josephson coupling
between the clusters. As disorder increases, the size of the non-superconducting do-
mains grows, leading to a reduction in Josephson tunneling and, consequently, a sup-
pression of T;. Based on this model, the estimated dependence of T. suppression on the
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scattering rate is shown as red points in Fig.3.14(e). This approximation aligns with
the AG prediction (blue line) at low disorder but better fits the experimental data (black
points) at higher disorder levels. However, the total investigated scattering range is rel-
atively narrow, with Tp ~ 2.0K to 2.5K, corresponding to only a 20 % increase in the
scattering rate. If the system is considered to be in a low-disorder regime at Tp ~ 2.0K
and follows the AG formula, then a mere 20 % increase in disorder is unlikely to shift
it into a high-disorder regime. Conversely, if the system is already in a high-disorder
regime, then the AG law should not be expected to hold from the outset. Anyway, both
approaches do not perfectly fit experimental data or provide legit explanation of their
deviations.

As observed in the previous sections, irradiation introduces disorder, shifting the
electronic system of k-NCS and «-Br on the phase diagram toward the Mott-Anderson
MIT. This disorder increases scattering, leading to higher residual resistance and the
suppression of the superconducting critical temperature. Similar effects have been ob-
served in x-Br and x-Cl following rapid cooling, which increases the concentration
of nonequilibrium EEG conformations [149, 170, 171]. However, theoretical calcula-
tions on the influence of EEG conformations suggest that they alter the conduction
bandwidth. Consequently, thermal history is expected to modify correlation strength,
shifting the system on the phase diagram in a similar way as pressure. As previously
discussed, these calculations may not be entirely precise and need experimental verifi-
cation. This raises a critical question: does thermal history and the presence of nonequi-
librium EEG conformations affect the system in a way analogous to irradiation, merely
introducing disorder, or do they genuinely alter the electronic correlations of the mate-
rial? Resolving this question is one of the objectives of this thesis.
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This chapter outlines the experimental methods employed in this study, focusing on
the techniques used to apply and monitor high hydrostatic pressure, achieve low tem-
peratures, and generate high magnetic fields. A brief discussion will highlight the
advantages of different experimental setups, along with the challenges and limitations
of each method. Additionally, the preparation of samples for the measurements will be
addressed, with particular emphasis on establishing electrical contacts and configuring
the equipment for resistive measurements.

4.1 Synthesis

Single crystals of k-(BEDT-TTF), X [X=Cu(NCS); (abbreviated as xk-NCS), Cu[N(CN»)]Cl
(abbreviated as x-Cl), Cu[N(CN>)]Br (abbreviated as x-Br), and Cu(CN)3; (abbreviated
as k-CN)] - where BEDT-TTF stands for bis(ethylenedithio)-tetrathiafulvalene - are
synthesized via electrochemical methods [34, 172, 173]. The BEDT-TTF molecules are
dissolved in a mixture of electrolytes essential for forming the anion layer. A con-
stant current is applied using two platinum electrodes, inducing the electrochemical
oxidation of BEDT-TTF, while the dissolved salts function as electrolytes. The elec-
trochemical cell is maintained at a constant temperature of approximately 20 °C and
subjected to a low current density of about 8 pA/cm? to 200 pA/cm? (total current
0.2 pA to 5pA) over several weeks. During this period, small crystals, typically with
an in-plane size of 0.5 x 0.5mm?, gradually form on the platinum anode (Fig. 4.1(a)).
The thickness of our x-Br and x-Cl crystals was approximately 0.2 mm to 0.4 mm, re-
sulting in a block- or cube-like shape, whereas the thickness of k-CN was less than
0.1 mm, giving them a plate-like appearance.

The x-Br samples examined in this thesis were provided by H. Miiller' and
N. Kushch?. The x-Cl crystals were grown by N. Kushch, while the x-CN samples
were synthesized by A. Kawamoto® and tested and supplied by A. Pustogow*.

4.2 Resistance measurement

As our focus is on the high-field magnetoresistance and magnetic quantum oscillations,
the primary characterization technique employed in this work is interlayer resistance
measurement. This method is more reliable than in-plane resistance measurements for

!European Synchrotron Radiation Facility, 38043 Grenoble, France

2Institute of Problems of Chemical Physics, 142432 Chernogolovka, Russian Federation
3Department of Physics, Graduate School of Science, Hokkaido University, Sapporo, Japan
4Institute of Solid State Physics, TU Wien, 1040 Vienna, Austria
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Figure 4.1: (a) Picture of organic metal single crystals growing in an electrocrystalliza-
tion process. (b) Circuit of the four-point resistance measurement [175].

our highly anisotropic materials, where the resistivity anisotropy p, /p ~ 103 — 10°.
Interlayer resistance is significantly higher in magnitude and is less affected by crystal
imperfections or inhomogeneous current distribution [7, 174]. Resistive measurements
were performed using the conventional four-probe technique. This approach utilizes
one pair of electrical leads to apply the current and another to measure the voltage.
This method effectively eliminates the influence of extraneous resistances introduced
by the wires or electrical contacts, ensuring accurate determination of the sample’s in-
trinsic resistance. This distinction is crucial, as the resistance of the leads and contacts
can be significantly higher than that of the sample, potentially distorting the measure-
ments if a two-probe method were used.

To create mechanically stable and highly conductive contacts, commercial conduc-
tive graphite paste (Dotite) thinned with DuPont thinner was used to attach the elec-
trical leads. The leads consisted of 20 um thick annealed platinum wires, manually
affixed to both sides of the sample surface. These carefully prepared contacts exhib-
ited resistances below 30 () per contact, ensuring stability throughout the experimen-
tal process. For comparison, the typical resistance of the samples at room temperature
ranged from 50 Q) to 1000 (), while at low temperatures, it varied between 0.01 Q) to
1000 2, depending on the compound. The sample resistance was measured by apply-
ing a low-frequency AC current (10 Hz to 300 Hz). The AC voltage was supplied by the
oscillator output of a lock-in amplifier (SR830 and ZI MFLI). The measurement circuit,
schematically illustrated in Fig. 4.1(b), included a large in-series load resistor to ensure
a stable current flow and minimize variations in the current during measurements.

The oscillator was typically configured to an output of 1V, with Ry,,q values ranging
from 1kQ) to 10 MQ) (significantly higher than the sample and contact resistances), al-
lowing measurement currents in the range of 100nA to 1mA. To fine-tune the current,
the differential inputs of the lock-in amplifier were temporarily connected to the refer-
ence resistor (R = 10 Q2 or 100 Q2), and U,sc was adjusted until the measured voltage
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matched the desired Iimeas. Once the current was set, the lock-in amplifier’s differential
inputs were switched to the sample. The measurement current, Iimeas, was calculated
using the relation

I _ uref _ Uosc ~ Uosc
meas — = ~
Rref (Rload + Ryef + Rsample + Reontacts + Rieads Rioad

The sample resistance, Rgample, was then determined using the relationship: Rsample =
Vsample/ Imeas-

During the magnetoresistance measurements, the typical change in sample resis-
tance was approximately 10* times smaller than the load resistance. Consequently,
the error in current determination was less than 0.01 %. However, during R(T) mea-
surements, at the peak of the resistance, the sample resistance could reach up to 5 % of
the load resistance, increasing the error in current determination to 5 %. In the cases
where an absolutely precise value of the sample resistance was required, it could be
recalculated by adjusting the current determination accordingly.

4.3 Low temperature setup

Temperature control is a crucial factor when conducting measurements in a cryogenic
environment. Essential considerations include the lowest reachable temperature, the
cooling capacity, and the precision of temperature monitoring and regulation. The
choice of the cooling system was determined based on the specific temperature require-
ments of each experiment to ensure optimal performance.

4.3.1 Temperature control

To measure the temperature, resistive Cernox1030 and RuO, thermometers were pri-
marily used, with their resistance monitored using a LakeShore Model 350 temperature
controller. Each insert was equipped with one or more heaters to enable precise tem-
perature control. Temperature regulation was managed using the LakeShore 350 PID
controller, ensuring stable and accurate adjustments.

The primary thermometer used during R(T) measurements was the Cernox sensor,
as it provides good sensitivity over a wide temperature range, from the room tempera-
ture (RT) to low temperatures, down to S 0.4K. However, due to its significant low-T
magnetoresistance, it is not very suitable for measurements in high magnetic fields. In
such cases, two alternative temperature measurement methods were employed. Dur-
ing measurements in liquid *He (discussed below), the temperature was monitored
via 3He vapor pressure measurements. The analog output of the manometer was con-
nected to a voltmeter for continuous monitoring. Calibration between voltage and
temperature was performed in advance at zero magnetic field, as shown in Fig.4.2(a).
This method enables precise temperature monitoring within the range of 0.4 K to 1.0K.

Another method for temperature monitoring in a magnetic field involves the use
of a specialized RuO, thermometer [176], which exhibits very low magnetoresistance.
Figure4.2(b) shows the T(B) curves of RuO, at various constant temperatures and
magnetic fields up to 30 T. The constant temperatures were maintained by controlling
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Figure 4.2: (a) Calibration curve between the temperature and the voltage analog out-
put of the *He gas manometer. (b) Magnetic field dependence of RuO, thermometer
readings at various constant temperatures, stabilized by controlling the *He vapor
pressure.

the 3He vapor pressure. At higher temperatures (around 1K), the temperature devia-
tions from the initial setpoint were approximately 40 mK, while at lower temperatures,
the deviations decreased to about 10 mK. These deviations must be taken into account
during temperature monitoring. In [176], measurements with this type of thermometer
in pulsed magnetic fields up to 50 T at 2K reported temperature deviations of around
150mK. Therefore, the RuO, thermometer is particularly effective for temperature
monitoring at T < 1K.

4.3.2 *He VTI

To achieve temperatures down to 1.4K, a *He variable-temperature insert (VTI) was
used, placed in a bath of liquid *He at 42K. As shown in Fig.4.3(a), a thin capillary
with high impedance to the gas flow connects the *He bath to the inner space of the
VTI, which is otherwise isolated by a vacuum space. This capillary impedance allows
small amounts of helium to enter the VIT’s inner space. Additionally, a small amount
of 4He (0.5mbar at RT) can be introduced into the vacuum space as a gas exchange
medium to enhance the cooling rate at temperatures above 50 K.

Temperatures above 4.2 K can be regulated using a resistive heater. By pumping the
inner space and thereby reducing the vapor pressure, the temperature can be varied
from 4.2 K (no pumping) down to 1.4 K (full pumping). A manostat is used to stabilize
the pressure in the sample space and control the temperature. The continuous flow
of helium gas ensures a steady cooling power. The optimal method for temperature
measurement across the entire range (1.4 K to 300K) is a Cernox thermometer, which
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4.3 Low temperature setup
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Figure 4.3: Schematic drawing of *He VTI (a) and *He VTI (b) from [42].

provides high sensitivity and reliability.

4.3.3 3He VTI

For experiments requiring temperatures below 1.4K, a 3He cryostat was used. A
schematic diagram of the 3He system is shown in Fig.4.3(b). This setup allows for
achieving temperatures as low as 0.4K. The *He sample space is thermally isolated
from the *He bath by a surrounding vacuum space and a 1K pot connected to the *He
bath through a capillary. During cooling, exchange He gas was introduced into the
vacuum space to enhance the cooling rate. This gas was subsequently pumped out at
low temperatures to improve thermal isolation of the sample space.

The 1K pot terminates approximately 30 cm above the sample space at a copper cold
plate with a conical surface. The sample holder stick, which also has a conical surface,
makes direct thermal contact with this cold plate. Cooling is achieved by pumping
the 1K pot through the capillary, which lowers the temperature of the cold plate and
subsequently cools the sample holder cone down to 1.3 K.

When ®He gas is introduced into the sample space, it initially condenses as it is
cooled by the sample holder cone at 1.3K, until the equilibrium vapor pressure of
approximately 50 mbar is reached. Further pumping of the He gas progressively re-
duces the temperature, allowing the system to reach temperatures as low as 0.4 K. At
low 3He pressures, the thermal connection between the cone and the pressure cell con-
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4 Experimental setup

Figure 4.4: (a) Picture of the resistive magnet used at the LNCMI in Grenoble. The big

pipes coming out of the core are for the supply and drain of cooling water [42]. (b)
Profile of the polyhelix magnet core [42].

taining the samples becomes weak. To maintain stable temperatures in the range of
0.4K to 1K, the temperature is regulated by adjusting the valve at the entrance to the
3He pump.

4.4 Magnetic field setup

4.4.1 Superconducting magnet 15T

High magnetic fields are essential for observing magnetic quantum oscillations. One
approach to achieving fields up to 15 T involves using a superconducting (SC) solenoid
immersed in a liquid *He bath at 4.2 K. This method was employed for measurements
on x-Cl and x-CN. By cooling the *He bath down to 2K, the critical current of the
solenoid increases, allowing the maximum field to be extended to 17 T.

4.4.2 Resistive magnet 30T at the LNCMI Grenoble

For even higher fields, partially or fully resistive magnets are necessary, such as those
available at the Laboratoire National des Champs Magnetiques Intenses (LNCMI) in
Grenoble (Fig.4.4). These magnets are operated at constant currents of up to 30kA,
making it crucial to minimize energy dissipation from Ohmic losses and ensure me-
chanical stability to withstand the substantial ponderomotive forces generated by the
large currents in high magnetic fields. The magnet is a combination of two main parts:
Bitter magnet (sequence of plates) and polyhelix magnet (concentric monolayer coils,

Fig. 4.4(b)).
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4.4 Magnetic field setup

Since the magnet core generates up to 24 MW of heat, efficient cooling is required.
Approximately 3001/s of water flow is driven through the system to maintain the tem-
perature below 100 °C. Using this setup, with a bore diameter of 52 mm, we achieved
magnetic fields up to 30 T.

4.4.3 Pulse fields 70T at the HLD

A pulsed magnet at the Hochfeld-Magnetlabor Dresden (HLD) was utilized to mea-
sure SAH oscillations at even higher magnetic fields. A 70 T magnet with a 24 mm bore
diameter was used. The magnet was initially cooled to 77 K using a bucket filled with
liquid nitrogen. To generate the magnetic pulse, several capacitor banks were charged
to 21 kV, storing a total energy of 6.7 M]. This stored energy was then discharged into
the magnet, producing a magnetic field of up to 70 T. The typical pulse duration was
approximately 100 ms. The discharge process heated the magnet above 200K, requir-
ing about three hours to cool down. The applied magnetic field was monitored using
a pick-up coil, and its time dependence is illustrated in Fig. 4.5(b).

The resistance of the samples was measured using a procedure similar to the AC
lock-in setup described previously. However, due to the short duration of the magnetic
pulse, much higher measurement frequencies (33kHz and 55kHz) were employed
with a measuring device "Yokogawa DL850 scope recorder’. Additionally, the volt-
age drop across the reference resistor was recorded during the pulse to monitor the
current through the samples. After the measurement, a digital lock-in procedure was
applied to the raw data of the voltage signals from both the sample and the reference
resistor to calculate the magnetoresistance during the pulse.

This method was used to measure x-Br samples at ambient pressure and after dif-
ferent thermal histories. The samples were mounted on a holder made of PEK plastic
(Fig.4.5(a)). The use of a plastic holder prevented the generation of eddy currents
due to the rapidly changing magnetic field, ensuring more stable and accurate mea-
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Figure 4.5: (a) Picture of the sample holder for the pulse fields facility in Dresden. (b)
Magnetic field over time during the pulse in Dresden [175].
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4 Experimental setup

surements. A thermometer was placed near the samples to monitor and stabilize the
temperature before the pulse.

4.5 Pressure Setup

4.5.1 Pressure clamp cell

Since we are particularly interested in the pressure-dependent phenomena, it is cru-
cial to have a reliable method for both applying and measuring pressure. For this
purpose, we primarily used the clamp cell technique (Fig.4.6(a)). The pressure cells
were constructed from a CuBe alloy. The feedthroughs for electrical leads were filled
with Stycast 2850 epoxy with Catalyst 9, selected for their excellent low-temperature
properties, including high hardness and a low thermal expansion coefficient.

There are two types of pressure cells: small and large, differing in size (Fig.4.6(b)).
The large cell is rated for pressures up to 1.5 GPa at low temperatures, while the small
cell can sustain pressures up to 1 GPa at low temperatures and is compatible with the
rotator setup (described in Sec. 4.6).

Samples were mounted inside the cells, which were then placed in a Teflon cup filled
with PES, a silicone oil used as the pressure-transmitting medium. The assembly was
subsequently inserted into the clamp cell, where force was applied using a hydraulic
press until the desired pressure was reached. Once the target pressure was achieved,
the nut of the clamp cell was tightened to maintain the applied force.

pressure rod

B
I inut

/Cu-Be-cell

(a)

Silicon oil
(GKZh)

Cu-Be-washer P sample + coil

epoxy
feedthrough

nut Cu wires

20 mm

Figure 4.6: (a) Schematic drawing of the CuBe clamp pressure cell [177]. (b) Pho-
tograph of the small and large pressure cells. (c) k-CN samples and InSb pressure
sensor mounted inside the small pressure cell.
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4.5 Pressure Setup
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Figure 4.7: (a) Pressure inside the clamp cell at 15K vs. the RT pressure after cooling
from RT to 15 K. (b) Pressure dependence of the resistance, normalized to the ambient
pressure resistance of the sensor, at temperatures below 77K (red points) from [178].
The black curve represents the original equation provided in the sensor manual to

describe the pressure dependence. This formula was slightly modified to better fit
the experimental data (green curve, see text).

As the pressure within the cell decreases upon cooling, it was necessary to apply ap-
proximately 0.3 GPa more at RT than the target pressure for low-temperature measure-
ments. A more detailed relationship between high- and low-temperature pressures is

shown in Fig. 4.7(a).

The pressure inside the cell was monitored using a heavily n-doped InSb sensor
[179]. These sensors exhibit a linear resistance-pressure dependence R(p) of approx-
imately 36 %/GPa, providing a relative accuracy of < 5%. The sensors are supplied
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Figure 4.8: Pressure values calculated from the manganin resistance and InSb resis-
tance at RT (a) and at 15K, shown as black points. The red curves represent linear fits.

50



4 Experimental setup

with a calibration at RT and at 77 K. [179]. Additionally, all sensors were calibrated in a
gas pressure setup prior to use at both low (15K and 77 K) and high (RT) temperatures
and at pressures up to 0.2 GPa [178].

Fig.4.7(b) shows the pressure dependence of the relative resistance, comparing the
calibration data (blue line) [179] with the experimental calibration measurements (red
points) [178]. The experimental data were further fitted using the standard calibration
formula with an additional slope correction factor of 1.07 (green line) [178].

As the user’s manual states that InSb exhibits a linear pressure dependence up to
2GPa, we conducted comparative measurements of InSb sensors alongside a man-
ganin coil, which is known for its linear pressure dependence [18, 180]. Fig. 4.8 presents
the pressures recorded by the InSb sensor and the manganin coil at RT (a) and at 15K
(b). The red lines represent linear fits to the data. As shown by the fits, the InSb sensor
maintains a linear dependence on pressure up to 1.5 GPa.

4.5.2 *He gas pressure

The pressure cell method described above allows the application of relatively high
pressures. However, during temperature sweeps, the pressure inside the cell changes,
making precise monitoring challenging. Additionally, adjusting the pressure requires
a full thermal cycle, and it is difficult to accurately set pressures at low temperatures.
These limitations can be overcome using a *He gas pressure setup, which enables more
precise pressure control.

A schematic representation of the gas pressure setup [177] is shown in Fig.4.9. In
this system, helium is initially stored at room temperature in a high-pressure bottle at
approximately 10 MPa to 15 MPa. Before entering the cryostat, the gas is purified using
a liquid nitrogen cold trap, which removes impurities that could freeze inside the BeCu

BeCu capillary
! 1 >
Q D S
‘-.H_‘_‘_‘________._._,,./
valve — X 2 )
\ compressor .'II
\ p <3 kbar |
> LN2 *He
3 Cold 150 bar
trap
(J— cell
W
cryostat *He recovery line
'\-.._‘__________._,,/
—

Figure 4.9: Schematic drawing of the gas pressure setup [42].
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4.6 Two-axis rotator

capillary (3m long, diameter 3 mm, wall thickness 0.3 mm) and cause blockages. The
capillary extends continuously from the output of the pressure system to the pressure
cell, making the system robust up to 1 GPa.

To apply pressure above 15MPa, a compressor with a maximum output of 300 MPa
is used. Pressure adjustments can be made by operating valve 1, which connects the
high-pressure reservoir to the capillary, or valve 3, which links the capillary to the
helium recovery line. These valves enable smooth pressure control and sweeping. The
pressure in the cell is monitored via a manometer with a precision ~ 0.2 MPa.

To ensure temperature stability and prevent uncontrolled helium freezing, four ther-
mometers and heaters are positioned near the end of the capillary and on the pressure
cell itself [177]. However, during our experiments at temperatures down to 10K and
pressures up to 0.1 GPa, the *He remained in the gaseous and liquid state.

This pressure setup was primarily used to calibrate InSb pressure sensors at both
low and high temperatures. Additionally, it was utilized for R(T) measurements of
x-Cl to investigate the influence of thermal history.

4.6 Two-axis rotator

The magnets described above are fixed solenoids, allowing only a single field direc-
tion. A two-axis rotator designed by D. Andres and M. Kartsovnik [177] was used to
perform angle-dependent measurements. This insert enables adjustments of both the ¢
and 60 angles, as shown in the photograph in Fig.4.10(a). For better clarity, Fig.4.10(b)
shows a schematic of the sample in a tilted magnetic field B, illustrating the defini-
tions of the azimuthal angle ¢ and the polar angle 6 used during sample rotation. The
rotation of 6 corresponds to changing the angle between the magnetic field and the
conducting layers of the sample. In contrast, the rotation of ¢ modifies the orientation
of the field rotation plane with respect to the crystallographic axes of the sample.

The platform with pressure cell holder is rotated in situ using two worm-gear units.
The ¢ angle is rotated manually by inserting a screwdriver into the screw in the sample
holder platform. This requires the 6 angle to be fixed, ensuring the screw on the plat-
form aligns with the screwdriver position. The ¢ angle can be set with an resolution

(a) == Thermometer

screw

screwdriver sample stage heater

1
-

Figure 4.10: (a) Picture of the sample stage of the two-axis rotator [181] (b) Schematic
representation of the sample unit cell axes and the ¢ and 6 angles.
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4 Experimental setup

of approximately 0.2° due to play of the screw. Once the ¢ adjustment is complete, the
screwdriver must be removed.

For continuous 6-angle rotation, a piezomotor is employed. The 6 angle is deter-
mined by measuring the resistance of a 20-turn potentiometer coupled to the rotating
rod at the top of the insert. During rotation, the angular accuracy is approximately 0.1°.
The sweep rate for 8-angle rotation can be set between 0.1 °/min to 50 ° /min.

4.7 Thermal treatment protocols

During experiments investigating the influence of thermal treatment, it was necessary
to achieve different cooling rates near the glass transition temperature Tg, see Sec. 3.7.
Using a conventional setup, cooling rates in the range of 0.1 K/min to 20 K/min could
be achieved. To reach the maximum possible occupation probability of the stable E
conformation, an annealing method was employed, where the sample temperature
was stabilized using a heater at the desired temperature near Tg. For faster cooling, we
utilized and further advanced the heat pulse method proposed in [149].

4.7.1 Annealing procedure

For annealing, the temperature was stabilized using a heater set and a proportional-
integral-derivative (PID) temperature controller. The stabilization process typically re-
quires several minutes, depending on the PID parameters as well as the heater and ther-
mometer configuration. Consequently, we were unable to measure relaxation times
comparable to the stabilization time. For complete annealing, the sample must be sta-
bilized at the annealing temperature and maintained for a duration equivalent to 3 — 4
relaxation times. However, this process can be optimized using a several-step anneal-
ing. In this approach, the sample is initially stabilized at a higher temperature and held
for 1 — 2 relaxation times before the temperature is decreased to the next annealing step.
This process is repeated until the target annealing temperature is reached. Fig.4.11(a)
shows instances of step annealing performed at the HLD, where time constraints were
a limiting factor, and we managed to complete low-temperature annealing in a shorter
time.

4.7.2 Quenching procedure

For a rapid cooling of the samples, a heat pulse quenching method [149] was utilized.
This method involves using the sample itself as a self-heater by applying a high-voltage
pulse, which generates heat through Joule heating. The procedure for pulse application
and sample resistance monitoring was developed together with F. Kollmannsberger
during his Master’s studies [175].

We utilized Zurich Instruments MFLI lock-in amplifiers to implement this method,
which offer the significant advantage of simultaneously applying AC and DC voltages
to the output. Fig. 4.11(b) shows the schematic circuit for pulse application. The sample
and a reference resistor (R, = 100 (2) were connected in series to the output of an
MFLI, which provided a high-frequency (~ 2.5kHz, 40 mV) voltage excitation. The
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Figure 4.11: (a) Time dependence of the sample resistance during a several-step an-
nealing process. Data at different temperatures was fit with two-exponential decay
(black, blue, and green curves). (b) Circuit for the heat pulse application from [175].

sample was also connected to the input of this MFLI to monitor its voltage. The input of
the second MFLI was connected to the reference resistor to monitor the current through
the circuit. Both MFLIs were synchronized for simultaneous data acquisition. Without
interrupting the AC signal, a DC voltage (5V to 8 V) was applied by the first MFLI
to the circuit for a short duration (approximately 2 seconds), serving as a heat pulse
for the sample. During the heating and cooling phases, the resistance of the sample
changed significantly. Therefore, the use of an AC voltage and two MFLIs was essential
to continuously monitor the sample voltage and circuit current, allowing for a precise
determination of the sample resistance throughout the process.

Before applying the heat pulse, the surrounding bath was stabilized at approxi-
mately 35K to ensure a high temperature gradient and a rapid cooling rate near the
glass transition temperature (T, ~ 80 K). Fig.4.12(a) shows the time-dependent sample
resistance during the pulse, R(t). During pulse application (Fig. 4.12(a), red curve), the
sample was rapidly heated to a high temperature Ti,ax within 1 seconds to 1.5 seconds
(Fig.4.12(c)). At this temperature, thermal equilibrium was reached, where the cool-
ing rate balanced the heating power of the pulse. Once the pulse was turned off, the
sample cooled down (Fig.4.12(c)) to the bath temperature (Fig. 4.12(a), black curve).

Before and after the pulse, the temperature dependence of the sample resistance was
measured. Fig.4.12(b) shows the R(T) curves recorded before (red curve) and after
(black curve) the pulse. These curves were then matched with R(t) during the pulse
to determine the time-dependent sample temperature, T(f). Fig. 4.12(c) shows the tem-
perature evolution during the pulse. From these data, we estimated the maximum
temperature reached during the pulse as well as the cooling rate following the pulse
(Fig.4.12(d)). To calculate the cooling rate, we performed a fourth-order polynomial
fit to the time dependence of the temperature T(t), and then computed the derivative
of the fitted polynomial. The lower limit for the polynomial fit is approximately 75 K;
therefore, the cooling rate estimation is considered reliable only above this tempera-
ture.

From these estimations, the maximum temperature achieved during the pulse was
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Figure 4.12: Sample measurements during a heat pulse. (a) Resistance before, during,
and after the pulse. Inset: Application of AC and DC voltage to the sample. (b)
Warming-up R(T) curves of the initial (red) and quenched (black) states. (c) The
temperature of the sample during and after the pulse is derived from the R(t) and
R(T) curves. (d) Cooling rate after the pulse. Near the glass transition temperature
(80K), the cooling rate is approximately 200K/s.

Tmax ~ 135K. The cooling rate after the pulse, near the glass transition temperature,
reached up to 200K/s. This rate is an order of magnitude higher than the estimated
1000 K/min reported in [149]. It should be noted that, in our method, the MFLIs cannot
precisely measure the voltage during the first and last 0.05 s of the DC pulse. Therefore,
the data in these regions were extrapolated based on the general trend.

To ensure that the samples do not suffer any damage, such as micro-cracks or resis-
tance changes due to structural defects, the effect of the heat pulse was reversed by
heating the sample to 100K and then slowly cooling it again. The resistance curve ob-
tained after this process was compared to the one recorded before the heat pulse, using
the same cooling rate. In all cases, the curves coincided, confirming that the original

state of the sample was fully restored.
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5 Antiferromagnetic Mott insulator

k-ClI

This chapter presents the first set of experimental results. We provide a detailed de-
scription of the key analysis methods used throughout this work, including the deter-
mination of the cyclotron effective mass and Shubnikov-de Haas (SdH) frequencies, as
well as the estimation of the spin frustration and electronic correlation strength ratios.
Additionally, we outline the procedures for analyzing angle-dependent magnetoresis-
tance oscillations (AMRO) and other relevant techniques. As these methods form the
basis for the analysis in the subsequent chapters, we will frequently refer back to this
chapter for reference. Regarding the different material systems, in this chapter we dis-
cuss the investigation of k-Cl and compare it with x-NCS. In Sec. 3.5, we already noted
that, despite differences in their anion layers and ambient pressure ground states, these
two salts exhibit a similar effective cyclotron mass in the metallic state near the metal-
insulator transition (MIT). This observation suggests a similar correlation strength in
both salts. This finding questions the conventional expectation of a ‘chemical pressure’
effect and strongly contradicts theoretical predictions. However, to unequivocally con-
firm this, it is necessary to demonstrate that the electron-electron renormalization fac-
tors are also similar. This can be achieved by measuring the effective cyclotron band
mass deep in the metallic state, at high pressure. Consequently, we were motivated to
extend our investigation of these salts over a broader pressure range.

In the first part, we present Shubnikov-de Haas measurements conducted in a *He
cryostat at pressures up to 1.5 GPa. These measurements allow for a detailed analysis
of the Fermi surface (FS) size, correlation strength, and frustration ratios. The results
are compared with xk-NCS measurements performed by S. Fust as part of his Master’s
thesis [178].

In the second part, we discuss angle-dependent phenomena in x-Cl, focusing on the
angle-dependent magnetoresistance oscillations. These oscillations enable the determi-
nation of the FS. By measuring AMRO at both high and low pressures, we can trace
the evolution of not only the size but also the shape of the FS as a function of pressure.
The determined FS will also be compared with simulations based on the tight-binding
effective dimer model.

During the SAH measurements, two x-Cl samples were studied. In one set of mea-
surements, one sample was oriented perpendicular to the magnetic field direction,
while the second sample was tilted at an angle 6 ~ 25°. To enable a meaningful
comparison with the first sample (perpendicular orientation), the SdH frequency and
cyclotron mass for the tilted sample were normalized to those obtained for the per-
pendicular orientation. This normalization was achieved by multiplying the measured
values by cos (), accounting for the angular dependence of these parameters.



5 Antiferromagnetic Mott insulator x-Cl

5.1 Temperature dependence of resistance

Initially, we measured the temperature dependence of the resistance at different pres-
sures for k-Cl. Fig.5.1(a) shows the R(T) curves with resistivity displayed on the right
scale bar. In general, the resistance exhibiting a pronounced peak at T ~ 130K, with
further decreases upon cooling. The origin of this peak was discussed in Sec.2.7 and is
attributed to the quasiparticles” thermal destruction [65]. Increasing pressure reduces
the peak resistivity, and the peak becomes suppressed for p 2 0.3 GPa.

According to the Fermi liquid theory, the resistivity is expected to show a quadratic
temperature dependence at low temperatures, as described by Eq. (2.27). In the inset of
Fig.5.1(b) the resistivity is plotted versus the square of the temperature (black points)
in the temperature range 10K to 50K, along with a linear fit (red line) used to extract
the coefficient A. The temperature range over which the resistivity follows a quadratic
dependence changes with pressure. Near the MIT, the system is only marginally
metallic, resulting in a low coherence temperature (the temperature range for fitting
is T < 25K). With increasing pressure, the quasiparticles become better defined and
the coherence temperature rises, reaching approximately 50K to 60K in the pressure
range of 0.1 GPa to 0.5GPa. Upon increasing pressure further, electron-electron inter-
actions become weaker and electron-phonon scattering begins to dominate resistivity,
leading to a subsequent decrease in the coherence temperature to around T ~ 30K.

The coefficient A of the quadratic T-dependence of the resistivity is determined by
the correlation strength and is related to the effective mass (see Sec.2.7). Fig.5.1(b)
shows the pressure dependence of the coefficient A, obtained from separate sets of mea-
surements at low and high pressures, which were merged to coincide at the overlap re-
gion near p ~ 0.2 GPa. This dependence was fitted using the relation A ~ (p — p.) ~%".
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Figure 5.1: (a) Resistance vs. temperature curves, R(T), of «-Cl at different pressures.
The right-hand scale shows the resistivity. (b) Pressure dependence of the coefficient
A in the quadratic T-dependence of the resistivity, see Eq.(2.27). The red line rep-
resents a fit using the expression A = a(p — p.)’, see text. Inset: Resistivity as
a function of the square of temperature (black points) at a pressure of 0.13 GPa in
the temperature range 10K to 50K, with a linear fit (red line) yielding a slope of
A ~0.0012 QcmK ™2,
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5.2 Shubnikov-de Haas oscillations at different pressures

The fit yields the coefficients p. ~ 0.097 £ 0.015 GPa and exponent 2v ~ 1.16 £ 0.07.
The obtained exponent is close to the theoretical prediction v = 1.34 [67] and is larger
than the value reported for xk-CN, v ~ 0.75 [69, 182].

5.2 Shubnikov-de Haas oscillations at different

pressures

The main results of the subsequent sections have already been published in [183].
Therefore, most of the figures were taken from that paper.

After cooling the samples, we performed measurements in an applied magnetic field.
Fig.5.2(a) shows an example of the SdH oscillations recorded for x-Cl at a pressure of
0.48 GPa and at the base temperature of the *He cryostat T ~ 0.4K. Fig.5.2(b) shows
the fast Fourier transform (FFT) of the oscillations in the field window 9T to 15T. Con-
sistent with the previous studies [102, 108, 110], two fundamental frequencies are ob-
served, reflecting the Fermi surface topology characteristic of x-type salts [6, 7], as
illustrated in the inset in Fig. 5.2(b).

The lower frequency, F,, is attributed to the classical orbit on the Fermi pocket
located at the Brillouin zone boundary, as shown by the blue lines in the inset of
Fig.5.2(b). This frequency varies between about 530 T to 680 T as pressure increases
from 75 MPa to 1.5 GPa. The dominant oscillations, which are clearly resolved across
all pressures, exhibit a higher frequency, Fg ~ 4kT. As seen in Fig.5.2(b) inset, the
orbit arises due to magnetic breakdown between the a-pocket (blue) and the pair of
open sheets (red), effectively representing the entire Fermi surface. This frequency cor-
responds to a cyclotron orbit area equal to the first Brillouin zone (black rectangle in
Fig.5.2(b) inset). This mechanism has already been explained in detail in Sec. 2.3.

The B-oscillations exhibit a pronounced beating, indicating the presence of two
closely spaced frequencies. This frequency splitting, AFg/Fg ~ 0.01, most likely origi-
nates from the maximal and minimal cross-sections of the quasi-2D Fermi surface cylin-
der, which is slightly warped along the interlayer direction. This phenomenon was de-
scribed in Sec. 2.6 and will be further investigated in Sec. 5.12, where we examine SdH
oscillations in a tilted magnetic field.

For instance, at 0.48 GPa, the two field values of the beating nodes are determined to
9.95T and 12.63 T, respectively (Fig.5.2). From these values, the warping of the Fermi
surface can be roughly estimated using Eq. (2.25) to Akg/kp = AFg/2Fg ~ 0.6 x 1072,
where the experimental value Fg(0.48 GPa) ~ 3900 T was used. This degree of warping
is comparable to that observed in x-Br [109, 184] and is approximately an order of
magnitude stronger than in the related x-NCS salt [185].

Fig. 5.3 illustrates examples of the SAH oscillations recorded at various pressures,
normalized to the background resistance [Rosc = R(B) — Rbg(B)] [183]. The arrows
mark the positions of the nodes in the beating pattern of the B-oscillations. As pressure
increases up to 1.36 GPa, the beating nodes shift to higher magnetic fields in the range
11.7T to 14.4T (Fig.5.3(a)), indicating an increase in the beating frequency by 25 %,
while Fg increases by only 6 % (Fig. 5.8(a)). This implies an 18 % enhancement in Fermi
surface warping.
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Figure 5.2: (a) Magnetoresistance of x-Cl in the perpendicular to the layers magnetic
field at a pressure of 0.48 GPa and a temperature of 0.4 K. Inset: enlarged view of the
oscillations. (b) FFT of the oscillations in the magnetic field window 9T to 15 T. Inset:
2D FS. Blue lines correspond to the classical a orbit, red lines represent open sheets,
and the black rectangle denotes the first Brillouin zone [105].

Such a pressure-induced strengthening of the interlayer coupling is typical for lay-
ered organic conductors and is attributed to their relatively soft crystal structure. Inter-
estingly, beyond 1.4 GPa, the node positions begin to shift to lower fields, suggesting a
reduction in the beat frequency and an apparent weakening of the interlayer coupling
at higher pressures. This unusual behavior at high pressures may warrant further in-
vestigation.

The amplitude of the SAH oscillations in Fig. 5.3(a) exhibits a non-monotonic varia-
tion with changing pressure. Fig.5.3(b) shows the pressure dependence of the ampli-
tudes of the main peaks in the FFT spectra, measured in the magnetic field range 12T
to 15T. The magnitude of the B-oscillations displays pronounced minima at approxi-
mately 0.2 GPa and 0.9 GPa. Concurrently, the amplitude ratio between the second and
first harmonics, A/ Ap (Fig.5.3(b), middle figure), exhibits sharp peaks at the same
pressures. This distinct behavior strongly suggests the presence of the spin-zero effect
(Sec.2.2), which arises from the periodic modulation of the oscillation amplitude due
to the spin-splitting factor (Eq. (2.12)). The Landé factor, g, in the spin-splitting factor
is also renormalized and is expected to vary with pressure.

The pressure dependence of the a-oscillation amplitude is presented in Fig. 5.3(b)
(bottom figure). Unlike the B-oscillations, no spin-zero dips are observed for the a-
oscillations. This absence can likely be attributed to the significantly lower cyclotron
mass, Mea R Mcp /2, which reduces the variation of the spin-reduction factor, Rg, un-
der pressure. As shown in Fig.5.9, mg(0.9GPa) is close to m, at ambient pressure.
Therefore, a spin-zero dip may be expected near ambient pressure, which would ex-
plain the low amplitude A,.

The non-monotonic behavior of A,(p), featuring a maximum near 0.5 GPa, might
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Figure 5.3: (a) SAH oscillations of the interlayer resistance of x-Cl at different pres-
sures, measured at T ~ 0.38 K. The magnetic field is applied perpendicular to the
conducting layers. The curves are vertically shifted for clarity. Arrows indicate the
pressure-dependent positions of the higher-field node in the beating pattern of the
B-oscillations. (b) Pressure dependence of the FFT amplitudes of the SAH oscillations
in x-Cl, measured in the field window 12T to 15T at T ~ 0.38 K. Top: Amplitude of
the B-oscillations. Middle: Ratio of the second to first harmonic of the B-oscillations.
Bottom: Amplitude of the a-oscillations. Lines serve as guides to the eye. Graphs are
taken from [183].

result from a gradual pressure-induced change in the spin-splitting factor Rs(p). On
the other hand, we note that A,(p) dependence resembles the general trend observed
in Ag(p), excluding the modulation of Ag by the oscillating spin-splitting factor. Both
amplitudes exhibit a global maximum near 0.5 GPa and tend to decrease at higher pres-
sures. The mechanisms driving this behavior may be common for both the a- and
B-oscillations. For instance, the initial increase in amplitude at low pressures might
be linked to the rapid reduction of the cyclotron masses, which would reduce the
temperature and scattering damping effects on the quantum oscillations, according
to Egs. (2.9) and (2.11). The gradual decline in the amplitude above 0.5 GPa could stem
from a pressure-induced enhancement of Fermi surface warping, reflecting a stronger
interlayer coupling. This enhancement likely reduces the number of charge carriers
contributing coherently to the quantum oscillations, thereby suppressing the overall
amplitude. Quantitatively, the FS-curvature factor appears in the denominator of the
LK formula (Eq. (2.8)) [32]. Consequently, an increase in the interlayer transfer integral
enhances the FS curvature, thereby reducing the amplitude of the SdH oscillations.
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5.3 Effective dimer model

In this section, we briefly discuss the effective dimer model [186-188], which is com-
monly applied to the x-salts. This model relates the ratio between the a- and g-
oscillation frequencies to the electronic anisotropy of the conducting layers, in terms
of the shape of the 2D Fermi surface. We follow the approach outlined by Pratt [188],
which employs a tight-binding model for an anisotropic triangular lattice of BEDT-TTF
dimers, characterized by the nearest-neighbor and next-nearest-neighbor transfer inte-
grals, t and t/, respectively (see Fig.5.5(a)). The dispersion relation is given by:

E+ = 2t' cos(ky) £ 4t cos (kz—x) cos (%) , (5.1)
where k, and k, represent the wave vectors in the x- and y-directions within the plane
of the conducting layers, normalized by the crystallographic parameters (a,c) and
(b, ), respectively, as applicable to x-Cl [90] and x-NCS [92]. Fig. 5.4 shows the energy
dispersion from Eq. (5.1) in energy units of 2t.

The slice of E_ (Fig. 5.4(b)) at the Fermi energy level defines the closed pockets of the
Fermi surface, which correspond to the a-orbit (S,) and determine the associated SAH
frequency, F,. In contrast, the slice of E; (Fig.5.4(a)) at the Fermi energy level forms the
open sheets of the FS, which, in conjunction with the closed pockets, define the B-orbit
(Sp) and its frequency, Fg (Fig. 5.5 inset). The SdH frequency and the corresponding FS
area are connected through the Onsager relation (Eq. (2.5)). Thus, Eq. (5.1) provides a
parametric description of the 2D Fermi surface. The primary parameter governing the
FS shape is the spin frustration ratio ' /¢, which reflects the anisotropy of the triangular
lattice formed by the molecular dimers.

The inset in Fig.5.5(b) shows the FS determined from Eq.(5.1) for t'/t = 0.74. It
can be converted into nm~! units using unit cell sizes. This FS can be used to deter-
mine the ratio between the a- and B-orbit areas. The same calculation was performed

(a)

=3

Figure 5.4: Energy dispersion from Eq. (5.1) for E; (a) and E_ (b), calculated for the
frustration ratio '/t = 1.0. The Fermi energy corresponds to Er ~ —0.42, in units of
2t.
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Figure 5.5: (a) Schematic representation of the dimer arrangement, showing the
nearest-neighbor transfer integral ¢, the next-nearest-neighbor transfer integral ¢/, and
the directions of the axes ky and k. (b) Dependence of the frustration ratio on the ratio
of the a- and B-orbit areas. Inset: FS calculated for t'/t = 0.74 (blue and red curves),
with the first Brillouin zone boundaries shown by black lines.

for different values of t'/t. Fig.5.5(b) presents the dependence of the frustration ra-
tio on the ratio between S, and Sg, or equivalently, the frequencies ratio F,/Fg. This
plot serves as a direct reference for determining '/t from the experiment. For easier
interpolation, the frustration ratio points (black) are fitted with a second-order poly-
nomial curve, represented by the red line in Fig.5.5(b). The relationship is given by:
(t'/t)(x) = 0.0067 + 3.43x + 6.13x%, where x = S, /Sg = F,/Fg.

5.4 Frequency and cyclotron mass determination

To analyze the SdH data, several methods were implemented. The most conventional
approach is through a FFT analysis. Fig. 5.6(a) shows the SdH oscillations at a pressure
of p =~ 0.11GPa and different temperatures. The oscillatory resistance component is
normalized to the background resistance. Fig. 5.6(b) presents the FFT analysis of these
oscillations in the field window 14T to 15T, using the Welch FFT windowing func-
tion. The field range was chosen to include approximately 10-15 oscillations, which
is sufficient to ensure reliable averaging. At the same time, the variation of the os-
cillation amplitude over this field range remains negligible. According to [189], this
approach allows the oscillation amplitude to be determined with an accuracy of 2%
to 3%. The choice of the windowing function affects the absolute values of the FFT
peaks; however, the ratio between peaks at different temperatures remains consistent.
Therefore, the FFT windowing function has a negligible impact on the determination
of the effective cyclotron mass [183]. Fig.5.6(c) displays the temperature dependence
of the FFT B-oscillation peak amplitudes, along with a fit using the LK formula with
the temperature damping factor (Eq. (2.9)). The fit yields an effective cyclotron mass of
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Figure 5.6: (a) Examples of the SdH oscillations in x-Cl at p = 0.11 GPa and different
temperatures. The curves are vertically shifted for clarity. (b) FFT spectra of the ob-
tained oscillations using a "Welch” window in the field range 14 T to 15T. (c) LK plots
of the B-oscillation amplitudes from the FFT panel (b).

mep ~ (5.01 4 0.08)mg. The B-oscillation frequency determined from FFT peak posi-
tion is Fg ~ 3851 + 10T.

Another method to determine the effective cyclotron mass and frequency is through
a direct global fitting of the oscillations using the LK formula in Eq. (2.8) with the tem-
perature and Dingle damping factors as fitting parameters. Fig. 5.7(a) shows the same
oscillations from Fig.5.6(a) in the field range 14.4 T to 14.8 T for better visibility (black
points). These oscillations were fitted with the LK formula for B-oscillations (red lines)
in the field range 14 T to 15 T. The fit reveals an effective mass of m g ~ (5.04 0.02)mq
and a frequency of Fg ~ 3859 &+ 1 T. Due to the large number of fitting points, the error
bars in this method are significantly smaller and may be underestimated. Unfortu-
nately, this method is not suitable for fitting oscillations with multiple frequencies and
harmonics, as it would require additional terms in the fitting formula. This limitation
is evident in the discrepancy between the fitting curve and the data at a temperature
of 0.99K in Fig. 5.7(a), where the a-frequency contribution becomes significant.

The values of the effective cyclotron mass and frequency obtained from both meth-
ods are consistent within the error margin, confirming the reliability of both ap-
proaches for our analysis. For further data analysis in this chapter, we used the method
based on FFT analysis, as it allows to disentangle the contributions from the a- and -
oscillations and their harmonics. To calculate the p-frequency, we employed a method
based on the period of oscillations. Fig.5.7(b) shows the SAH oscillations in the field
range 12T to 15T (black line) and their upper envelope (red line). The positions of the
oscillation maxima from Fig. 5.7(b) are shown in Fig. 5.7(c) (black points), along with a
linear fit (red line). The fit yields a frequency of 3854 4= 1 T. This value is also consistent
with those obtained from the previous two methods, further validating the accuracy of
our frequency determination. The high accuracy of the frequency determination is cru-
cial for the evaluation of the spin frustration ratio t'/t. Therefore, this method was
used for further determinations of the B-frequency.
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Figure 5.7: (a) Magnetoresistance oscillations in k-Cl at p = 0.11 GPa at different tem-
peratures (black points) and their global fit with the standard LK formula (red lines),
using the frequency, phase, cyclotron mass, and Dingle temperature as common free
parameters. The fit yields m.g = 5.01mg and Fg = 3859 T. (b) Magnetoresistance os-
cillations in x-Cl at p = 0.11 GPa and T = 0.38 K (black line). The red line represents
the upper envelope. (c) Positions of the maxima in the oscillations from panel (b). The
red line shows a linear fit, yielding Fg ~ 3854 += 1T.

5.5 Oscillation frequency and frustration ratio

In this section, we present a detailed analysis of the SAH frequencies, which are deter-
mined by the areas of the corresponding Fermi surface cross-sections. Fig.5.8(a) illus-
trates the pressure dependence of the B-oscillation frequencies for x-Cl (red symbols)
and x-NCS (blue symbols). The data points marked with stars represent measurements
conducted by S. Oberbauer in a previous experiment on k-Cl and x-NCS at pressures
up to 0.1 GPa [42] [110].

As discussed above, the B-oscillations are associated with the magnetic-breakdown
orbit, whose area corresponds to the Brillouin zone area. This is confirmed by the
zero-pressure frequency values: FﬁCl (0) =3836+£5Tand Pé\] €5(0) = 3867 + 7T, which

correspond to Fermi surface areas of 36.62 & 0.05nm 2 and 36.91 4- 0.05nm 2, respec-
tively. Indeed, these values align precisely with the low-temperature Brillouin zone
areas determined for these salts in the previous studies (36.8 nm~2 for x-NCS [190] and
36.6nm 2 for x-Cl [93]). The unit cell dimensions are provided in Sec.3.1. This agree-
ment provides strong evidence that the observed B-oscillations indeed correspond to
the full Brillouin zone area, thereby confirming that one electron per dimer is effec-
tively transferred to the anion layer.

The pressure dependence of the B-oscillation frequency, shown in Fig. 5.8(a) appears
slightly different for the two salts, k-Cl and x-NCS. However, when the relative change
in frequency with pressure is plotted (see Fig.5.8(b)), it becomes evident that the dif-
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Figure 5.8: Pressure-dependent SdH frequencies in x-CI (red) and x-NCS (blue). Dif-
ferent symbols represent different samples. (a) B-oscillations. Inset: close-up of the
lower-pressure range for x-Cl. The dashed line is a linear fit to the data, yielding the
zero-pressure extrapolation Fﬁ(O) ~ 3840T. (b) The data from panel (a) normalized
to the respective zero-pressure frequency (circles). For simplicity, no distinction be-
tween different samples is made. For comparison, the relative change of the pressure-
dependent Brillouin zone area Spz(p)/Spz(0) is shown by triangles. (c) a-oscillations.
Inset: absolute changes of the a (open circles) and p (filled circles) frequencies in x-Cl
under pressure: AF = F(p) — F(0). (d) Pressure dependence of the ratio F,/Fs. (e)
Spin frustration ratio '/ in x-Cl (red) and x-NCS (blue), calculated from the data in
panel (d) using Eq. (5.1). (f) Solid lines: Fermi surfaces of x-Cl and x-NCS, calculated
within the effective dimer model for ambient pressure and for p = 1.5 GPa. Dashed
lines: respective Brillouin zone boundaries. The linear scales were calculated based
on the low-T crystallographic parameters [90], [92] and room-temperature compress-
ibilities [93], [190]. The arrows schematically indicate Bragg reflections and tunneling
at the magnetic-breakdown junctions, leading respectively to the a and B orbits in
strong magnetic fields. Taken from [183].

ferences between the two salts fall within the experimental error bars.

Additionally, our data align well with the quasi-linear pressure dependence of the
Brillouin zone areas (represented by triangles in Fig.5.8(b)) derived from previous X-
ray studies [93]. It is worth noting that the X-ray measurements were conducted at
room temperature. The excellent agreement between these room-temperature results
and our low-temperature SAH data suggests that the compressibility of the salts does
not vary significantly upon cooling.
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Fig.5.8(c) shows the pressure dependence of the a-frequency obtained in our exper-
iment. For x-NCS, our dataset agrees well with the earlier study by Caulfield et al.
[186]. As noted by those authors, the relative increase of F, with pressure is signifi-
cantly stronger than that of Fg. At a pressure of 1.5GPa, Fg increases by approximately
8 %, while F, increases by nearly 24 %. A similar but even more pronounced trend is
observed for k-Cl, where Fg and F, increase by 7 % and 29 %, respectively.

At lower pressures, p < 0.3GPa, the relative rate of increase for the a-frequency,
dF /Fdp, is approximately 0.25 GPa~ ! for x-NCS and 0.4 GPa"! for x-Cl. In comparison,
the relative increase rate for the p-frequencies, shown in Fig.5.8(b), is much smaller,
around 0.04GPa~!. Interestingly, for x-Cl, the absolute changes in F,(p) and Fg(p)
within this pressure range are nearly identical, as shown in the inset of Fig. 5.8(c). This
suggests that, despite the rapid expansion of the a-pocket, the rest of the Fermi surface
remains largely unchanged at lower pressures.

At higher pressures, the increase of F, becomes more moderate, with the slope satu-
rating around 0.15 GPa~!. For x-NCS, due to the weaker B-oscillations at p < 0.3 GPa,
an accurate comparison of AF,(p) and AFg(p) is challenging. However, qualitatively,
the behavior of k-NCS at higher pressures appears similar to that observed for x-CL.

The difference in the pressure-dependent behaviors of the a- and B-frequencies is
summarized in Fig.5.8(d) as the ratio F,/Fg(p). Using this data along with the fitting
polynomial for t'/#(S,/S /3) (Fig.5.5(b)), we evaluate the frustration ratio '/t and its
pressure dependence for both salts, as shown in Fig. 5.8(e).

The first notable observation is that '/t is closer to unity in x-NCS, indicating sig-
nificantly stronger spin frustration in the metallic x-NCS salt compared to the ambient-
pressure Mott insulator x-Cl. The ambient-pressure values of the frustration ratio for
x-NCS and x-Cl are 0.69 and 0.58, respectively. While this difference in frustration ratio
has been predicted by some band structure calculations (0.58 for x-NCS and 0.44 for «-
Cl1 [96]), our experimental results show a considerable quantitative difference from the
calculated values.

Another notable observation is that, even under our quasi-hydrostatic pressure con-
ditions, the electronic anisotropy within the conducting layers is significantly affected,
leading to an enhancement of spin frustration. This result also apparently disagrees
with the calculations [96], which predict no significant change in the frustration ratio
under pressure. Over a broad pressure range, the t'/f ratio increases at an approx-
imately constant rate of 0.07 GPa~!. This rate further increases below 0.3 GPa, as the
system approaches the MIT. The overall increase in the frustration ratio across the stud-
ied pressure range exceeds 20 %. Notably, at 1 GPa, the frustration in x-Cl surpasses
the ambient-pressure value observed for x-NCS.

In Fig.5.8(f), we present the Fermi surfaces of x-Cl and x-NCS, calculated using
Eq.(5.1) and the experimental SdH frequencies at both the lowest and highest pres-
sures. Although the compressibility of the crystal lattice is assumed to be isotropic
within the plane of the layers - based on the room temperature studies [93, 190] - the ob-
served changes in the Fermi surfaces of both salts are clearly anisotropic. The a-pocket
in Fig. 5.8(f) undergoes significant expansion along its short axis (ky), while the rest of
the Fermi surface remains essentially unchanged. This behavior is consistent with the
same absolute changes of frequencies AFs(p) and AF,(p) at pressures up to 0.3 GPa as
discussed above (see the inset of Fig. 5.8(c)). At higher pressures, however, AFg(p) and
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AF,(p) start to diverge (see the inset of Fig.5.8(c)), indicating that the Fermi surface
also begins to expand in the k,-direction. The apparent absence of this k,-expansion in
the calculated FS in Fig. 5.8(f) is likely due to the limited precision of the simple effec-
tive dimer model used for these calculations. A more refined analysis, incorporating
‘ab initio” band structure calculations that explicitly account for electronic correlations,
would provide a more realistic FS. However, such a calculation would be highly chal-
lenging, requiring detailed low-temperature structural data under high pressures.

5.6 Effective mass renormalization and correlation

strength

The results for the cyclotron mass (in units of the free electron mass ) associated with
the B-orbit [183] are presented in Fig.5.9(a). For x-Cl, the mass values were averaged
across the two samples. The green symbols represent the cyclotron mass for the «-
NCS salt, with data obtained by S. Fust [178] (filled triangles) and S. Oberbauer [42,
110] (empty triangles). In x-NCS, the B-oscillations are relatively weak due to a larger
magnetic breakdown gap, leading to larger error bars and an increased scatter of the
data.

Within the experimental error, the x-Cl and x-NCS salts exhibit a similar behavior.
At low pressure, the cyclotron mass (1. g) decreases rapidly as the system moves away
from the MIT. This decrease slows down with increasing pressure and saturates above
1GPa at approximately m g & 2.5my. Notably, this saturated value is close to the band
cyclotron mass, ¢ gpand = 2.61mg [191], calculated for x-NCS from the band structure
without considering many-body interactions. This suggests that, at pressures above
1GPa, the system effectively behaves as a non-interacting electron system.

Given that the primary change within the pressure range 0 < p < 1GPa is the
electronically driven MIT, the effective mass renormalization is naturally attributed to
electronic correlations. Other potential renormalization mechanisms, such as electron-
phonon interactions, are not expected to vary significantly in this pressure range and
thus likely play a negligible role. This argument is further supported by analyzing
the pressure-dependent effective mass in terms of the electronic correlation strength
ratio U/t. In particular, the observation that the cyclotron masses m,g for x-Cl and
x-NCS are very similar across the whole pressure range and converge to the same
high-pressure limit, 7. g pand, confirms the earlier conclusion [110], drawn from lower-
pressure data, that the correlation strength is essentially the same in both salts.

Turning to a more quantitative analysis, the previous low-pressure experiment [110]
revealed an inverse-linear pressure dependence of the mass, which was interpreted
using a Brinkman-Rice-like (BR-like) renormalization formula. However, the present
data, covering a broader pressure range, indicate a deviation from this behavior start-
ing at approximately p = 0.25GPa. This deviation is clearly illustrated in the inset of
Fig.5.9(a), where the inverse mass (m, 1) for x-Cl is plotted. The dashed line represents
a linear fit to the low-pressure data from [110].

The linear relationship, m;! « (p — pg), inferred from BR theory [77], assumes a
linear pressure dependence of the correlation strength ratio U/t. This approximation
is valid within a narrow pressure interval near the MIT, where the change in U/t is
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Figure 5.9: (a) Pressure dependence of the effective cyclotron mass on the p-orbit for
k-Cl (purple) and x-NCS (green). The data is normalized by the free electron mass .
Results from the present experiment and the lower-pressure study [110] are shown
by filled and empty points, respectively. The red dashed line represents a fit to the
x-Cl data using Eq. (5.2). The horizontal dotted line indicates the level of the non-
interacting band cyclotron mass 7 gpand Obtained from the fit. Inset: The inverse
mass of xk-Cl versus pressure. The red line represents the same fit as in the main
panel, while the black straight line corresponds to the linear fit from [110]. (b) Pres-
sure dependence of the effective cyclotron mass on the S-orbit for x-NCS. The solid
triangles represent masses obtained in the present experiment, while the hollow tri-
angles correspond to data from [42, 110]. The green dashed line represents the best fit
to the data using Eq. (5.2). For comparison, the red dashed line shows the best fit to
the x-Cl data from panel (a). Taken from [183].

relatively small (1% to 2%) [110]. However, over a broader pressure range, this ap-
proximation becomes inaccurate.

In reality, the inter-dimer transfer integral ¢ is significantly more sensitive to pres-
sure than the on-site (intra-dimer) Coulomb repulsion U [96]. Thus, a more accurate
approach is to assume U = const and expand ¢, rather than U/t, linearly with pressure:
t(p) = to[1 4+ v(p — po)], where py is the critical pressure at which the mass diverges in
the BR model, ty = t(pp), and 7 is a proportionality factor. Further, following [123], we
set the correlation strength as: ({) (p) =tk ~ 7—=t—~ = (), [1+7(p — po)] .

£ (p) " to[l+y(p—po)]
Then, the BR renormalization of the effective mass [77],

-1

Me = Mepand [1 - (((13[// ft))())z] ,

can be expressed as

ne

1 -1
M band B <1 N [1 + ’y(p — po)]Z) : (5.2)
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Salt | xCl k-NCS
Me goand (Mo) | 2.07 £0.1 19403
po(GPa) | —0.28+0.04 | —0.29 +0.08

v(GPa™) | 0.77+£0.11 | 0.63+0.28

Table 5.1: Parameters used for fitting the pressure dependence of the effective cy-
clotron mass, ., band (p), for xk-Cl and x-NCS with the BR-like Eq. (5.2).

Here, we substituted the usual quasiparticle effective mass m* and band mass 14,4
used in the original BR theory [77] with the respective cyclotron masses considered in
the Lifshitz-Kosevich theory of magnetic quantum oscillations. This substitution is jus-
tified because the many-body renormalization effects are equivalent in both cases [32].
Despite its relatively simple form, Eq. (5.2) provides an excellent fit to the experimental
data across the entire pressure range, as illustrated by the red dashed line in Fig. 5.9(a),
which represents the fit to the x-Cl data. This fit yields realistic estimates for the key
parameters characterizing the electronic system, as shown in Table 5.1.

The fit to the xk-NCS dataset (Fig.5.9(b)) results in very similar parameters, though
with considerably larger error bars (see Table 5.1). The evaluated band mass is smaller
than the previously calculated value of 2.6m [191], but this difference falls within the
uncertainty of the band structure calculations [192, 193]. The relatively large error bars
in the m,g(p) dependence for x-NCS are primarily due to the low amplitude of the
magnetic-breakdown p-oscillations. To draw more definitive conclusions, additional
measurements at higher magnetic fields (B > 30 T) would be highly beneficial.

The BR critical pressure py obtained in this study is comparable to the value derived
from the simpler low-pressure fit [110], as shown by the dashed straight line in the
inset of Fig.5.9(a). The sensitivity of the electronic correlation strength to pressure is
described by the coefficient 7y (ydp = dt/tp). The experimentally determined vy is ap-
proximately an order of magnitude larger than the value inferred from band structure
calculations [96]. These calculations suggested that the U/t ratio in k-NCS decreases
by only 5 % as pressure increases from 0 to 0.75 GPa, corresponding to 7y =~ 0.07 GPa™.
In contrast, the present analysis yields 7y =~ 0.77 GPa™!, indicating a significant discrep-
ancy between experimental and theoretical results.

A similar disagreement between theory and experiment was previously noted in
data taken within a narrow pressure range near the MIT [110]. This study now con-
tfirms that the discrepancy persists across a much broader pressure range, extending
even to conditions where the effective mass no longer follows an inverse-linear depen-
dence on p and approaches the non-interacting band mass. This suggests that current
theoretical models may underestimate the impact of pressure on electronic correlation
strength, necessitating a re-evaluation of the assumptions underlying these calcula-
tions.

Thus far, we have focused on the cyclotron mass associated with the magnetic-
breakdown B-orbit, which encircles the entire 2D Fermi surface. It is interesting to
compare this with the mass on the classical a-orbit, which involves only one-half of
the charge carriers. Such a comparison may provide insights into the momentum de-
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Figure 5.10: (a) Pressure dependence of the effective cyclotron mass on the « orbit for
k-Cl (purple) and x-NCS (green). The dashed lines are fits with Eq. (5.2). Inset: the
ratio of the B- and a-masses for x-Cl. (b) Interdependence of the effective cyclotron
mass of the B orbit, m, g, and the Fermi liquid coefficient A (from Fig.5.1(b)) plotted on
a double logarithmic scale (black dots). The effective mass is normalized to the band
mass M ppand, While the coefficient A is normalized to its minimum value Apin =
8.3 x 1074 QO cm K~2. The red line represents a linear fit with a slope of 3.3 +0.1.

pendence of electronic interactions. Fig.5.10(a) presents our results for the pressure
dependence of ., (p) in xk-Cl and x-NCS.

For x-Cl, the a-mass is nearly exactly one-half of the p-mass, a relationship that re-
mains virtually independent of pressure. To illustrate this, the ratio mg/mc, is plot-
ted in the inset of Fig.5.10(a). A linear fit to the data (dashed line in the inset) shows
a very slight slope of —0.055 + 0.004 GPa~!, which lies within the experimental error
bars. This weak variation, if it exists at all, may be attributed to the weak pressure
dependence of the band masses. The blue dashed line in the main panel of Fig. 5.10(a)
represents a BR fit based on Eq. (5.2), yielding the fit parameters shown in Table 5.2.

As expected, the band mass m, 4 pang is approximately one-half of the f-band mass
derived above. The other two parameters, pg and v, closely match those obtained for
the B-orbit. Overall, there is no evidence of any significant difference in mass renor-
malization between the a- and B-orbits [194]. Within the experimental accuracy, the
electronic correlations in x-Cl appear to be momentum-independent. For the x-NCS
salt (green triangles in Fig.5.10(a)), the a-mass is about 10 % higher than that of x-CL
This difference is likely due to the larger size of the a-orbit in xk-NCS, resulting in a
higher band cyclotron mass.

The pressure sensitivity <y is nearly identical for x-Cl and x-NCS and is close to the
value obtained from the B-mass fit. The lower py value for the a-orbit might indi-
cate weaker electronic correlations on this part of the Fermi surface. If so, this would
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5 Antiferromagnetic Mott insulator x-Cl

Salt |  x-Cl 1-NCS
Mepand (Mo) | 1.054£0.07 | 1.1840.06
po(GPa) | —0.29+0.04 | —0.33 +0.03

v(GPa™!) | 0.81+0.16 | 0.78+0.13

Table 5.2: Parameters used for fitting m.,(p) for x-Cl and x-NCS with the BR-like
Eq.(5.2).

suggest that correlation effects in k-NCS slightly vary across the Fermi surface, being
weaker on the a-pocket and stronger on the open sheets. However, it is important to
note that the differences in pg are small and comparable with the evaluation error bars.

Knowing the pressure dependence of the effective mass, we can compare it with
the Fermi liquid coefficient A (see Eq.(2.27)) and test the validity of the Kadowaki-
Woods relation (A o (m*)?, see Sec.2.7). Fig.5.10(b) presents the dependence of
the coefficient A on the effective cyclotron mass mg for the f-orbit, plotted on a
double logarithmic scale (black dots). The effective mass is normalized to the band
mass Mcppband = 2.07mp, and the coefficient A is normalized to its minimum value,

Apin =83 x1074QcmK2, ata pressure of 1.5 GPa. The red line represents a linear
fit in the logarithmic scale, yielding a slope of 3.3 & 0.1. This result corresponds to a
cubic dependence of A on m, g, which significantly deviates from the quadratic depen-
dence predicted by the Kadowaki-Woods law. This observation is very interesting and
calls for further experimental investigation and theoretical clarification.

5.7 Angle-dependent magnetoresistance oscillations

The data on the SdH oscillations, presented above, provide information about the size
of the FS and its evolution under pressure. Another important aspect that needs inves-
tigation is the precise shape of the FS within the plane of the conducting layers and its
corrugation in the perpendicular direction.

To gather further information about the FS, we investigated the angle-dependent
magnetoresistance oscillations (AMRO) (see Sec.2.4). Fig.5.11 displays the interlayer
resistance as a function of the polar angle 6 at a magnetic field strength of B = 15T and
a temperature of T = 1.4K. The AMRO data are presented for two pressure values:
0.3GPa (Fig.5.11(a)) and 1GPa (Fig.5.11(b)). For each pressure, measurements were
performed at three distinct azimuthal angles ¢, listed below. A visual representation
of the ¢ and 6 angles with respect to the sample unit cell axes is shown in the inset of
Fig.5.12(b).

e ¢ = 0° (black curves): Corresponding to the field rotation in the ab-plane, where
b represents the interlayer axis and a is the longer in-plane lattice period.

* ¢ = 90° (green curves): Corresponding to the field rotation in the bc-plane, where
c represents the shorter in-plane lattice period.
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@ | 15T, 1.4 K, 0.3 GPa (b)|° '15T,14K, 1.0 GPa .
— p~0° — =~ 0°
— ¢~ 60° — ¢~60°
4l o~ 90° 1 a4} p~90° .
<3 1S
x x |
oL 1 2l 1
V) W
L "\V\/\/\/\u b B ! W .
0 | \ | \ k“‘T/ \ ] . ] O ] , | , ] | \ |
-100 -50 0 50 100 -100 -50 0 50 100
0 (degrees) 0 (degrees)

Figure 5.11: Interlayer resistance as a function of the polar angle (¢) at B = 15T and
T = 1.4K, measured at pressures of 0.3 GPa (a) and 1 GPa (b). Different curves repre-
sent measurements at various azimuthal angles: ¢ = 0° (black), ¢ = 60° (red), and
@ = 90° (green). The zero azimuthal angle (¢ = 0°) corresponds to rotation in the
plane with the longer in-plane lattice period a.

* ¢ = 60° (red curves): Representing an intermediate orientation, which exhibits
the highest in-plane magnetoresistance.

At both pressures, the AMRO data exhibit similar characteristics. Magnetoresistance
peaks are observed at Yamaji angles (see Sec.2.4) and are accompanied by a weak co-
herence peak around 6 = 90°. The AMRO amplitudes observed in our measurements
are significantly stronger than those reported in [108], indicating a higher quality of the
samples. The enhanced amplitude also enables a more accurate determination of the
peak positions. Moreover, the data from [108] show almost no discernible coherence
peak, whereas in our measurements a well-defined peak structure is clearly observed.

5.8 Determination of the Fermi surface

The positions of the AMRO peaks can be fitted using Eq. (2.19) (see Fig.5.12(a)). The
slope of the resulting linear fit (inset of Fig.5.12(a)) yields the coefficient used to calcu-
late k3@, which corresponds to the maximum projection of the in-plane Fermi wave
vector onto the plane of magnetic field rotation.

In case the Fermi surface is not highly anisotropic or does not exhibit pronounced
bending, k3'®* serves as a reasonable approximation for the in-plane Fermi wave vec-
tor kg. Therefore, in the following consideration, we will treat them as equivalent and
neglect any difference between them. A more accurate determination of the Fermi
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Figure 5.12: (a) AMRO curve at 1.0 GPa and ¢ ~ 90°. Arrows indicate the positions of
the peaks used for fitting. Inset: Peak index as a function of the tangent of the 6 angle
(dots) with a linear fit (black line). (b) The wave vector k5 (see Eq. (2.19)) at different
azimuthal angles ¢ at pressures of 0.3 GPa (black) and 1 GPa (red), calculated from
experimental AMRO measurements (dots) and from a effective dimer model with a
corresponding frustration ratio (black and red lines), see Sect.5.3. Inset: Schematic
representation of the sample unit cell axes and the ¢ and 6 angles.

surface geometry is provided in Appendix9. Fig.5.12(b) shows the values of k3™ ob-
tained from the AMRO data at two different pressures: 0.3 GPa (black dots) and 1 GPa
(red dots).

It is evident that an applied pressure compresses the sample, leading to an increase
in the transfer integral and, hence, the bandwidth and the Fermi wave vector. Conse-
quently, at all angles ¢, kr at 1 GPa is expected to be larger than that at 0.3 GPa. How-
ever, the change in kf is not isotropic: pressure enhances kg more significantly along
the longer in-plane lattice period a compared to the shorter lattice period ¢ (Fig. 5.12(b)
inset).

This means that the area of the FS corresponding to the a-orbit, which is determined
by kr at low ¢ angles, grows more significantly than the rest of the FS. As a result, F,
exhibits a more pronounced increase compared to Fg. The increase in the frequency
ratio also indicates an increase in the frustration ratio, leading to a more isotropic FS.
This finding is fully consistent with the results from SAH measurements discussed in
previous sections, where the relative increase of F, with pressure was stronger than
that of Fg.

Using kp(¢) from our AMRO measurements, we can construct the FS shape. Fig.5.13
displays the FS (black dots) at pressures of 0.3 GPa (left) and 1 GPa (right). The FS is
closer to a rectangular shape rather than an elliptical one. Additionally, the shape
becomes more square-like with increasing pressure, and the sharp bending near the
intersection with the Brillouin zone becomes more pronounced. Meanwhile, the arcs
along ky and ky axes become flatter and exhibit an increased tendency for FS nesting.
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Figure 5.13: Black dots represent the in-plane Fermi surface at pressures of 0.3 GPa
(left) and 1 GPa (right), calculated from the AMRO positions. The red and blue lines
correspond to closed (red) and open (blue) Fermi sheets, respectively, calculated from
the SAdH frequencies using the effective dimer model in Sec. 5.3. The black dashed line
indicates the first Brillouin zone.

Furthermore, the FS derived from the AMRO can be compared with that calculated
using an effective dimer model and the SdH frequencies, as discussed in Sec.5.5. In
Fig.5.12(b), the black and red lines represent kr values derived from the effective dimer
model. A comparison between the experimental kg values from AMRO measurements
and the model calculations reveals a generally consistent overall picture, with closely
matching areas for the x- and B-orbits. Fig.5.13 also shows the FS based on the SdH
frequencies. Red lines correspond to the closed pocket, while blue lines represent the
open sheets (in the effective dimer model Eq. (5.1), the gap between the sheets is ab-
sent). The difference between the FS calculated using the effective dimer model and
the FS measured via AMRO is small.

For our calculations, unit cell dimensions from [90] at 15K and ambient pressure
were used. Adjustments for higher pressures were made by accounting for changes in
SdH frequencies (see Sec.5.5), under the assumption of isotropic lattice compression.

Pressure ‘ a(x)[nm] ‘ b(z)[nm] ‘ c(y)[nm] ‘ t'/t
0.3GPa 1.278 2.922 0.832 | 0.64

1.0GPa 1.257 2.874 0.819 0.70

Table 5.3: Unit cell dimensions and frustration ratio of x-Cl. The dimensions of the
unit cell at ambient pressure are taken from [90] and adjusted for higher pressures
(see text).
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All the relevant values are summarized in Table 5.3.

5.9 AMRO simulations

As observed in the AMRO curves (Fig.5.11), the resistance value in a parallel mag-
netic field (6 = 90°) varies significantly for different ¢ orientations, indicating a strong
anisotropy in the resistance. In the following, we refer to this strong phi-dependence
of magnetoresistance in an in-plane magnetic field as an ‘in-plane magnetoresistance
anisotropy’. One possible reason for this anisotropy is the anisotropic shape of the FS
and interlayer transfer integral. Another important factor influencing the resistance
is the scattering rate. It is possible that the scattering rate in our compound is also
anisotropic and may contribute to the observed resistance anisotropy. To disentangle
the contributions of the Fermi wave vector and the scattering rate to the resistance
anisotropy, we perform numerical calculations.

Following the methods outlined in [49, 195, 196], the 6- and ¢-dependent interlayer
magnetoresistance can be computed using the FS shape and energy dispersion. To
achieve this, we calculate the interlayer conductivity by solving Eq. (2.14) within the
relaxation time approximation, which leads to the Chambers expression

=2 / Pk(0 ( ) / dt o, [k(t)]e"'7, (5.3)

where f represents the Fermi dlstrlbutlon function, T denotes the electron scattering
time, and the first integral is taken over the electron wave vector k(t = 0), which serves
as the initial condition for determining k(). The electrons circle around the Fermi sur-
face along closed orbits obtained by intersecting the Fermi surface with planes perpen-
dicular to the magnetic field. These planes are labeled by the component k| of the
electron wave vector parallel to the magnetic field. Consequently, the integral can be
evaluated over the period of the motion on the orbit, T [195]:

o — OH ! [ ax /Tdtv[k(t)]/Tdt'v[k(t—t')]e—f’/T
= 4m3nlcl —exp(—T/7) bl fo 772 0 : '

We can switch from integration over time to integration over the position on the
orbit. The integration time is related to the angle ¢ of the position on the FS as d¢ =
we cos(0) dt, with 27t = w, cos(0)T. Fig.2.3 illustrates the electron orbit, shifted by k2
from k, = 0, where k? is related to the Fermi wave vector component parallel to the
field, given by k| = kY cos(6). Then, we can rewrite the equation as

2 27
o= M / By [ dgoali(g

4731w, cos(0) 1 — exp(— 27r/ we cos (0

. (5.4)

< [ dg oulk(g — ¢ ex (i)

wecos(0)T

We can derive the velocity component v;[k(t)] from the Lorentz equation of mo-
tion: hidk/dt = e[v x B], where the velocity is given by v = de/hdk, and the en-
ergy dispersion is €(kx, ky, k) = €(kx, ky) + €1 (k;). Assuming the interlayer dis-
persion is isotropic €, (k;) = —2t, cos(k.d), where d is the interlayer distance, we
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5.9 AMRO simulations

obtain v;(k;) = de | /hok, =2t dsin(k,d)/h. The value of k, can be determined
from the geometrical relationship given by Eq.(2.17). In these equations, ¢ rep-
resents the angle between the magnetic field rotation plane and the x-axis (B =
B(sin(0) cos(¢),sin(0) sin(¢),cos(0))), while ¢ and ¢’ are dimensionless variables
used to integrate electron motion over the FS. The term k(¢ — ¢) cos(¢) corresponds
to the projection of the in-plane electron wave vector onto the in-plane component of
the magnetic field. Note that this geometrical relationship neglects the FS warping in
the z-direction, which is justified as long as | < €. Eq.(2.17), along with the ex-
pression for v, (k;), can be inserted into Eq. (5.4) for the integration over kY. Using the
trigonometric identity 2 sin(a) sin(b) = cos(a — b) — cos(a + b), the Chambers equation
simplifies to its final form:

eZmqt? d 1 2 2
02z(0, @) = — /0

2w, cos(9) 1 — exp(—27/wccos(0)T) 4¢ 0 dg’x
cos(dtan(8) k(9 — ) cos(¢) — ke(p — ¢/ — ) cos(p~ ¢ D exp (-t )59

wecos(0)T

It is possible to numerically integrate Eq. (5.5) for different angles 6 and ¢, with the
cyclotron frequency and scattering parameter w.T serving as variable parameters. The
calculations were performed using the in-plane Fermi wave vectors kg(¢) obtained
from the AMRO measurements and unit cell sizes corresponding to a pressure of
0.3 GPa. The resultant resistivity, calculated as the inverse conductivity Eq. (5.5), and
normalized to its value at a polar angle close to 6 = 0, is shown in Fig.5.14. Calcula-
tions were carried out up to angles of 6 = 75°. At higher angles, the integration orbit
becomes a highly elongated "ellipse," which prevents an accurate numerical integra-
tion with our resolution (1°).

For a fixed azimuthal angle ¢ = 0°, Fig. 5.14(a) displays the calculated AMRO curves
(solid lines) at different values of w,.T, normalized to the value at the perpendicular ori-
entation, R(6 = 0°). The amplitude of the oscillations increases with the parameter w,T
[195]. A comparison with the experimentally measured AMRO (dashed line) at ¢ = 0°
allows us to roughly estimate the parameter w,7. The ratio of the amplitudes of the an-
gular oscillations to the background results in a value of w,T = 2.4 & 0.2. On the other
hand, w,T can also be estimated from the Dingle temperature measurements in these
samples [110], where Tp = 0.7 K was obtained. Using the relation: w,T = % . %,
we estimate w,T ~ 1.2. The estimate from the Dingle temperature is roughly one-
half of that obtained from the AMRO simulations. The agreement between the two
values is quite good, considering the various factors that could contribute to stronger
deviations. The main possible reason for the discrepancy is that scattering in SAH oscil-
lations is much more sensitive to small-angle scattering, whereas transport scattering
is largely insensitive to these factors (this was also discussed in Sec.3.9). Another pos-
sible reason is that we used kj3'®* rather than the actual Fermi wave vector kg. While
k3® is close to kg, they are not exactly the same, as mentioned earlier (comparison of
ke and k%i** is given in Appendix9).
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Figure 5.14: (a) Calculated angle-dependent magnetoresistance for different values of
w,T (solid lines) compared to the experimentally measured R(6) dependence at 15T
and 1.4K (dashed line). Both the experimental and calculated curves correspond to
an azimuthal angle of ¢ = 0°. (b) Calculated angle-dependent magnetoresistance
curves for w.T = 2.0 at different azimuthal angles ¢ (solid lines), compared to experi-
mentally measured curves for ¢ = 0° and ¢ = 90° (dashed lines). In both graphs, the
magnetoresistance is normalized to the resistance at 6 = 0°.

5.10 In-plane magnetoresistance anisotropy

For a fixed parameter w.T = 2.0, we calculated AMRO for different azimuthal angles
¢ (Fig.5.14(b), solid lines). The background resistance at 6 — 90° increases with ¢,
reaching a maximum at approximately ¢ = 40°, followed by a subsequent decrease.
Notably, the calculated value at ¢ = 90° is higher than that at ¢ = 0°, which is quali-
tatively consistent with the experimental observations. The dashed line in Fig.5.14(b)
show the measured AMRO curves for ¢ = 0° (black) and ¢ = 90° (red).

The calculations for ¢ = 0° (Fig.5.14(b), black solid line) yield values higher than
the experimental results (black dashed line), whereas the calculations for ¢ = 90° (red
solid line) are significantly lower than the experimental results (red dashed line). This
discrepancy cannot be explained by simply introducing an additional scaling coeffi-
cient or by increasing the parameter w,t.

Overall, the dependence on ¢ in the calculations is weaker than in the experimental
results. Fig.5.15(a) shows the resistance at § = 70° for various ¢ angles, normalized
to the resistance at the same 6 and ¢ = 0° (global minimum). The peak resistance for
w,T = 2.0 (red dots) is smaller than that for w.t = 2.5 (green dots), indicating that
an increase in w,T leads to a higher peak resistance and greater anisotropy. However,
for both sets of calculations, the resistance peaks are significantly smaller than those
observed in the experimental measurements. This discrepancy may arise from approx-
imations in the calculation model, such as neglecting the anisotropy of the FS warping
or inaccuracies in the Fermi wave vectors used. Another plausible explanation is an
anisotropic scattering rate, where different values of w.T are assumed on the open and
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Figure 5.15: (a) Azimuthal angle ¢-dependence of magnetoresistance at a polar angle
f = 70°, measured at B = 15T, T = 14K, and pressure p = 0.3 GPa (black points).
Calculations are shown for scattering rates w.t = 2.5 (green dots) and w.T = 2.0
(red dots). (b) Azimuthal angle ¢-dependence of magnetoresistance extrapolated to
a polar angle 0 = 90°, measured at B = 15T and T = 1.4K for pressures 0.3 GPa
(black dots) and 1.0GPa (red dots). Resistances in both graphs are normalized to
their minimum values at ¢ = 0°.

closed Fermi surface sheets. Additionally, Ref.[197] reports enhanced antiferromag-
netic fluctuations in the regions where the FS intersects the Brillouin zone boundary,
which may further increase scattering in those areas.

Despite changes in the FS and resistance caused by increasing pressure from 0.3 GPa
to 1.0GPa, the ¢-dependent normalized resistance for in-plane magnetic field orien-
tations remains practically the same (Fig.5.15(b)). From the analysis in the previous
section, only a small change in the anisotropy of the FS is observed. Consequently,
the anisotropy of the scattering rate is also likely to exhibit minimal variation across
different pressures.

The data in Fig.5.15 show a maximum in the resistance at ¢ ~ 60°. This ¢ value is
close to the maximum of the Fermi wave vector kg(¢), as measured from the AMRO
and obtained from the effective dimer model calculations (Fig.5.12(b)). According to
the AMRO, this region of the FS clearly exhibits a stronger curvature. In [195, 198],
it was shown that in a magnetic field parallel to the layers, regions of the FS where
the tangent is perpendicular to the field dominate the conductivity. When this area
has a small curvature, meaning it is relatively flat and large, the conductivity is large,
leading to low magnetoresistance. Conversely, when the curvature is strong, the area
with a tangent perpendicular to the field is narrow, resulting in a lower conductivity
and a higher resistance.

This explanation is consistent with our FS shape and magnetoresistance anisotropy.
When the field is aligned along the main crystallographic axes, the curvature in these
regions is weak, leading to a minimum in resistance. At intermediate field orienta-
tions, the curvature increases, reaching a maximum at orientations close to ¢ ~ 50°,
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Figure 5.16: (a) AMRO curves at p = 1.4GPa, B = 15T, ¢ = 45°, and temperatures
1.4K (black) and 8K (red). Blue lines indicate the extrapolation of resistance to 6 =
90° for 1.4K. (b) Azimuthal angle ¢-dependence of magnetoresistance at 6 = 90°,
p = 0.14GPa, and different temperatures. For 1.4K, the value was extrapolated as
shown in panel (a).

where the resistance also reaches a maximum. Meanwhile, the maximal curvature of
the FS (close to ¢ ~ 50°) appears to increase with pressure (Fig.5.13). However, the
anisotropy at both pressures remains practically the same (Fig.5.15(b)), suggesting ei-
ther an imprecision in the FS determination or the influence of an additional dominant
mechanism in the formation of magnetoresistance anisotropy.

Fig.5.16(a) presents R(0) curves measured at temperatures 1.4 K (black) and 8 K (red)
and at a pressure of 0.14 GPa. At 1.4K, a magnetic field of 15T is not sufficient to fully
suppress superconductivity when the field is oriented parallel to the layers, resulting
in a superconducting transition. Therefore, we extrapolated the resistance linearly to
estimate its value at 8 = 90° (blue lines). This resistance can be estimated for different
@ orientations. Similar to the observations in [108], the amplitude of AMRO decreases
with decreasing pressure. This behavior may be attributed to a reduction in the inter-
layer transfer integral or to the system becoming less metallic as it shifts closer to the
MIT.

Fig.5.16(b) shows the ¢-dependent magnetoresistance at 6 = 90° for different tem-
peratures. The magnetoresistance measured at 1.4K and 8K (black and red dots, re-
spectively) are nearly identical. This behavior was previously reported for other or-
ganic salts and quasi-2D materials in [196, 198-200], where it was shown that the con-
ductivity in a moderate magnetic field (w.T 2 1), applied parallel to the conducting
layers, becomes largely independent of the scattering rate. Specifically, the conductiv-
ity at 6 = 90° is described by o (6 = 90°) o 0/ (w,T), where the zero-field conductivity
0p is proportional to the scattering time 7. Consequently, in this regime, the magne-
toresistance exhibits only weak temperature dependence. At elevated temperatures,
however, the scattering time T decreases, the condition w.T 2 1 is no longer satisfied,
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and the magnetoresistance becomes more strongly temperature dependent.

Starting from 15 K (green dots), the magnetoresistance anisotropy begins to decrease.
The local minima at ¢ = 0° and ¢ = 90° increase, while the local maximum at ¢ = 60°
diminishes and shifts toward ¢ = 90°. At 23K (blue dots), the local maximum fully
shifts to ¢ = 90°, and the anisotropy decreases to approximately 40 %. By 32K (light
blue), the magnetoresistance anisotropy decreases further down to 18 %.

5.11 Coherence peak

For magnetic field orientations around parallel to the sample layers, we observed the
coherence peak, as previously introduced in Sec.2.5. Overall, the coherence peak
shapes at both pressures, 0.3 GPa (Fig.5.17(a)) and 1.0 GPa (Fig.5.17(b)), were quite
similar. However, the peak shape varied with the gp-angle. At angles close to ¢ = 0°
(Fig.5.17(a) and Fig.5.17(b), black curves), the coherence peak was well-defined, ex-
hibiting a clear local minimum associated with self-crossing orbits, followed by a pro-
nounced local maximum. As the g-angle increased, the local minimum near the base
of the peak disappeared. Additionally, the height of the coherence peak progressively
decreased. These factors rendered the coherence peak nearly indistinguishable at ori-
entations close to ¢ = 45° (blue curves), where determining the peak width became
impossible. Instead of the peak, we observed a pronounced triangular "hill’. It is doubt-
ful that the observed triangular-shaped feature represents a true coherence peak; it is
more likely associated with self-crossing orbits.

The different coherence peak shapes may be attributed to the complex topology of
the FS. In [185], two types of closed orbits were identified for k-NCS: those occurring
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Figure 5.17: The 6-dependence of the resistance, normalized to the resistance at 6 =
90° and vertically shifted for clarity, is shown for pressures of 0.3 GPa (a) and 1.0 GPa
(b) at various azimuthal angles ¢. Similar colors correspond to similar ¢ values.
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Figure 5.18: The 0-dependence of the resistance, normalized to the resistance at § =
90°, for p = 0.3GPa and ¢ = 0°. Arrows indicate two methods used for determining
the peak width: (blue) through the intersection of tangents of the peak slope and
base (6 ~ 1.2°). (red) through the base of the slope (6. ~ 2.5°). (b) Coherence peak
width dependence on the azimuthal angle ¢ at a pressure of 0.3 GPa. The analysis
was performed using the method corresponding to the base of the slope of the peak,
as indicated by the red arrows in panel (a).

in the relatively flat regions and those in more highly curved regions of the FS. The
authors associated the variation in coherence peak shapes in k-NCS with the influence
of these distinct orbit types.

At orientations near ¢ = 90°, the coherence peak reappeared (pink curves) but with
a significantly reduced height and width. This made a precise determination of the
peak width more complicated and increased its uncertainty. Fig.5.18(a) shows two
methods for estimating the coherence peak width. Blue arrows indicate the intersec-
tion of the tangents of the peak slope and base (6. ~ 1.2 4 0.2°), while red arrows
indicate the start of the peak slope (6. ~ 2.5+ 0.4°). In this work, we employed the
second method, determining the peak width from the base of the slope.

Fig.5.18(b) shows the peak width at different ¢ orientations for p = 0.3GPa. The
strong anisotropy of the peak width suggests an anisotropy in the interlayer transfer
energy €| and a more complex energy dispersion than what we used in the AMRO
simulations. This anisotropy of interlayer energy could be one of the main reasons for
the mismatch between the anisotropies in the calculated and experimentally measured
magnetoresistance R(¢).

As we can reliably determine the width of the coherence peak at ¢ = 0°, we can
compare these values at different pressures. All utilized and calculated values are
presented in Table 5.4. The peak widths for the two pressures, 0.3 GPa and 1.0 GPa,
are approximately 6. ~ 2.4 £ 0.4° and 3.1 £ 0.5°, respectively. These values can be
recalculated into the ratio of the interlayer transfer integral and Fermi energy using
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p(GPa) | F(T) | dinm) | kp(nm™) | mc(mo) | Ep(eV) | 0.(°) | £ /Ep | t1 (meV)
0.3 |3900 | 1.461 3.14 4 011 |[25+04]0.0091] 1.0+0.2

1.0 3990 | 1.437 3.29 2.8 0.16 |31£05|0.0114 | 19+£0.3

Table 5.4: Calculated values of t | along with all parameters required for its evaluation.
The SdH frequency F, effective cyclotron mass m,, interlayer distance d, and Fermi
wave vector kg were taken from previous sections. For details on the calculation of
the Fermi energy Er and the interlayer transfer integral ¢ | , see the main text.

Eq.(2.21). The estimation gives ratios of 0.009 and 0.011 for pressures 0.3 GPa and
1.0 GPa, respectively. To calculate t |, we estimated the Fermi energy using the SdH
oscillation frequency, assuming a parabolic energy dispersion and an effective mass
equal to the cyclotron mass. Thus, we obtain ¢ ;| (0.3 GPa) ~ 1.0meV and ¢, (1.0GPa) ~
1.9 meV. The values of the interlayer transfer integral increase with pressure, which is
consistent with the squeezing of the layers and improved interlayer coupling.

The estimated t | values are an order of magnitude larger than those in x-Br (0.1 meV)
[103, 184] and x-NCS (0.04 meV) [185], measured at ambient pressure. This difference
may arise from either a real difference in t, or imprecision in the determination of
Er, where we assumed a simple parabolic dispersion. All the parameters used for the
calculations are provided in Table 5.4.

The ratio of the interlayer transfer integrals can be used to estimate the ratio of the

2
z E?ggigg = % (%) ~ 2.7. This value is close to

R(0.3GPa) __
R(1.0GPa) ~~ 2.0.

residual resistances using Eq. (3.5):

the experimental result (Sec.5.1) from R(T) curves:

5.12 Beating pattern in Shubnikov-de Haas

oscillations

In the previous sections, we discussed SdH oscillations in magnetic field sweeps and
angle-dependent magnetoresistance oscillations. Now, we can combine these two
methods to investigate SAH oscillations in a tilted magnetic field. As shown in Fig. 5.3,
beat nodes appear in the SAH oscillations, with their positions shifting under pressure.
There are several possible causes for beats, including warping of the FS, a magnetic-
field-dependent spin-zero effect, or a slightly misoriented bicrystal. We consider the
most likely origin to be the warping of the FS, as also proposed in Sec. 2.6. In this case,
the beat frequency depends on the difference between the extremal FS cross-sectional
areas, which changes when measuring SdH in a field tilted by an angle 6. Fig.5.19(a)
shows SAH oscillations with beat nodes at various 0 angles. As the magnetic field is
tilted, the positions of the nodes shift toward lower fields. The angular dependence of
the beat frequency is discussed in Sec. 2.6 and is given by Eq. (2.23), which is recalled

here:
AF,

AF =~
cos(6)

Jo (k]:d tan(@) ) .
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Figure 5.19: (a) Magnetoresistance field sweeps at different angles 6 for a pressure of
1.0GPa and a temperature of 0.5K. Arrows indicate the positions of the nodes. (b)
f-angle dependence of the node positions (black dots) fitted using Eq. (2.24) for differ-
ent node indices (lines). (c) Pressure dependence of the ratio between the interlayer
transfer integral and the Fermi energy, ¢, /Er, obtained from the angle-dependent
measurements (red dots) and from the data presented in Fig. 5.3(a), obtained in a per-
pendicular field (black dots).

In this equation, d is the interlayer distance, ]y is the zero-order Bessel function, and
AF, is the beat frequency in a perpendicular field. Further, the beat frequency can
be converted into the node position by inserting it into the beat oscillation condition:
cos(7tAF/B — 1t/4) = 0. The positions of the nodes at different polar angles are given
according to Eq. (2.24) as
_ AAF
" an+3

We can fit the 8-dependence of the node positions using this equation, treating AF, as
a fitting parameter.

Fig.5.19(b) shows the positions of the nodes at different 6 angles for a pressure of
1 GPa. Our fits reveal four possible nodes within the entire range of , and the nodes
in the perpendicular orientation correspond to node indices n = 2 and n = 3. The fits
yield beat frequencies of AFy = 28 T and AFy = 39 T for pressures of 0.3 GPa and 1 GPa,
respectively. Knowing the SdH frequencies at these pressures, we can estimate the FS
warping using the relation: t, /Ep ~ AF/4F, which yields values of 0.18 % and 0.24 %
for these pressures.

The node indices can also be used to analyze the data in a perpendicular field

from Sec.5.2 (Fig.5.3). Using the positions of both nodes, we can estimate AFy from

Eq. (2.24): Ba(p) — Ba(p) ~ ol _ 280p)  0,097AF)(p). We can estimate the

FS warping at different pressures from AFy(p). Fig.5.19(c) shows the dependence of
t, /Er on pressure, extracted from both the pressure measurements (black dots) and
the angle-dependent measurements (red dots). Both results are consistent. Due to the
absence of low-field nodes at some pressures (because of a low SAH amplitude), some
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5.13 Scattering rate and Dingle temperature

points from Fig. 5.3 are missing in Fig. 5.19(c).

We can extrapolate Fig.5.19(c) to ambient pressure, yielding a ratio of t; /Egr =
0.15 %. This value is close to the previously measured t | /Er = 0.2 % for x-Br [103, 184].
Using the effective mass and frequency determined in Sec. 5.5 and Sec. 5.6 (m. ~ 6.5m
and F = 3840T), we estimate the ambient pressure interlayer transfer integral as:
t; = 0.1meV, with Eg = 800K. This value is consistent with the estimate for x-Br
(t; = 0.1meV) [103, 184] and higher than in xk-NCS (t; = 0.04 meV) [185], both mea-
sured at ambient pressure.

One can see that the t | /Er ratio determined from the beat node positions is several
times smaller than that derived from coherence peak width measurements in Sec.5.11.
This discrepancy could arise from the approximate character of both approaches. Ad-
ditionally, the beat measurement method calculates t | based on the difference between
the minimal and maximal Fermi surface cross-sectional areas, meaning it accounts for
the warping averaged over the entire FS. In contrast, the coherence peak measurement
method probes the local warping of the Fermi surface in the in-plane direction corre-
sponding to a given azimuthal angle ¢, and in Sec.5.11, we considered the maximum
values of 6.(¢).

5.13 Scattering rate and Dingle temperature

From the SdH oscillation amplitude, we can analyze the scattering rate in the system.
To achieve this, we fit the SdH amplitude dependence on magnetic field using the Din-
gle damping factor, given by Eq. (2.11). In the perpendicular magnetic field orientation,
titting the field-dependent amplitude is more complicated and less precise, as we must
account for the amplitude modulation due to beating, described above. In this case,
the fitting formula can be expressed by as

A(B) x VBexp (_KgTD) cos (n% - %) . (5.6)

However, the beats disappear at field orientations near an AMRO maximum, making
the fitting procedure more straightforward. Therefore, we can estimate the scattering
rate at different orientations and compare the results.

Fig.5.20(a) shows the amplitude of the oscillations for two samples at different orien-
tations. Both samples exhibited almost the same dependence R(¢) in a magnetic field
parallel to the layers. Sample 1 was measured at ¢ = 60° under two orientations: the
perpendicular orientation at & = 0° (black dots) and at the AMRO peak orientation at
8 = 29° (green dots). The corresponding Dingle temperatures were determined to be
approximately 0.9 + 0.1 K and 0.72 & 0.02 K, respectively. These values are close to our
previously reported values at different pressures [110] (Fig. 5.20(b)).

Determining the Dingle temperature at @ = 0° is more complicated due to the pres-
ence of nodes and an additional damping factor related to beats. Therefore, we believe
that the 30 % difference in the Dingle temperature is a reasonable error bar for such esti-
mations, and we consider the Dingle temperature to be essentially independent of the
f-angle. We adopt the value obtained at the AMRO peak for simplicity and accuracy,
as its determination is more straightforward.
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Figure 5.20: (a) Field dependence of the amplitude of SdH oscillations. Sample 1 was
measured at ¢ = 60° (close to the maximum of R(¢), Fig.5.15(b)) and at polar angles
6 = 0° (black dots) and 6 = 29° (green dots). The Dingle fit curves have parameters
Tp = 09K (red) and Tp = 0.7K (blue), respectively. Sample 2 was measured at
¢ = 20° (close to the minimum of R(¢)) and 6 = 26°, with a Dingle fitting curve
using Tp = 1.35K (pink). (b) Dingle temperature for Sample 1 obtained from SdH
measurements in a perpendicular field, at different pressures, from [110].

Sample 2 was measured at ¢ = 20°, corresponding to the AMRO peak orienta-
tion (blue dots in Fig. 5.20(a)). The Dingle temperature in this case was approximately
1.35 £+ 0.05K, nearly twice as high as that of Sample 1. This difference is unlikely to be
attributed to variations in sample quality, as the resistance anisotropy was practically
identical for both samples. Additionally, Sample 1 showed similar Ty, at different 6 ori-
entations, indicating that the Dingle temperature depends only weakly on 6. Based on
this observation, we suggest that this difference in the Dingle temperature is related to
the g-orientation. As discussed in Sec5.9, when we increase the 8 angle, the dominant
contribution to the conductivity is given by the part of the FS with a tangent perpendic-
ular to the field direction (or, for simplicity, the wave vectors on the FS with the same ¢
as the magnetic field direction). With this in mind, the azimuthal angles ¢ = 20° (near
the global minimum of R(¢)) and ¢ = 60° (near the maximum of R(¢)) correspond to
Dingle temperatures of 1.4K (0.8 x 10712s) and 0.7K (1.6 x 10~!2s), respectively. This
suggests that the scattering time along the main axes is shorter than in intermediate
orientations.

This observation appears counterintuitive, given the presence of a gap in the Fermi
surface near ¢ ~ 50°. Furthermore, the suggested anisotropic scattering is at odds
with the strong anisotropy observed in the magnetoresistance. At intermediate values
of ¢, we observe a higher parameter w,7, which would typically result in a reduced
magnetoresistance (Fig. 5.14(a)). However, this discrepancy may be reconciled by con-
sidering a strong anisotropy in the interlayer transfer integral, as discussed in Sec. 5.11,
which could compensate the magnetoresistance anisotropy for the scattering rate.
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5.14 Spin-splitting zeros and g-factor

As we saw in Sec.5.2, the amplitude of SdH oscillations, A,B(p), exhibits a non-
monotonic dependence on pressure, with minima occurring at approximately 0.2 GPa
and 0.9GPa. The amplitude variations are primarily influenced by the decrease in
the effective mass m, with pressure and its impact on the different damping factors in
Eq. (2.8). For the temperature and Dingle damping factors, the SAH amplitude expo-
nentially increases as the effective mass decreases. Conversely, for the spin-splitting
damping factor (see Eq.(2.12)), changes in the effective mass can either increase or
decrease the amplitude. Therefore, it is reasonable to attribute the nonmonotonic be-
havior and the observed minima in the SdH amplitude to the influence of the spin-
splitting factor, as discussed in Sec.2.2. According to Eq.(2.12), the SAH amplitude
can be strongly suppressed when the spin-splitting damping factor approaches zero,
Rs ~ 0. This occurs when the condition 5545 ~ Z + 7tn (withn = 0,1,2, ...) is satisfied.
This condition can be achieved either by varying gy, as in the pressure-dependent
experiments, or by changing the tilt angle 0. In the latter case, the SAH oscillation
frequency will also change according to the geometric relation F(0) = Fy/ cos(6), as
illustrated in Fig. 5.21(a).

Fig.5.21(b) and Fig.5.21(c) show the 6-dependent FFT amplitude of the SAdH pB-
oscillations (black dots) in the magnetic field range of 14T to 15T for pressures of
0.3GPa and 1.0GPa, respectively. The data reveal distinct angles where the ampli-
tude is strongly suppressed. However, not all amplitude minima correspond to spin-
splitting zeros; some result from a beat node entering the observed field range, as dis-
cussed in the previous section. For example, the minimum at 1 GPa and 6 ~ 20° is
caused by a beat node, as identified from a wider field sweep.

@ |036Pa 05k (b) ©
= Frequency
Fit Fy/cos(0) 10 F 10
6T with F,=3880T) § | —
2 2
—_ c c
= 3 > \
x~ ; . 1F E
w5l "% g -\Beating b
=1E - effect \
< <
0.1 Spin-splitting zeros
al 0.3 GPa, 0.5K 1 GPa, 0.5K
—=u— 2 orbit amplitude —=— 2 orbit amplitude
) , , "y Fit LK (g = 2.15) | , 0.01 Fit LK (9 =242) | .
0 20 40 "0 20 40 60 ) 20 40 60
6 (degrees) 0 (degrees) 6 (degrees)

Figure 5.21: (a) Angular dependence of the frequency of the B-oscillations (black
points) fitted with the equation F(0) = Fycos(f) (red line) at a pressure of 0.3 GPa
and a temperature of 0.5K. (b) Angular dependence of the FFT amplitude of the
B-oscillations in the field range 14T to 15T at 0.5K (black dots), fitted with the LK
formula Eq. (2.8), incorporating the spin-splitting damping factor Eq. (2.12) (red line)
for a pressure of 0.3 GPa. (c) The same dependence as in (b), but for a pressure of
1.0 GPa (black dots) with the corresponding fit using the same LK formula (red line).
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The amplitude of the oscillations can be fitted using the LK formula, incorporating
the spin-splitting damping factor Rs (Eq. (2.12)). In this fitting process, a higher prior-
ity is assigned to the positions of the zeros rather than the absolute amplitude values
(Fig.5.21(b) and Fig. 5.21(c), red curves). The fit yields g-factor values of g ~ 2.15 £ 0.02
and g ~ 2.42 £ 0.02 for pressures of 0.3 GPa and 1.0 GPa, respectively. These values are
higher than those reported for x-Br (¢ ~ 1.5 in [103, 184]) and x-NCS (g ~ 1.6 in [39]).

Additionally, these g-factor values are higher than the free electron value (g = 2)
and also exceed the values obtained from ESR measurements (gs ~ 2) for x-Br [201].
However, ESR measurements do not account for electron-electron interactions, which
are significant in our case. Under pressure, the g-factor increases by 13 %, while elec-
tronic correlations and the effective cyclotron mass decrease by approximately 30 %.
In a standard Fermi liquid regime, both m. and g are expected to increase upon en-
hancing interactions. However, in our case, the effective mass decreases with pressure,
whereas the g-factor increases. This phenomenon has also been observed in some or-
ganic conductors [202]. From m. and g, we can estimate the interaction coefficients of
the FL theory. The effective mass m. is proportional to the FL interaction coefficient,
following the relation: m. = mpangq(1 + Ag). Under pressure, this coefficient changes
from Ap = 0.93 at p = 0.3GPa to Ap = 0.35 at p = 1.0 GPa. Meanwhile, the g-factor
is inversely proportional to the coefficient By: ¢ = ¢s/(1 4+ By), as given in [32], with
By changing from —0.07 to —0.17 within our pressure range. A possible reason for the
increasing g-factor may be that, while pressure suppresses antiferromagnetic ordering,
the system enters a metallic (paramagnetic) phase in which spin degrees of freedom
are less constrained. As a result, ferromagnetic spin fluctuations may be enhanced,
leading to an increase in the effective g-factor [61, 203].

To summarize this chapter, we have conducted a comprehensive investigation of
pressurized x-Cl, including both SdH oscillation and AMRO measurements. From the
SdH oscillations, we determined the frequency and effective cyclotron mass of the a-
and B-oscillations in ¥-Cl and compared them with those of k-NCS from [178]. The
observed effective masses are similar for both salts in their metallic ground states,
implying a similar correlation strength. The pressure dependence of the mass can
be perfectly fitted using a BR-like formula. The fit reveals an effective band mass of
Mcpband = 2.1m, a sensitivity of the transfer integral to pressure of v = dt/todp ~

0.8GPa!, and a BR critical pressure of p. ~ —0.28GPa. The similar correlation
strength values imply that chemical substitution in these two salts cannot be attributed
solely to a “chemical pressure’ effect.

The determined SdH frequencies enabled us to estimate the frustration ratio in x-Cl
and x-NCS. A comparison of the two salts revealed a significant difference in ' /t. At
ambient pressure, the frustration values are 0.58 for x-Cl and 0.69 for xk-NCS. Moreover,
the application of 1.5 GPa of pressure increases the frustration ratio by more than 20 %
for both salts. This finding implies that pressure strongly affects not only U/t but
also t'/t. Therefore, these results highlight the dominant role of spin frustration in the
‘chemical pressure’ effect and in determining the ambient-pressure ground state for
these two salts.
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The AMRO measurements allowed us to determine the in-plane anisotropy of mag-
netoresistance and the FS of x-Cl. According to our AMRO simulations, the curvature
of the determined FS alone does not explain the strong magnetoresistance anisotropy,
which can be caused by a strong anisotropy of the interlayer hopping or the presence
of an anisotropic scattering rate. Near the field orientation parallel to the sample lay-
ers, we observed a coherence peak with a width < 2.5°, and gave the corresponding
t, /Er ~ 0.01. The width of the coherence peak is also strongly anisotropic, reveal-
ing a significant dependence of the interlayer transfer integral on the in-plane Fermi
wave vector. Additionally, ¢, /Er was determined from SdH oscillation beats at dif-
ferent field tilt angles. At ambient pressure, t; /Er ~ 0.15% and increases with pres-
sure with an absolute rate 0.1 %/GPa. Ambient pressure interlayer transfer integral is
t; ~ 0.1 meV. From the SAH amplitude at different field orientations, we determined
the g-factor, which is 2.15 at p = 0.3 GPa and increases with pressure, even though
electronic correlations decrease.

From this systematic analysis of x-Cl and its comparison with k-NCS, we can draw
a general perspective on electronic correlations in x-salts. We observed the evolution
of correlation strength and the frustration ratio under pressure and their roles in the
ground-state formation. Additionally, we discussed the in-plane Fermi surface shape,
the interlayer transfer integral, and their influence on the electronic transport. In the
next chapters, we will examine two other x-salts, compare them with x-Cl, and attempt
to identify similarities and differences. Therefore, this chapter, with its comprehensive
investigation, will serve as a foundation for further discussions.
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6 Influence of thermal history on
K-salts

In this chapter, we investigate x-Br, x-Cl, and their deuterated analogs x-dg-Br and «-
dg-Cl with varying thermal histories. The results for the x-hg-Br and x-dg-Br salts will
be presented side by side, allowing for a simultaneous comparison of their properties.
The results on x-Cl will be discussed at the end of the chapter. The chapter begins
with an overview of the influence of different thermal treatments on the ground state
(see Sec. 3.7 for a detailed introduction). This state is characterized by different confor-
mations of the BEDT-TTF molecules with ethylene end groups (EEG). The change of
EEG conformations and their occupational probabilities [Eclipsed (E) and Staggered
(S) conformations] will be monitored through resistance measurements over time and
temperature. This analysis, which includes evaluation of the residual resistance and
superconducting critical temperature, will enable us to estimate the EEG conformation
occupations and locate them on the phase diagram. Additionally, we will present mea-
surements in a magnetic field to directly probe the electronic properties of different
states and compare them with the resistive measurements.

6.1 Effect of thermal treatment

According to previous experimental reports and calculations, the EEG undergoes a
glass-like transition at approximately Ty ~ 75K, where the relaxation rate is around
t ~ 100s [149, 167, 204, 205]. To achieve different occupational states, we either need
to cool the samples rapidly through this temperature range (quenching) or hold them
at temperatures slightly lower than T, for an extended time period (annealing).

Figures 6.1(a) and 6.1(b) show R(T) curves for fully hydrogenated «-hg-Br (hg stands
for 8 hydrogen atoms in BEDT-TTF molecule) and fully deuterated x-dg-Br (dg stands
for 8 deuterium atoms in BEDT-TTF molecule) salts for the states with different cool-
ing histories. Since the two salts occupy slightly different initial positions on the phase
diagram, they require different thermal treatments to alter their resistive behavior. For
x-hg-Br, which is more metallic, a high cooling rate is necessary to shift it closer to the
metal-insulator transition (MIT) region. In contrast, x-dg-Br, is already positioned in
the phase-coexistence region of the MIT in the annealed state [126, 127, 146]. There-
fore, it requires much slower cooling and prolonged annealing to move it toward a
more metallic state. For both compounds, the resistance first increases as they are
cooled from room temperature. Below T, the resistance curves diverge from each
other depending on the cooling rate. In the temperature range of 40 — 60K, the re-
sistance reaches a peak value before rapidly decreasing. Both compounds undergo a
superconducting transition at temperatures between 10 — 13K.
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Figure 6.1: R(T) curves of x-hg-Br (a) and x-ds-Br (b) with different cooling rates
through the glass transition temperature T, ~ 75K. The left scale shows the resis-
tance of samples, while the right scale shows resistivity. Insets display the resistance
at low temperatures on an enlarged scale. Curves in different colors correspond to
different cooling regimes through the glass transition temperature (see text).

The thermal history is readily reflected in the transport properties of the samples.
For both compounds, annealing (blue curves) leads to the lowest residual resistance
and a higher superconducting transition temperature. In contrast, quenching a higher
fraction of the EEG in the metastable (S) conformation leads to an increased low-
temperature resistance and a decreased T.. For x-dg-Br, even the slow (0.1 K/min,
green curve) and moderate (0.5 K/min, medium cooled, red curve) cooling rates no-
ticeably increase the residual resistance and lower the superconducting transition tem-
perature. The 'normal’ cooling rate (2 K/min, black curve) further increases the resid-
ual resistance by almost an order of magnitude as compared to the annealed state.
Meanwhile, for x-hg-Br, normal cooling (2 K/min, green curve) results in only a slight
difference from the annealed state (cf. blue and green curves in Fig. 6.1(a)). To achieve
a strong increase in residual resistance, a quenching process with heat pulses must be
employed. Fig. 6.1(a) shows the resistance curves for quenched samples using voltage
pulses of 7.3V (red curve) and 8.5V (black curve), corresponding to maximum heating
temperatures of ~ 110K and 130K, respectively.

The quenched state of x-hg-Br, as well as the normally and medium cooled states
of x-dg-Br, exhibit a pronounced upturn in the R(T) dependence at T < 20K. The
accompanying hysteresis (see inset in Fig. 6.1) clearly indicates a first-order MIT. This
observation suggests that the applied thermal treatment effectively shifts the system
within the phase diagram, enhancing the insulating instability. Notably, the imple-
mentation of the quenching technique in our experiments enabled the observation
of a significantly larger suppression of the superconducting critical temperature, T.
(AT, = —1.8K), compared to previously reported values for fully hydrogenated x-hg-
Br (AT. = —0.4K) [167].
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6 Influence of thermal history on x-salts

Importantly, despite the seemingly harsh nature of the applied heat pulses, no irre-
versible damage was induced in our fragile crystals. The characteristics of the origi-
nal normally cooled state were fully restored upon re-cooling the quenched samples.
Fig.6.3(a) displays the R(T) curves for the quenched state and for the sample after
being normally cooled post-quench, which perfectly coincides with the pre-quench
normally cooled curve (not shown here due to complete overlap).

6.2 Annealing and quenching protocols

The annealing process, described in Sec.4.7, involves temperature stabilization and
waiting for the annealing. The relaxation process of the resistance (see Fig. 6.2(a)) can
be fitted using a function with two independent exponential decays:

R(i’) = Ro+ A eXp(—t/Tl) +A2€Xp(—t/Tz). (6.1)

Both decays are characterized by different time constants and amplitudes (the fit with
a single exponential decay is imprecise, as better seen in the inset of Fig. 6.2(a), which
shows the relaxation at longer times on an enlarged scale).

This approach aligns with the earlier finding reported in [167]. We attribute the pres-
ence of two distinct time constants [175] to the following detail of the crystal structure
(Fig. 6.2(a) inset). The EEGs of the BEDT-TTF molecules are exposed to two different
local environments: on the one hand, they are surrounded by halogen atoms, while
on the other, they are adjacent to Cu atoms and CN groups. These differing surround-
ings alter the energy barrier and energy difference between the staggered and eclipsed
states of the EEG, resulting in two distinct ordering rates.

Considering Eq. (3.2) in the regime when AE < E; and T = Ty + AT (kAT <
kgTo, AE, E; where Ty ~ 75K) we can simplify it to derive a linear dependence of the
logarithm of the relaxation rate on temperature. We obtain

| B AE AP | Eiop B pEIAT
Teif(T) = vy e (efT +e™T )™  ~yy e kTl ¢ 870
Eq
. T
~ Teg(To)e
and finally
1n(Teff(T)) ~ Lo AT 6.2)
Teff(To) kBTg

Here, AT = T — Ty and the attempt frequency vy ~ 10'°(*3)Hz [158]. Figure 6.2(b)
shows the temperature dependence of the relaxation times on a logarithmic scale for
both hydrogenated and deuterated x-Br. Black and red curves are linear fits with
Eq. (6.2) for the relaxation times 71 and 1, of hydrogenated «-Br, respectively. Using re-
laxation times obtained from the experimental data at 75K (71 ~ 850 s and ©, ~ 2400s),
we calculate the activation energy parameters as E; ~ 2615 97 K (for relaxation 1) and
E, =~ 2773 = 75K (for relaxation 2). These values are in good agreement with those of
previous experimental reports [151, 157, 205] and with the results of high-resolution
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Figure 6.2: (a) Normalized resistance relaxation during annealing for x-hg-Br (blue
dots) and x-dg-Br (black dots) and fit with 2 exp. decays (light blue and red lines) and
1 exp. decay for x-hg-Br (pink curve). Inset (top): The crystallographic structure of
x-Br from [158]. Inset (bottom): relaxation on an enlarged time scale. (b) Relaxation
rates (71 and 1) at different temperatures near the glass transition temperature for
x-hg-Br (black and red) and for x-dg-Br (green and blue).

synchrotron X-ray diffraction studies [158]. We can extrapolate the obtained tempera-
ture dependence of T to higher temperatures to determine the glass transition tem-
perature. The glass transition temperature T, characterizes the range of temperatures
over which the glassy freezing occurs. Typically, it is defined as the temperature at
which the relaxation time reaches 100 seconds, as it matches with the common cooling
rate ~ 1K/min [149, 157]. The fit extrapolation yields Ty ~ 79.6 K and T, ~ 81.4K for
relaxations 1 and 2, respectively. These values are consistent with previously reported
results [149, 167] within the margin of error.

Measurements of x-dg-Br at the same temperature as x-hg-Br reveal slightly longer
relaxation times: in Fig.6.2(b), green and blue points for deuterated x-Br are higher
than black and red points for hydrogenated. Extrapolation to T = 75K gives 71 ~
1100s and T, ~ 4000s, compared to 77 ~ 850s and T» ~ 2400s for hydrogenated
samples at this temperature. This is expected given that deuterium atoms are heavier
and exhibit lower mobility. This observation is in agreement with [157], where T in
deuterated x-Br was found to be 3K higher than in hydrogenated samples.

For higher cooling rates, the glass transition temperature T, for relaxation will be
higher. We can set a rough correspondence between different cooling rates g = dT/dt
and glass transition temperatures T, with several assumptions for the relaxation. We
consider a system cooling with a constant rate g at a certain moment with temperature
T and relaxation time 7o (T) = Tp. If the system’s temperature was kept stable for the
time At ~ To(T) = 10 we would consider it like relaxed at this temperature. However,
in our case with a constant cooling rate, the temperature during this time At changes by
AT = gAt = q1p9, which leads to an increase in the relaxation time. If the relaxation time
during this change increased significantly, we would have no relaxation. Therefore, we
restrict the change in relaxation time to a factor of three from its initial value, i.e., we
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Figure 6.3: (a) R(T) curves in the quenched state (red) and in the re-cooled state
(2K/min) after the quench (green). (b) Temperature dependence of the resistivity of
x-hg-Br during cooling and warming at a constant rate of 1 K/min. Inset: Differences
in resistivity during cooling and warming at rates of 1 K/min (black) and 2K/min
(red), normalized to the average resistivity value.

allow T to increase up to T(T + AT) = 31. Now, inserting the expressions for AT
and T into Eq. (6.2) we can obtain the following relationship between the cooling rate
and the corresponding temperature of relaxation:

Teff(T -+ AT)
Teff(T)

E E
) = —AT :ln(?)):F;quo,

In( Gy

This leads to )
kgT

(T  —————.

feaut (1)~ ()

For a given temperature T, this equation yields the corresponding maximum cooling
rate at which the EEG conformation occupations remain close to equilibrium. We refer
to this rate as the equilibrium cooling rate, qequi- The blue curve in Fig. 6.4(b) displays the
temperature dependence of geqyui1- To calculate this equilibrium cooling rate, we used
Tot(T) obtained from a linear fit of the data in Fig. 6.2(b), averaged over the relaxation
times 7; and 7, as follows: Te}fl = (17 '+ 1, 1)/2. Conversely, for a given constant
cooling rate equil, the corresponding temperature can be interpreted as the glass tran-
sition temperature T;. The green curve in Fig. 6.5(a) shows the dependence of Ty on
the cooling rate.

We can compare this determination of the glass transition temperature with the cri-
terion proposed in [147], given by —|q| dteg/dT ~ 1. Taking the derivative of Eq. (3.2)
with respect to temperature, we find:

(6.3)

_AE AE
dTeff - E, i AE e *BT — kBT EqTest
= —Teff ' ~ - :
dT kT2 kT2 & 8% kpT?
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6.2 Annealing and quenching protocols

This yields an expression for the cooling rate: q(T) = (dteg/dT) ! ~ kgT?/E;test(T).
This expression is consistent with the earlier result from Eq. (6.3), thereby validating
our determination of the glass temperature and estimated value of the equilibrium
cooling rate.

We can compare the derived formulas for the equilibrium cooling rate qequil(T) with
the experimental data taken at constant cooling rates. Fig.6.3(b) shows resistivity vs.
temperature curves obtained for 4 = 1 K/min. A clear hysteresis is observed between
the upward and downward temperature sweeps, caused by relaxation during cool-
ing. The inset in Fig. 6.3(b) presents the resistivity difference between the upward and
downward sweeps for cooling rates of 1 K/min (black) and 2 K/min (red), normalized
to the average value. Increasing the cooling rate reduces the relaxation amplitude and,
consequently, the resistance difference (the red peak is smaller than the black one). Ad-
ditionally, the peak shifts to higher temperatures, indicating an increase in the glass
transition temperature with increasing cooling rate. From the position of the hystere-
sis peak, we estimate the glass transition temperatures as: Ty(q = 1K/min) ~ 79.5K
and T¢(g = 2K/min) ~ 81.1K. On the other hand, using Eq. (6.3) and the temperature-
dependent relaxation rates from Fig. 6.2(b), we can recalculate these T, values into the
corresponding optimal rates:

e For g = 1K/min: gequii(79-5K) ~ 1.5K/min and 0.5K/min for 7; and 7

* For g = 2K/min: gequi1(81.1K) ~ 3.1 K/min and 1.6 K/min for 7; and

This comparison reveals good quantitative agreement between the estimated equi-
librium cooling rate and the experimental results. The actual cooling rate lies precisely
between the estimated equilibrium cooling rates corresponding to relaxations 1 and 2.
Therefore, Eq. (6.3) can be reliably used for further estimations of the glass transition
temperature for given cooling rates.

To achieve higher cooling rates, we utilized the heat pulse method described in
Sec.4.7. After applying a heat pulse, the sample rapidly cooled down to the bath tem-
perature, well below Ty (Tyap, = 35K), thereby effectively freezing a higher concen-
tration of nonequilibrium S conformation. In Fig.6.4(a), we show the traces of three
subsequent pulses. The black curve corresponds to the first pulse (6 V). The initial
temperature of the sample corresponds to T,,. Once the pulse starts, the resistance
increases until it reaches Rpeak, after which it decreases, reaching the maximum tem-
perature (Tmax ~ 107K) - where the sample’s self-heating and heat loss to the bath
are balanced. When the pulse ends, the sample starts to cool down, and the resistance
increases again, reaching a new Rpeax, which corresponds to a new concentration of
S and E conformations. Next, we applied a 6.4V pulse (red curve). The initial state
of this pulse corresponds to the final state of the previous one. The increase in the
pulse voltage raised the maximum temperature (Tmax ~ 122 K) reached during heat-
ing and increased the concentration of S conformation, leading to a higher residual
resistance. However, a further increase in the pulse voltage to 7V, although increasing
the maximum temperature (Tmax ~ 147 K) during the pulse, results in a decrease of
the residual resistance. This implies a reduction of the nonequilibrium S conformation
concentration, as compared to the previous pulse. The next paragraph will compare
the cooling rates at different pulses with the previously described equilibrium cooling
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Figure 6.4: (a) Time dependence of the resistance of a x-hg-Br sample during heat
pulses with different voltages and subsequent cooling. Inset: change of the resistance
immediately after the pulse during cooling. (b) Temperature dependence of the cool-
ing rate after the pulses with different voltage (black, red and green curves correspond
to 6V, 6.4V and 7V voltages) and equilibrium cooling rate, calculated with Eq. (6.3)
(blue curve).

rates, explaining the observed changes in the residual resistance and S conformation
concentration.

Fig. 6.4(b) shows the cooling rates during three pulses with voltages of 6 V (black),
6.4V (red), and 7V (green), along with the equilibrium rate curve, calculated with
Eq. (6.3) (blue). Comparing the equilibrium curve with the cooling rate after the 7V
heat pulse, we observe that they areintersecting at T; v ~ 109 K (intersection ofthe blue
and green curve). At temperatures above this intersection point, the equilibrium cool-
ing rate is higher (in absolute values) than the cooling rate after the heat pulse. This
indicates that at these temperatures, the samples are in an equilibrium concentration
of S and E conformations. At temperatures below the intersection, the pulse cooling
rate exceeds the equilibrium rate, meaning that the samples cool faster than they re-
lax towards the equilibrium state. Therefore, we can consider the concentration of E
and S conformations after the pulse to be frozen at this intersection temperature. It
can also be seen that the pulse at 6.4V crosses the relaxation line at a temperature
(Teav =~ 111 K), that is, at a higher than T;y and thereby preserving a larger fraction of
nonequilibrium S conformation. For the 6 V pulse (black curve), the analysis is more
straightforward. Since it is located at a higher cooling rate than the equilibrium curve,
we consider the concentration of conformations from Tax ~ 107 K to be preserved as
the sample cools to lower temperatures. Because Tmax for 6 V is lower than the inter-
section temperature for 6.4V, the concentration of the nonequilibrium S conformation
and the residual resistivity are also lower.

The pulse treatment was applied only to hydrogenated x-Br samples, as the deuter-
ated samples already exhibit high resistance, an upturn at low temperatures, and hys-
teresis, even after cooling at a rate of 2K/min (as shown in Fig. 6.1), which can be
achieved by the usual cooling process, controlled by the LakeShore 350 temperature
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6.3 S-conformation occupation probability

controller. For both compounds, we confirm that thermal treatments affect the low-
temperature resistivity and the superconducting critical temperature through changes
in the concentration of S and E conformations at low temperatures.

The occupational probability of the nonequilibrium S conformation (pg) increases
with temperature. Therefore, fast cooling preserves a higher pgs value at low tempera-
ture, which, in turn, is associated with a higher degree of disorder and also shifts the
system closer to the MIT. However, we still did not answer the question of how differ-
ent the actual concentrations of pg are in the purely metallic state compared to those in
the coexistence region of the MIT.

6.3 S-conformation occupation probability

In this section, we summarize our experiments on both the hydrogenated and deuter-
ated x-salts, which have been prepared by four different cooling processes. These four
samples for both compounds were prepared and studied at the High Magnetic Field
Laboratory (HLD) of the Helmholtz-Zentrum Dresden-Rossendorf. For x-hg-Br and «-
dg-Br, the most ordered states were achieved through a multi-step annealing process at
several temperatures. The lowest annealing temperatures were around 69K (7.¢ = 5h,
annealing time: 18 h) and 68K (7 = 12h, annealing time: 24 h) for x-hg-Br and x-dg-
Br, respectively. The multi-step annealing process was used to reduce the annealing
time and described in Sec.4.7. The resulting annealed states were considered as fully
relaxed at the respective lowest annealing temperatures. Unfortunately, in HLD, a sig-
nificant temperature gradient existed between the samples and the thermometer when
using a heater for annealing. Therefore, the annealing temperatures were estimated
based on the temperature dependence of the relaxation times, which were measured
beforehand in Garching, where the thermometer and samples had good thermal cou-
pling. The occupation probability of S and E conformations for these states was esti-
mated directly from Eq. (3.1) describing the equilibrium occupation probability [149],
which is represented by green curve in Fig. 6.5(b).

For x-dg-Br, further three states were achieved with constant cooling rates: "slow
cooling" (0.1 K/min), "medium cooling" (0.5K/min) and "normal cooling" (2 K/min).
For x-dg-Br, these cooling rates were sufficient to shift samples closer to the MIT region.
This is evidenced by a prominent resistance upturn and hysteresis, as we saw at the
beginning of this chapter (Fig. 6.1(b)). To calculate the occupation probability, we used
the method proposed in [149] and described in detail in Sec.3.7. We applied Eq. (3.3)
for different constant cooling rates. The temperature dependence of the equilibrium
occupation probability for E conformation is shown in Fig. 6.5(b).

There is also another method for the estimation of the occupation probability for
cooling with a constant rate. The temperature dependence of the equilibrium cooling
rate, previously introduced in Eq. (6.3), can be transferred into a dependence of the
glass transition temperature on the (constant) cooling rate, T¢(g). This Tg(q) depen-
dence is presented in Fig. 6.5(a) by the green curve. For a given Ty, it is possible to
estimate the E- and S-conformation occupations by just taking the equilibrium occupa-
tion probability (Eq. (3.1), Fig. 6.5(b) green curve). Therefore, we can ascribe a certain
occupation probability of S conformation to each constant cooling rate, as represented
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Figure 6.5: (a) Dependence of the glass temperature T, (green curve, left scale) and of
the occupation probability of the nonequilibrium S state on the cooling rate (orange
curve, right scale). Inset: Temperature dependence of the cooling rate after applying
heat pulses with different voltages (black and red curves correspond to7.3Vand 8.5V,
respectively) and equilibrium cooling rate (blue curve). Blue curve shows equilibrium
cooling rate from Eq. (6.3). (b) Temperature dependence of the occupation probability
of the E conformation, calculated using Eq. (3.3) for different (constant) cooling rates.

by the orange curve in Fig. 6.5(a). This method gives 1% to 2 % higher ps values than
the method based on the calculation via Eq. (3.3) (Fig. 6.5(b)). However, both methods
provide only an approximate estimate for the occupation probability. Therefore, for
further estimations we will take the method based on calculations with Eq.(3.3), as
it takes into account both the cooling rate () and the initial temperature for cooling
(Tmax)-

For x-hg-Br, the second-most ordered state was the state obtained by normal cooling
(9 = 2K/min). To achieve higher occupation probabilities of the nonequilibrium S
conformation, two voltage pulses were applied (Fig. 6.5(a), inset): one with a voltage
of 7.3V, reaching a maximum temperature of approximately 105K ("quenched" state),
and another with a higher voltage of 8.5V, reaching 130K ("super-quenched" state).

To estimate the occupation probability in the quenched states, we used the same
approach as for a constant cooling rate. For the 8.5V pulse, we used the cooling rate at
the temperature at which the cooling rate curve intersects with the equilibrium cooling
rate curve (the red and blue curves in the inset of Fig. 6.5(a) intersect at Tinter ~ 124 K).
For the 7.3V pulse, we used the initial cooling rate immediately after the pulse (black
curve in the inset of Fig. 6.5(a)), as it does not intersect with the equilibrium cooling
rate curve. Although this estimation may be imprecise due to variations in the cooling
rate during fast cooling (as shown in the inset of Fig.6.5(a), where the cooling rate
varies by 100 K/s within the temperature range of interest), such fluctuations at very
high cooling rates affect the occupation probability by less than 1%, as evidenced in
Fig.6.5(b).

The states described above and their estimated occupation probabilities of S and E
conformations are summarized in Table6.1. The values reported in the table differ
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6.4 Thermal history and effective pressure

Table 6.1: Occupation probabilities of the E and S conformations, calculated using
Eq. (3.3) and the relaxation times extracted from Fig. 6.2(b).

k-hg-Br | Annealed | Normal cooling Quenched Super-quenched
PE 0.955 0.931 0.882 0.867
ps(%) 4.5 6.9 11.8 13.3
k-dg-Br | Annealed | Slow cooling | Medium cooling | Normal cooling
PE 0.957 0.944 0.937 0.930
ps(%) 4.3 5.6 6.3 7.0

slightly from those presented in [149], where this estimation method was originally
introduced (see Sec.3.7). In our case, the minimal value of ps exceeds 4 %, whereas in
[149], it was reported to be around 2 %. This discrepancy arises primarily because the
calculation of pg using Eq. (3.3) employed a different temperature dependence of the
relaxation time Teg(T), which may vary slightly between compounds. In our exper-
iments, we used fully hydrogenated and deuterated x-Br, whereas in [149], partially
deuterated x-hg»-dg g-Br (with 80 % deuterated BEDT-TTF molecules) was used. Addi-
tionally, our estimation was based on an average 7. (1) obtained from the mean value
of the two relaxation rates, Te_ffl = (1, Ty T, 1) /2. As a result, some difference in the ab-
solute values of pg is not surprising. Therefore, we suggest that more emphasis should
be placed on the relative change in pg rather than its absolute magnitude.

6.4 Thermal history and effective pressure

As observed from the resistance vs. temperature curves in Fig. 6.1, the occupation prob-
abilities of the S and E conformations significantly influence the R(T) behavior of the
samples. The resistive peak increases in magnitude and shifts to the lower temper-
atures (Fig.6.1) upon increasing the occupation probability of the nonequilibrium S
state ps. As discussed in Sec. 3.7, the effect of the EEG conformations on the electronic
state of the x-salts was suggested to be similar to the pressure effect [148, 159]. If so,
one can set an approximate quantitative correspondence between the two effects. To
this end, we make use of the shift of the resistive peak position in the R(T) dependence
as a criterion for the location of the material on the phase diagram.

In [62], the maximum in the R(T) curves was explained by the destruction of heavy
quasiparticles, which dominate electronic transport at low temperatures. These quasi-
particles are characterized by a low coherence temperature, which can be identified as
Tpeak ~ TrMpang/m™. Since the effective mass m”, renormalized by electron-electron
interactions, is very sensitive to the applied pressure, one can correlate the EEG confor-
mation occupation probability and pressure by comparing the shifts in Tpeax.

According to [42], for k-Cl under pressure in the vicinity of the MIT (40 MPa to
50MPa), Tpeax shifts by dTpea/dp ~ 20 K/10 MPa. We assume that the pressure effects
are similar in x-Br and x-Cl (this is indeed shown in the next chapter). Fig. 6.6(a) shows
the peak temperature at different occupation probabilities of the S conformation for
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Figure 6.6: (a) Temperature dependence of the peak in the R(T) curve for samples
with different occupation probabilities of the S conformation for x-hg-Br (black) and
k-dg-Br (red). (b) Resistance at T = 14K for the states with different occupation prob-
abilities of the S conformation, normalized to the resistance of the annealed state for
k-hg-Br (black) and «-dg-Br (red). The dashed lines are guides for the eye.

both hydrogenated (black points) and deuterated (red points) x-Br. Both compounds
show similar slopes of approximately 2.6 K/%. The shift in ATpe,x = 20K corresponds
to approximately 7 % difference in the occupation probability. Comparing the influ-
ence of the EEG conformations with the effect of pressure, one can conclude that a
fraction of 1% of nonequilibrium S conformation should act equivalently to 1.4 MPa
of 'negative” pressure. Using these relationships, we can estimate that for the states
with minimal and maximal occupation probabilities of the S conformation in x-hg-Br
and «-dg-Br, the effective pressure differences correspond to approximately 12 MPa and
4 MPa, respectively.

Another method to correlate the pressure effect and influence of the EEG confor-
mations, through comparison of the residual resistance, was proposed in [159] and
discussed in Sec3.7. The partially deuterated x-djg-Br compound was studied in two
states with different occupation probabilities (annealed and quenched) at various ap-
plied pressures. The comparison of the R(T) curves revealed an equivalent pressure
difference between the states of approximately 20 MPa. The estimated difference in
the occupation probability of the S conformation between the states is approximately
4 %. This value means that the relationship between pressure and occupation probabil-
ity is approximately 5MPa/%. That is, the estimated value is much higher than that
derived in the previous paragraph. However, the coefficient between pressure and
ps obtained from this method may be overestimated, as the nonequilibrium S confor-
mation also acts as an additional source of disorder, thereby increasing scattering and
the low-temperature resistance. In contrast, pressure does not affect scattering and
increases the residual resistance only through electronic correlations.

It is also possible to correlate the pressure with the occupation probability through
theoretical calculations of the electronic correlation strength. According to [148], the
correlation strength ratios in the pure E and S states are U/t = 5.3 and 6.1, respectively.
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In a mixed state, a 1 % occupation probability of the nonequilibrium S conformation is
estimated to increase the correlation strength by A(U/t)/(U/t) ~ 0.15% (in absolute
values A(U/t) ~ 0.008). This change in the correlation strength ratio can be converted
into a change in the effective mass using the Brinkman-Rice formula (Eq. (2.30)) and
the coefficients obtained from the fitting of the experimental data [110]. While these
coefficients were obtained for x-Cl and x-NCS, they can also be applied to x-Br, as we
will see that their effective mass behaviors are very similar. The change in the correla-
tion strength A(U/t) ~ 0.008 corresponds to the change in the inverse effective mass
Mpand/M* ~ 0.011. This mass difference in the vicinity of the MIT can be achieved
by application of 10 MPa of pressure. This value is also higher than our previous esti-
mation. This discrepancy may be related to the inaccuracy of the correlation strength
calculations [148].

All these estimations, based on different approaches, yield different predictions
about the influence of the nonequilibrium EEG conformation occupation probability
on electronic correlations. However, it is also possible that EEG conformations do not
affect the correlation strength and instead act solely as additional disorder. Determin-
ing the actual mechanism requires direct measurements of the correlation strength. To
address this, we measured SdH oscillations in the states with different occupation prob-
abilities for the S and E conformations.

6.5 Shubnikov-de Haas oscillations in pulsed fields

To investigate the influence of the EEG conformations on the bandwidth and electronic
correlations, we measured SdH oscillations. Since x-Br requires a high B/ T ratio [103,
109] to resolve distinct oscillations, we utilized pulsed magnetic fields in combination
with a 3He cryostat, as described in Sec. 4.4.3.

We measured the resistance of the samples in a magnetic field oriented perpendic-
ular to the layer structure of the samples. The samples exhibited superconductivity
with a transition occurring within the magnetic field range of 8 T to 20 T (Fig. 6.7(a) for
hydrogenated and Fig.6.7(b) for deuterated x-Br). The notation for the states is the
same as in Sec. 6.3. Beyond 20T, superconductivity was completely suppressed, and
the magnetoresistance became nearly flat, displaying a slight negative trend.

At the lowest temperatures of approximately 0.6 K, the relative amplitude of the SdH
oscillations exceeded 5% of the total resistance for all states in magnetic fields B >
60T. A Fast Fourier Transform (FFT) analysis of the oscillations revealed a dominant
B-frequency, which corresponds to orbitals enclosing an area about equal to the size
of the first Brillouin zone. This frequency, as well as its second and third harmonics,
were consistent across the different states (Fig.6.7(c)). However, no evidence of the
a-frequency was observed. Since our measurements were conducted in high magnetic
tields, the magnetic breakdown orbit likely dominates the oscillations. Furthermore,
the only reported observations of a-oscillations in x-Br were made by [109], where the
oscillations were detected within a field range of 20 T to 26 T for a magnetic field tilted
relative to the direction perpendicular to the sample layers. In contrast, for a strictly
perpendicular orientation, the a-oscillations amplitude was strongly suppressed.

The amplitude of the oscillations exhibited a clear trend, decreasing as the occupa-
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Figure 6.7: Magnetoresistance and SdH oscillations of x-hg-Br (a) and x-dg-Br (b) in
the annealed state, measured at a temperature around 0.6 K. The insets display os-
cillations at states with different thermal histories, normalized to the background re-
sistance and vertically shifted for clarity. (c) FFT of the SAH oscillations for x-hg-Br
(black) in the normally cooled state and x-dg-Br (red) in the annealed state, measured
at the temperature 0.6 K and analyzed in the field range 45T to 65T. (d) SdH B os-
cillations relative amplitude at a magnetic field of 68T for the states with different
occupation probabilities of the S conformation for x-hg-Br (black) and x-dg-Br (red).
The dashed lines are guides for the eye.

tion probability of the nonequilibrium S conformation increases (Fig. 6.7(d)). This re-
duction may be due to enhanced scattering or an increased effective cyclotron mass.
Despite this variation in amplitude, the oscillation frequency remained unchanged
across different states within the error margins, which means that the Fermi surface
is insensitive to the occupation probability of the EEG conformations. The measured
frequencies were 3850 &= 10T for x-hg-Br and 3860 &= 10T for x-dg-Br. These values
are slightly higher than the previously reported 3800 + 30T [103, 184], while the B-
frequency calculated from the unit cell size [158] is around 3800 T. This discrepancy in
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6.6 Etfective cyclotron mass

the frequencies may be attributed to a small misalignment of the samples.

6.6 Effective cyclotron mass

The primary aim of this section is to explore how electronic correlations evolve as the
system approaches the MIT with the increasing occupation probability of the nonequi-
librium conformation pg. This investigation focuses on the evaluation of the effective
cyclotron mass in different states, which serves as a key indicator of electronic corre-
lations, as discussed in Sec.2.8. The analysis was carried out by measuring the SdH
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Figure 6.8: Steps in the evaluation process of the effective cyclotron mass for x-hg-
Br (top row) prepared by normal cooling and for x-dg-Br (bottom row) prepared in
the annealed state. SAH oscillations at different temperatures for x-hg-Br (a) and «-
dg-Br (d). The curves are vertically shifted for clarity. First harmonic peak in the
FFT of the oscillations at different temperatures for x-hg-Br (b) and x-dg-Br (e). Fit of
the temperature dependence of the FFT amplitude of the p oscillations using the LK
temperature damping factor (Eq. (2.9)) for x-hg-Br (c) and x-dg-Br (f).
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Figure 6.9: Effective cyclotron mass in the states with different occupation probability
of the nonequilibrium S conformation for x-hg-Br (a) and x-dg-Br (b). Right scale nor-
malized to the effective mass in the annealed state. The dashed blue lines are linear
fits.

oscillations at different temperatures.

Fig. 6.8 shows the effective mass determination process for a x-hg-Br sample pre-
pared by normal cooling and for a x-dg-Br sample prepared in the annealed state. To
extract the effective cyclotron mass, the SAH amplitude was first normalized to the
background (Fig. 6.8(a) for x-hg-Br and Fig. 6.8(d) for x-dg-Br) and analyzed within a
magnetic field interval 50T to 70 T using FFT (Fig. 6.8(b) for x-hg-Br and Fig. 6.8(e) for
k-dg-Br). The temperature dependence of the FFT amplitude was then fitted using the
temperature damping factor of the Lifshitz-Kosevich formula (Eq. (2.9)) (Fig. 6.8(c) for
k-hg-Br and Fig. 6.8(f) for x-dg-Br). From this fitting, the effective cyclotron mass was
determined.

The measured effective masses for both hydrogenated and deuterated x-Br at dif-
ferent pg are presented in Fig.6.9. The averages over the different states masses for
the compounds are myg ~ 6.3 = 0.1my and myg ~ 6.55 + 0.15my. For x-hg-Br the rel-
ative mass differences between the lowest and highest pg is less than 2 %, while for
k-dg-Br its approximately 1%. The slope of the relative mass dependence on the ps
is dm/mdps ~ 0.002/%. These changes of the effective mass due to the increase of
ps lie well within the error margin of the mass determination. These masses can be
converted into the corresponding effective pressures using the pressure dependence
of the effective mass from further Chapter7 with a coefficient between the relative
mass change and pressure dm/mdp = 0.0026 MPa~!. The mass differences correspond
to the pressure differences of Ap;g ~ 6 MPa and Ap;s ~ 3MPa and the coefficient
between pressure and occupation probability dp/dps ~ 0.6 MPa/%. These effective
pressure differences are much smaller than the values suggested by the R(T) measure-
ments (for x-hg-Br Apyg ~ 12MPa and for x-dg-Br Apsg ~ 4MPa with a coefficient
dp/dps ~ 1.4MPa/%) and theoretical calculations [148] (for x-hg-Br, Apyg ~ 90 MPa,
and for x-dg-Br, Ap;g ~ 30 MPa, with a coefficient dp/dps ~ 10 MPa/%).

These small changes in the effective masses, which are below the error margins of
mass determination, along with the discrepancy between the observed and predicted
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6.7 Dingle temperature

effective pressures, suggest that the magnitude of this effect is much smaller than ex-
pected, although we can not completely rule out an influence of ps on the strength of
electronic correlations,. Therefore, ps influences the electronic system through a mech-
anism other than correlation strength. Most likely, this mechanism is associated with
enhanced scattering, which will be investigated in the next section.

6.7 Dingle temperature

Another important parameter, extracted from the SAH oscillations, is the Dingle tem-
perature. It characterizes the quasiparticle lifetime and can be associated with the
scattering rate through Eq.(2.10). To estimate the Dingle temperature Tp, one can
fit the oscillation amplitude as a function of magnetic field with the LK formula in-
cluding the Dingle damping factor, given by Eq.(2.11). An example of such a fit is
shown in Fig. 6.10(a). For precise estimations, it is better to use a broader field range
and purify the oscillatory signal by applying an appropriate FFT filter. The black line
shows inverse FFT of the first harmonic of the normalized SdH oscillation in x-hg-Br
in the annealed state at a temperature of 0.66 K. Blue lines are the Dingle fit of the
peaks in the oscillations, with Tp ~ 0.9K, which corresponds to a scattering rate of
T 1~ 08x1012s7h

The calculated Tp shows a significant increase with pg as shown in Fig. 6.10(b), im-
plying an increase in the scattering rate. This indicates that the nonequilibrium S con-
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Figure 6.10: (a) Normalized SdH oscillations for x-hg-Br in the annealed state (black
line), measured at 0.66 K, with the upper and lower Dingle fits (blue lines) derived
from the Dingle damping factor Rp. The red lines represent the upper and lower

envelopes. (b) Dependence of the Dingle temperature on occupation probability ps
for x-hg-Br (black) and x-dg-Br (red). Dashed lines are linear fits. The right scale shows

rescaling of the Dingle temperature to the scattering rate.
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6 Influence of thermal history on x-salts

formation acts as an additional source of disorder. However, the hydrogenated and
deuterated salts exhibit different dependencies of the scattering rate on pg. For x-hg-Br,
an increase of ps by 1% of pgs increases the scattering rate by AT V) =02 x 102571,
while for x-dg-Br it increases the scattering rate by A(t71);3 &~ 0.3 x 10'2s~!. This
suggests that a single nonequilibrium S conformation in deuterated x-Br induces a
defect with either a stronger scattering potential or a larger effective size. One possi-
ble explanation is the influence of the heavier deuterium atoms in this compound, as
these atoms are one of the main distinguishing attributes in the formation of EEG con-
formations. The linear extrapolation of the Dingle temperature dependence on ps to
zero S conformation occupation probability yields values that are either close to zero
or slightly negative. This suggests that pg is the primary source of disorder in these
compounds and indicates the high quality and purity of the samples.

6.8 Scattering rate

Fig.6.11(a) shows the dependence of the Dingle temperature on the residual resistiv-
ity pres. The latter was determined by extrapolating the magnetoresistance curves
(Fig.6.7(a)) to zero magnetic field and presented in Fig.6.11(a) on a logarithmic scale
for better visibility. The right and top scales show the rescaling of the Dingle temper-
ature and residual resistivity to the corresponding scattering rate. The scattering rate
associated with the residual resistivity was calculated with Eq. (3.5) using d = 1.47 nm
[158], t;| = 0.1meV [103, 184] and the effective masses from the previous section.
A comparison of the Dingle temperatures and residual resistance reveals a signifi-
cant deviation from linearity. This linear dependence was initially proposed under
the assumption that both the Dingle temperature (Eq. (2.10)) and residual resistance
(Eq. (3.5)) depend linearly on the scattering rate, with the same source of scattering
affecting both transport and magnetic properties.

A similar discrepancy was already observed in several works, including [156, 164,
165,167, 170]. A possible explanation for this discrepancy was provided in [164]. They
suggested that different components of the scattering rate affect the residual resistance
and Dingle temperature in the distinct ways and scattering entering in the Dingle tem-
perature has additional sources ;' = Tir_nlp + Tc;ﬁ o Here, the residual resistivity is
dominated mainly by the elastic large-angle scattering by impurities Tirans = Timp- On
the other hand, the scattering rate obtained from the Dingle temperature includes addi-
tional contributions from smaller-angle scattering by dislocations, weak potential mod-
ulation in space, and so on. This approach would imply that an enhanced scattering
rate is entering the Dingle temperature with increasing ps. However, we observe that
the scattering rate associated with residual resistivity increases even stronger. There-
fore, this explanation is not applicable.

Another parameter that may change with increasing ps is the interlayer transfer inte-
gral t| , which also strongly influences the residual resistivity according to Eq. (3.5). As
the EEGs are located at the bonds of the layers, changes in their conformation may in-
crease the potential barrier between the layers and, thereby, decrease the effective t | (in
other words, S and E conformations have different local t| ). As a result, the interlayer
resistivity will significantly increase. In [126], a detailed structural study found that
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Figure 6.11: (a) Dingle temperatures for x-hg-Br (black) and x-ds-Br (red) as a function
of the residual resistivity. The residual resistivity axis is given on a logarithmic scale
for better visibility. The top and right scales show rescaling of the Dingle temperature
and residual resistivity to the scattering rate. The dashed lines are guides for the eye.
(b) Critical temperature of the superconducting transition for x-hg-Br (black) and x-ds-
Br (red) as a function of the Dingle temperature, with a linear fit (black dashed line).

the rapid cooling process decreases the inter-dimer transfer integral compared to the
intra-dimer one. However, to prove this scenario, one would need direct | measure-
ments in states with different ps. This can be done through coherence peak (Sec.2.5)
measurements or by observing the beat effect (Sec.2.6). Moreover, Eq. (3.5) is valid for
the case of a homogeneous Fermi liquid. Therefore, its applicability in the vicinity of
the MIT or in the coexistence area is questionable. In such cases, the resistivity strongly
increases due to electronic interactions.

Another property affected by the scattering rate is the superconducting critical tem-
perature T.. From the R(T) curves (Fig.6.1), we observe a decrease in T, with increas-
ing ps. This effect has already been observed in k-NCS and «-Br [156, 164, 165, 167, 170]
as discussed in Sec.3.9. In these publications the dependence of T, on the scattering
rate T~ was analyzed by calculating the scattering rate from residual resistivity. Then,
the resulting dependence was fitted with the Abrikosov-Gor’kov equation (Eq. (3.4)).
The obtained results are in good agreement with AG theory at small scattering rates
but show significant deviations at high scattering rates. Therefore, it was suggested
that the superconducting state has a mixed order parameter with both s-wave and
unconventional components. However, as we saw from the previous paragraph, the
straightforward recalculation of the residual resistivity into the scattering rate is in-
valid in the transient phase-coexistence region of the MIT.

To avoid the questionable recalculation of the residual resistivity into the scattering
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6 Influence of thermal history on x-salts

rate, we analyzed the relation of T, and the Dingle temperature. The results presented
in Fig. 6.11(b) clearly show that the dependence of T. on Tp, is linear in the entire range
studied. Interestingly, the dependencies for both hydrogenated and deuterated com-
pounds coincide, implying that the isotope effect on T, is solely due to scattering .
The linear fit of this dependence gives an intercept of T.9 ~ 13.1K, which corresponds
to the state without disorder. The slope of the dependence is dT./dTp ~ —0.82 £ 0.02.
We can estimate that 1 % of disorder decreases T. by 0.16 K in x-hg-Br and by 0.33K in
K-dg-BI‘.

This dependence can be analyzed using the AG formula, given by Eq. (3.4). By con-
sidering this equation in the limit of a small amount of disorder, a small change in T,
and assuming the same scattering time tTog = ™ = h/27kgTp, it can be simplified to

[156]
2

T, = T, — %TD ~ T, — 2.46Tp. (6.4)

At first glance, the observed experimental linear relationship between T, and Tp ap-
pears to be consistent with Eq. (6.4) for non-s-wave pairing, suggesting that an uncon-
ventional superconducting mechanism is realized in our compounds. However, the ex-
perimentally determined slope, dT./dTp ~ —0.8, is approximately three times smaller
than the theoretical prediction. A similar result was previously reported in [164] for
k-NCS, where the coefficient was found to be dT,./dTp ~ —1.0 £ 0.3.

A possible explanation for this discrepancy may lie in the different scattering mech-
anisms contributing to Tp. In the AG model, the relevant scattering time Taog ~ Timp
corresponds primarily to large-angle impurity scattering. In contrast, the Dingle tem-
perature reflects the total scattering rate, including both large- and small-angle contri-
butions: 1, = Tgé + T(;ﬁer. Based on the difference between experimental and theo-
retical coefficients in Eq. (6.4), one can estimate Tog ~ 3tp and Tyther ~ 3Tp /2, indicat-
ing that small-angle scattering contributes approximately twice as much as large-angle
scattering to the total scattering rate. An alternative explanation could be that the AG
formula is derived for 3D systems with scattering integrated over a spherical Fermi
surface. In contrast, our system is quasi-2D, and the appropriate integration should be
carried out over a cylindrical Fermi surface, which may alter the quantitative predic-
tions of the model.

6.9 Disorder strength

We can try to roughly estimate the disorder strength from the scattering rate. For this,
we use Fermi’s golden rule [206]: 7! = 27n;(|Vis|?)p(Eg)/h. Here, the impurity
potential (|V,,/|?), averaged over space, can be substituted with the disorder strength
and in-plane unit cell area: {|Vj;/|?) ~ (UgisAcen)* [207, 208], where Aoy = (271)251gz1
(see Sec.3.1). The impurity concentration n; can be substituted with the concentration
of S conformations, psAC_eh, and for the density of states p(Er) we use the expression

from [191] with effective cyclotron mass, m. = nth(EF). This leads to the formula:
1= 2m, PSAcell ufhs/h3.

Further, using the effective dimer model with Eq.(5.1), we can roughly relate the
effective mass to the intralayer transfer integral for a system with a frustration ratio
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6.9 Disorder strength

t/t ~ 06: t ~ B>/ (Aceli™pand ), Where the values for the frustration ratio and the
effective band mass mpang ~ 2.2myg are given in Chapter 7. Using the Onsager relation
Eq. (2.6), we can express the scattering rate as

B mceF Ui\ 2
T 1 = 62 ‘B ps (%) . (65)
nmband

Taking from the previous paragraph that the scattering rate corresponds to full scatter-
ing, i.e., T~ mp = h/(2mkgTp), we can rewrite Eq. (6.5) as

Fg /Uy \ 2
T ~ mém“—ﬁ( dls) ps. (6.6)

Disorder concentrations within the coexistence region of the MIT are approximately
10% and 6 %, with corresponding Dingle temperatures of Tp ~ 2K for x-hg-Br and
Tp ~ 1.8K for k-dg-Br, respectively (Fig.6.10(b)). Based on these values, we estimate
the disorder strength as (Ugis/t)ns ~ 0.24 and (Ug;s/t)gs =~ 0.30. The slight difference
in disorder strength between the two compounds may be attributed to variations in
their correlation strength, which is known to be stronger in the deuterated compound.
According to [88], the critical disorder strength increases with increasing correlation
strength, which is consistent with our observations.

Another approach for estimating the disorder strength is based on the slope of the
linear dependence of the Dingle temperature on disorder concentration, as shown in
Fig. 6.10(b). The values of the slope are approximately dTp/dps ~ 22K for x-hg-Br and
38K for «k-dg-Br. From this, we can estimate the disorder strength as (Ugis/t);g =~ 0.26
and (Ugs/t)gs ~ 0.33. Using the intralayer transfer integral of f ~ 32meV es-
timated from the effective dimer model, we obtain the absolute disorder strength
U, = 10meV.

Both estimation methods yield comparable values for the disorder strength. Know-
ing the disorder concentration at which the systems lie within the coexistence region of
the MIT (approximately 10 % for x-hg-Br and 6 % for x-dg-Br), we can estimate the effec-
tive critical disorder strength in these compounds as (Ugis/t)efr = 1/Ps(Uais/t) =~ 0.1,
corresponding to Ugﬁ ~ 4meV.

This estimated effective disorder strength is significantly smaller than theoretical
predictions. For 3D systems, theoretical models typically predict a critical disorder
strength of Uyis ~ 10 — 20t [87, 209, 210], while other approaches yield values around
~ 2 =5t [162, 210, 211], depending on the computational method, assumed disor-
der distribution, and cluster size. In contrast, for quasi-1D and quasi-2D system:s,
the Anderson transition is expected to occur at much lower disorder strengths, with
Ug,s ~1—3¢t[88,209].

Our experimentally estimated values remain significantly lower than theoretical ex-
pectations. This discrepancy may be attributed to the inaccuracy of our determination
methods or theoretical calculations. Another possible reason is the nature of the dis-
order: while theoretical models commonly assume a uniform or Gaussian distribution
of disorder, in our case, the disorder originates from two distinct molecular confor-
mations. This suggests that the disorder potential associated with the nonequilibrium
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6 Influence of thermal history on x-salts

conformation is a discrete constant, rather than a continuously distributed variable. Al-
though not directly applicable to our system, it is noteworthy that, according to [212],
in 2D systems with non-interacting electrons, any finite amount of disorder leads to
the localization of all electronic states.

6.10 Thermal history effect in x-CI

To investigate further how the occupation probability of the EEG conformations affects
systems nearing the Mott MIT, we studied «x-Cl salts with different thermal histories.
Since k-Cl exhibits an insulating ground state at ambient pressure, external pressure
is required to induce a metallic ground state. For this purpose, we utilized a *He gas
pressure system, which allows precise application of pressures up to 300 MPa. This
setup enabled us to measure x-Cl in both the coexistence region (20 MPa to 40 MPa)
and the pure metallic state (p > 40 MPa).

The general behavior of x-Cl in the metallic state is similar to that of x-Br. In the
coexistence region, x-Cl exhibits a strong increase in resistivity at low temperatures due
to the transition of some parts of the sample into the insulating phase. To investigate
the glass transition in x-Cl, we employed the same methods as those used for x-Br.
Fig.6.12(a) shows resistance relaxation curves for hydrogenated and deuterated x-Cl
at ambient pressure and a temperature of 66.5K. Time is presented on a logarithmic
scale for better visibility. The relative amplitude of the relaxation (less than 2 %) is
several times smaller than that observed in x-Br. Similarly to x-Br, the relaxation curves
are better described by a fit with two independent exponential decays (green curves,
Eq. (6.1)) rather than a single exponential decay (red curves).

Fig.6.12(b) shows the relaxation times at different temperatures for x-hg-Cl (black
and red symbols) and x-dg-Cl (green and blue symbols). Similarly to x-Br, deuteration
shifts the glass transition temperature by approximately 2K to higher temperatures.
Fitting the temperature dependence of the relaxation time yields activation energy bar-
rier values of E; ~ 2550 4+ 100K for 71 of x-hg-Cl and t; of x-dg-Cl (with the red and
green points coinciding), and E; ~ 2750 &+ 150 K for 1 of x-dg-Cl. Determining E, for 1,
of x-hg-Cl was too imprecise due to the significant spread of data points. The derived
values are in good agreement with previous measurements (2650 + 300K) [157, 204,
205] and H-NMR results (2600 + 100 K) [213]. Extrapolation of the relaxation times to
higher temperatures gives a glass transition temperature of Ty ~ 75K (corresponding
to T &~ 100s), which is about 5 K lower than that of x-Br. This also matches well with
the previous measurements [157].

We performed temperature sweeps at various constant pressures to investigate the
influence of pressure on the properties of the EEG conformations. Fig.6.12(c) shows
the relative resistance difference between upward and downward temperature sweeps
conducted at a constant rate of 1 K/min. This resistance difference arises due to re-
laxation processes occurring during the temperature sweeps, similar to the behavior
observed in x-Br (see Fig.6.3(b)). Consequently, the position of the resistance peak
corresponds to the glass transition temperature, Tg, for this specific sweep rate.

The relative amplitude of the peak is several times smaller than that observed for
x-Br. It decreases with increasing pressure, indicating reduced relaxation and fewer
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Figure 6.12: (a) Normalized resistance relaxation during annealing for x-hg-Cl (blue
dots) and x-dg-Cl (black dots), fitted with two exponential decays (green curves) and
a single exponential decay (red curves). The left axis corresponds to x-dg-Cl, while
the right axis corresponds to x-hg-Cl. (b) Relaxation times (7; and 1) as a function
of temperature near the glass transition for x-hg-Cl (black and red points) and x-dg-Cl
(green and blue points). Dashed lines represent linear fits. (c) Temperature depen-
dence of the normalized resistance difference between cooling and warming cycles
for k-hg-Cl near the glass transition temperature, measured at various pressures. The
cooling rate was maintained at 1 K/min. (d) Pressure dependence of the glass transi-
tion temperature, derived from panel (c). The dashed line represents a linear fit.

transitions between the eclipsed (E) and staggered (S) conformations. One possible
explanation for this reduction is a decrease in the energy difference between the con-
formational states (AE — 0), implying that both conformations become energetically
equivalent. Alternatively, the reduction may result from an increase in the activation
energy E,, leading to longer relaxation times at a given temperature.

Furthermore, with increasing pressure, the peak position shifts to higher tempera-
tures, and the peak width decreases slightly. Figure 6.12(d) shows the pressure depen-
dence of the peak position, which represents the glass transition temperature T, for
this particular cooling rate. The glass transition temperature increases linearly with
pressure at a rate of dT,/dp ~ 0.023K/MPa. Extrapolation to zero pressure yields
T, ~ 73.4K, which corresponds to a relaxation time of approximately 140s. By in-
serting this relaxation time into Eq.(6.3), we obtain a cooling rate of approximately
0.9 K/min, which is consistent with the experimental value.

The shift of T, to higher values with increasing pressure implies an increase in the
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6 Influence of thermal history on x-salts

relaxation time at the same temperature. In the previous paragraph, we suggested
that AE decreases with pressure. Therefore, the increase in T cannot be attributed to
changes in AE. To analyze this further, let us consider Eq. (3.2), neglecting changes in
AE for simplicity. Taking the pressure derivative of T at a constant value, we can relate
the pressure derivative of Ty to that of the activation energy E,:

dt(Ty, Ea) 1 ek% dE,/dp B&EdTg/dp
dp 0 kBTg kB ng

This allows us to estimate how E; changes with pressure:

dEq = é& ~ 0.8K/MPa. (6.7)
dp Ty dp
In the case where a change in AE is neglected, we observe a pressure dependence
of the activation energy of approximately 0.8 K/MPa. This change is relatively small
compared to the absolute value of E;, and therefore, E, can be considered effectively
independent of pressure.

To investigate the correspondence between the EEG conformations and pressure,
we measured the system in two distinct states - annealed and quenched - following a
method similar to that in [159]. First, the samples were annealed at 65K for 24 hours.
Then, temperature sweeps were performed at various pressures (Fig. 6.13(a)). At the
lowest pressure (~ 20MPa), the samples exhibited high resistivity, while at higher
pressures (~ 40 MPa), the samples transitioned to a fully metallic state. Subsequently,
the same measurements were conducted for the quenched state (Fig.6.13(b)), which
was achieved by applying a heat pulse with an amplitude of 9.6 V and a duration of
3s. The maximum temperature reached during the heat pulse was 115K, while the
bath temperature was maintained at 45 K. The general behavior in the quenched state
was similar to that of the annealed state. However, a quantitative comparison of the
resistances in these two states reveals slight differences. In particular, the resistance
curve for the annealed state at 29 MPa closely matches that of the quenched state at
32MPa, indicating an effective pressure offset of approximately 3 MPa between the
two states. A similar offset is consistently observed at other pressures as well. Upward
and downward temperature sweeps in the pressure range of 20 MPa to 40 MPa exhibit
pronounced hysteresis at low temperatures, consistent with the presence of a Mott MIT
coexistence region in x-Cl at these pressures [34, 42].

This pressure difference is significantly smaller than that observed in x-Br, where a
shift of approximately 20 MPa was reported in [159], confirming that the impact of the
EEG conformations in x-Cl is substantially weaker compared to x-Br. It is important
to note, however, that comparing resistances near the Mott MIT may not yield entirely
conclusive results, as the resistance in this regime is influenced by both disorder and
electronic correlations, as previously discussed for x-Br.

From this section, we conclude that the influence of the EEG conformations on x-
Br and x-Cl is qualitatively similar. However, notable quantitative differences are ob-
served, with x-Cl exhibiting a much weaker effect than x-Br. Additionally, the glass
transition temperatures differ between the two compounds, being approximately 75K
for x-Cl and 80K for x-Br.
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Figure 6.13: Resistance of x-hg-Cl at different pressures in the annealed state (a) and
in the quenched state (b).

This behavior contrasts with the findings reported in [161] for x-Cl, where irradi-
ation was found to decrease the low-temperature resistance of the ambient-pressure
insulating state. The discrepancy may stem from the differing effects of irradiation
and thermal history. Another possible explanation is that the irradiation experiments
were conducted at ambient pressure, where the correlation strength is higher, placing
the compound at a different position in the phase diagram (see Fig. 2.9(c)).

Overall, in this chapter, we investigated the influence of thermal history on the elec-
tronic properties of x-Br. We observed a glass-like transition between the eclipsed and
staggered conformations of the ethylene end groups near 80K, consistent with pre-
vious reports. By applying annealing and quenching procedures, we controlled the
occupation probability of the nonequilibrium S conformation, pg, achieving both low
and high values.

An increase in ps was found to enhance the low-temperature resistivity and shift
the system closer to the metal-insulator transition. However, we observed no signif-
icant effect of ps on correlation strength, as the effective cyclotron mass remained
nearly unchanged within the experimental uncertainty. Meanwhile, S conformations
introduce additional disorder, which increases the low-temperature resistance, sup-
presses the superconducting transition temperature T;, and enhances the scattering
rate. The observed linear decrease of T, with increasing scattering rate is consistent
with the Abrikosov-Gor’kov theory, though the experimental slope is approximately
three times smaller than predicted. These findings suggest that the combined effect
of increasing disorder and persistently strong electronic correlations drives the system
toward a correlated Anderson (or Mott-Anderson) insulating state, consistent with the
proposed phase diagram in Fig. 2.9(c).

This reduced sensitivity of the correlation strength to the thermal history allows for
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6 Influence of thermal history on x-salts

a reliable investigation of the effective mass (and thus renormalization effects) without
the need for strict control over the thermal treatment, except in experiments specifically
targeting low scattering rate.
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7 Anion substitution effect in k-Br
and x-ClI

In the previous chapter (see Sec. 6.6) the comparison of the hydrogenated and deuter-
ated x-Br salts in their annealed states has revealed a systematic difference in their
effective cyclotron masses: (6.3 &= 0.1)mg for x-hg-Br and (6.55 + 0.15)mq for x-dg-Br.
This mass difference indicates a variation in the strength of electronic correlations. It
shifts the deuterated compound by ~ 14 MPa closer to the Mott metal-insulator tran-
sition (MIT), according to the pressure dependence of x-Br, which will be discussed
below in this chapter. This difference and shift are attributed to the so-called (nega-
tive) ‘chemical pressure’ effect, arising from the slight difference in C-H and C-D bond
lengths [126]. In general, deuteration is expected to introduce an effective pressure
shift of approximately —15MPa [126], thereby pushing the system closer to the Mott
MIT. This effective pressure difference is consistent with the value estimated from our
experimentally observed difference in effective mass, as discussed above.

In the case of deuteration, structural differences are confined to the conducting lay-
ers. In contrast, the most common forms of chemical modification typically occur
within the anion layer. In Chapter 5, we extensively investigated the x-Cl salt and com-
pared it with x-NCS. Despite the difference in their anion layers and distinct ground
states at ambient pressure (x-Cl insulating and x-NCS metallic), the comparison re-
vealed almost no difference in their correlation strength. The primary influence of
anion substitution manifests through variations in the frustration ratio, which differs
significantly between these salts. Therefore, anion substitution in x-Cl and x-NCS does
not mimic the effect of physical pressure on correlation strength and, consequently,
cannot be referred to as ‘chemical pressure’.

Another possible example of ‘chemical pressure” might be sought in the compari-
son of x-Cl and x-Br, where the isoelectronic replacement of a single halogen atom
in the complex anion leads to a significant change in the ambient-pressure electronic
state. According to theoretical calculations [96, 100], the frustration ratios in both salts
are pretty similar. Therefore, the primary influence on the ground state should arise
from differences in the correlation strength. Moreover, a comparison of the mass renor-
malization factor in ‘'mixed” salts x-BryCl;_,, based on infrared conductivity measure-
ments [214], suggests a dramatic, threefold increase upon reducing x from 0.85 to 0.73.
This result would imply an unexpectedly high sensitivity of the correlation strength
to Br-Cl substitution. However, it is important to note that optical studies, such as
those using infrared conductivity, can be sensitive to spurious surface effects. In con-
trast, magnetic quantum oscillations provide a bulk-sensitive probe of the electronic
properties.

To clarify this question, we performed a comparative study of x-Br and x-Cl using
the Shubnikov-de Haas (SdH) oscillations method to probe the effective mass. The
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Figure 7.1: Temperature dependence of the resistance of x-Cl (a) and x-Br (b) at dif-
ferent pressures. The left scale shows the resistance of the samples, while the right
scale shows the resistivity. (c) Pressure dependence of the resistivity of x-Cl (black)
and «-Br (red) at room temperature (~ 295K). The dashed lines serve as a guide to
the eye.

samples were mounted on the same feedthrough and positioned near each other inside
the pressure cell, ensuring they experienced identical external conditions, including
pressure, temperature, and magnetic field.

The resistivity of both samples in the metallic state exhibits similar behavior and
comparable values (Fig.7.1(a) and 7.1(b)), except in the phase coexistence region for «-
Cl (p >~ 20 MPa to 40 MPa). In this region, the resistivity of x-Cl increases significantly
at low temperatures (Fig.7.1(a), black and red curves). This increase is associated with
a first-order transition of part of the sample into the insulating state. However, at the
superconducting transition temperature, the resistivity drops due to the superconduct-
ing short-circuiting of the bulk sample through the metallic (superconducting) region.
Fig.7.1(c) shows the pressure dependence of the resistivity of x-Cl (red) and x-Br (black)
at room temperature. The resistivity of x-Cl is approximately twice as high as that of
x-Br, but the slopes of their pressure-dependent decreases are similar.

We measured the SAH oscillations under pressure using a resistive solenoid for gen-
erating magnetic fields up to 30T at the LNCMI in Grenoble. For all pressure values
up to 0.6 GPa, distinct oscillations corresponding to the B-orbit were observed for both
salts. Fig.7.2(a) shows SdH oscillations for x-Cl (black) and x-Br (red) at several pres-
sures. However, the oscillation amplitude in x-Br was an order of magnitude lower
than that in x-Cl. We were restricted to this pressure range, as at pressures higher than
1 GPa, the amplitude of SAH oscillations for x-Br significantly decreases [103], making
an effective mass determination impossible.

The frequencies of B oscillations for the x-Cl and x-Br samples at 20 MPa were
Fop = 3880 10T and Fg, = 3810 4= 10T, respectively. These values are in good
agreement with the previous measurements [103, 110] and coincide with the oscil-
lation frequencies calculatedfrom the size of the first Brillouin zone of these salts
(36.62 £ 0.05nm~2) and (36.21 & 0.05nm~2) for x-Cl and «-Br, respectively [90] [158].
For both salts, the frequency increases by approximately 3.5 %/GPa, which is close
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to the compressibility of x-Cl at room temperature (2.7 %/GPa), as measured by X-ray
diffraction [93]. This excellent agreement with our low-temperature SAH data suggests
that the compressibility does not change significantly upon cooling.

Fig.7.2(b) shows the pressure dependence of the effective cyclotron masses, m.(p),
for k-Cl and x-Br. In the phase coexistence region of x-Cl, the mass enhancement is
strongly accelerated [110]. This explains the significant difference between . for x-Cl
and «-Br in this region (Fig.7.2(b) inset). In the homogeneous metallic state, at 68 MPa
and 0.12 GPa, the masses of the two salts are similar, although m, for x-Br appears to
be slightly smaller than that of x-Cl by Am. ~ 0.1mg. This observation aligns with
expectations, as k-Cl is closer to the MIT due to the ‘chemical pressure” effect, which
is equivalent to approximately 10 MPa of physical pressure and leads to stronger mass
renormalization. However, in the actual phase diagram, the difference between the
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Figure 7.2: (a) Examples of the SdH oscillations in x-Cl (black) and x-Br (red) mea-
sured at pressures of 0.12GPa and 0.42 GPa, respectively, and at a temperature of
0.7K. The oscillation amplitude of k-Cl is divided by a factor of 10 for better compar-
ison, and the curves are vertically shifted. (b) Pressure dependence of the effective
cyclotron mass for x-Cl (black) and x-Br (red). The red star indicates an ambient-
pressure point obtained in the pulse-field measurements, see Sec. 6.6 (Fig.6.9). The
left scale shows the mass values in units of the free electron mass 11y, while the right
scale shows these values in units of the calculated band cyclotron mass 7 pang =
2.7mg [191]. The red dashed line represents a fit of the data for x-Br (red) with
the Brinkman-Rice formula (Eq. (2.30)). The black dashed line represents a similar
fit of the same data with the Brinkman-Rice formula, but with a fixed parameter
v = 0.8GPa '. Inset: Pressure dependence of the effective cyclotron mass differ-
ence between x-Cl and x-Br (Am, = m¢c; — mp;).
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7 Anion substitution effect in x-Br and k-Cl

compounds is Ap. 2 40 MPa, which is significantly larger than this ‘chemical pressure’
effect.

At pressures of 0.3 GPa to 0.4 GPa, the masses of the two salts are practically the same.
By 0.6 GPa, both masses approach the calculated band mass of approximately 2.7 mg
[191]. However, the mass of x-Br is about 0.2m( higher. One possible explanation
for this difference is that x-Cl and «x-Br have slightly different compressibilities and
different dependences of the correlation strength on pressure. In this case, x-Cl would
reach saturation faster than x-Br and show a smaller effective mass. Another scenario
is that x-Br has a higher band mass, which would naturally lead to a larger difference
in normalized masses. According to [191], the calculated band masses of the salts differ
only slightly by Amy,,q = 0.1 mg. This possible difference in the band mass does not
significantly affect the expected normalized mass difference in the metallic state. In
any case, the mass difference is within the error bars (Am. ~ 0.2mg). Therefore, in
the metallic state, the possible effect of ‘chemical pressure’ is much smaller than the
expected 40 MPa, and it is likely that this effect does not influence these compounds at
all.

A more quantitative way of analyzing the pressure dependence of the effective mass
is to fit with the Brinkman-Rice (BR) formula (Eq. (2.30)), as it was done for x-Cl and
x-NCS in Sec. 5.6. The fitting reveals a critical pressure pg ~ —0.26 + 0.03 GPa, which
is close to the critical pressures for x-Cl and x-NCS (—0.28 £ 0.02 GPa) within the eval-
uation error bar. The observation of similar critical pressure values provides key ev-
idence for the absence of a ‘chemical pressure’ effect in x-Br. The band mass and
the sensitivity of the correlation strength to pressure are myp,,q ~ 2.5+ 0.4mg and
v ~ 1.1+ 0.3GPa ™!, respectively. These values are slightly higher than those for x-Cl
and x-NCS (#11panq ~ 2.1 +0.1my and ¢ ~ 0.8 +0.1GPa"!). However, the differences
remain within the error margins. A reason for the larger error bars for x-Br is the rel-
atively narrow pressure range used for fitting the data. Furthermore, we fitted the
experimental data using a fixed compressibility parameter 7 = 0.8 GPa ™!, consistent
with the value used for x-Cl and x-NCS (Fig. 7.2(b), black dashed line). This fit yields
a band mass of myyng ~ 2.2 £ 0.1 mg and a critical pressure of py ~ —0.30 £ 0.01 GPa.
These values are even closer to the corresponding parameters obtained for x-Cl and
x-NCS. Therefore, we adopt them for further comparison and analysis throughout this
work.

We can also analyze the R(T) curves of x-Br within the framework of the Fermi
liquid model, analogous to the approach employed for x-Cl in Sec.5.1. Figure7.3(a)
shows the pressure dependence of the coefficient A(p) in the quadratic temperature
dependence of resistivity, as described by Eq. (2.27). The temperature range over which
the quadratic dependence was fitted spans approximately 13K to 25K and varies
slightly with pressure, as discussed in Sec. 5.1.

The pressure dependence of A was fitted using the relation A(p) ~ (p — pc)~%
[67]. Two data points at higher pressures were excluded from the fit, as their inclu-
sion significantly increased the uncertainty of the fitting parameters. The fit yields
a critical pressure of p. ~ —0.16 &= 0.05 GPa, which is notably lower than the value
obtained from the BR-like fit for effective mass (pp ~ —0.3GPa). Furthermore, this
critical pressure is approximately by Ap. ~ 60 MPa lower than that obtained for x-Cl
(pc = —0.10 = 0.02 GPa). Although this difference falls within the margin of error, it is
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Figure 7.3: (a) Pressure dependence of the coefficient A in the quadratic T-dependence
of the resistivity, see Eq. (2.27). The red line represents a fit using the formula A =
a(p — pc)?, see text. (b) Fermi liquid coefficient A from panel (a) plotted versus the
effective cyclotron mass on the B orbit, m.g, on a double logarithmic scale (black
dots). The effective mass is normalized to the band mass 1. g pana = 2.2 19, while the
coefficient A is normalized to its minimum value Amin = 2 X 107* Qem K 2. The red
line represents a linear fit with a slope of 4.4 & 0.4.

substantially greater than the pressure difference inferred from the effective mass com-
parison (< 20MPa), and is consistent with the difference estimated from the phase
diagram (~ 50 MPa).

The fit also yields an exponent of 2v ~ 1.5 £ 0.4, which agrees within the error
margins with the value obtained for x-Cl (2v ~ 1.16), and is close to the theoretically
predicted value of 2v = 1.34 reported in [67].

The pressure dependence of the coefficient A(p) can also be compared to the pres-
sure dependence of the effective cyclotron mass, as was done for x-Cl in Sec.5.6. Fig-
ure 7.3(b) displays the dependence of the coefficient A on the effective cyclotron mass
on a double logarithmic scale (black dots). The effective mass is normalized to the
band mass (1.pang = 2.2mp), obtained from the BR-like fit, and the coefficient A is
normalized to its minimal value at the highest pressure.

This dependence was fitted linearly (red line). The fit yields a slope of 4.4 £ 0.4,
indicating that the coefficient A scales with the effective mass to the power of approx-
imately 4.4. This exponent is much higher than the result obtained for x-Cl (3.3) and
significantly deviates from the prediction of the Kadowaki-Woods law (see Sec.2.7),
which suggests a quadratic dependence.

All in all, the comparative analysis of the three salts with different anion layers (-
Cl, x-Br, and x-NCS) reveals no significant difference in the strength of the electronic
correlations. The observed difference in the critical pressure, Apg ~ 0.02 + 0.03 GPa, is
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7 Anion substitution effect in x-Br and k-Cl

within the error margin. It still allows for the presence of a very weak "chemical pres-
sure’ effect, however, much weaker than inferred from the band structure calculations
[96, 100] or from optical studies [214]. Therefore, it is more likely that the present chem-
ical substitutions influence the ground state of these salts primarily through changes
in the frustration ratio rather than through variations in the correlation strength.

Unfortunately, we could not observe the « oscillations in x-Br to trace the evolution
of the frustration ratio with pressure. The only work reporting measurable & oscil-
lations [109] reveals a ratio between the a- and B-orbit areas at ambient pressure of
approximately S,/Sg ~ 14 %, corresponding to a frustration ratio of t'/t ~ 0.6. This
frustration ratio is lower than that observed for x-NCS (0.69) and slightly higher than
that of x-Cl (0.57). The similarity of the frustration ratios for x-Br and x-Cl, along with
their similar correlation strengths, confirms the closeness of x-Br to the MIT. Moreover,
even a slight increase in the correlation strength, such as through the deuteration of «-
Br, drives the compound into a phase coexistence state, as we have seen in the previous
chapter (see Sec.6.1).
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8 Non-magnetic Mott insulator x-CN

In the previous chapters, we conducted comparative investigations of the x-Cl, x-Br,
and x-NCS salts. We observed similar electronic correlation strength ratios for all three
compounds in the metallic phase, with closely matching band masses. These results
indicate that the salts do not exhibit a significant effect of ‘chemical pressure’. Instead,
the differences in their ground states at ambient pressure were attributed to variations
in the spin frustration ratio.

Compounds with a lower frustration ratio are more susceptible to magnetic order-
ing instabilities. According to theoretical calculations, magnetic ordering drives the
system into a Mott insulating state at lower correlation strengths and higher quasipar-
ticle residue (as discussed in Sec.2.9). To test the validity of these calculations, it is
necessary to shift the Mott transition to lower quasiparticle residue values. This can
be achieved by exploring compounds with higher correlation strengths and stronger
frustration under ambient conditions.

A promising candidate for this purpose is the x-(BEDT-TTF),Cuy(CN);3 salt (k-CN).
This compound is predicted to exhibit a stronger negative chemical pressure effect
than the other three salts, resulting in a higher correlation strength at ambient pres-
sure [96]. The frustration ratio is also expected to approach unity, making x-CN a
viable candidate for realizing a spin-liquid state [91, 96]. Increased frustration sup-
presses magnetic ordering, enabling the observation of the Mott metal-insulator tran-
sition (MIT) at higher correlation strengths. Therefore, this chapter is dedicated to the
investigation and discussion of the k-CN compound and its comparison with the salts
described above. In particular, we studied x-CN using isotope-enriched BEDT-TTF-
13C molecules. It has been established that such isotope substitution does not affect the
electronic properties or alter the phase diagram of the material [215, 216]. The main
measurement techniques employed in this work are angle-dependent magnetoresis-
tance oscillations (AMRO) and Shubnikov-de Haas (SdH) oscillations.

8.1 Temperature dependence of resistance

We investigated x-CN referring to the phase diagram presented in Sec. 3.6 [69]. It pre-
dicts a phase coexistence region in the pressure range 135 MPa to 155 MPa. However,
our samples exhibited a fully metallic ground state down to 100 MPa, where a slight
upturn in the resistance at low temperatures appeared, indicating the onset of the
transient phase-coexistence region. This discrepancy in the phase diagram may be
attributed to the sample quality or uncertainties in pressure determination.

Fig.8.1(a) shows the temperature dependence of resistance over a wide pressure
range. The general behavior of the resistance is similar to that observed in the other
salts, featuring a resistance peak at temperatures around 20K to 50K, followed by a
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Figure 8.1: (a) R(T) curves of x-CN at various pressures. The right scale shows re-
sistivity. (b) Pressure dependence of the coefficient A (the slope of the quadratic de-
pendence of resistivity on temperature). The red line represents a fit using the A =
a(p — p.)~P. The fit yields the parameters: p. = 0.08 & 0.01 GPa and b = 1.21 +0.11.
Inset: Resistivity as a function of the square of temperature (black points) at a pressure
of 0.24 GPa in the temperature range 0K to 14 K, with a linear fit (red line) yielding a
slope coefficient of A =~ 0.00033 Q cm K2,

dramatic decrease at lower temperatures. Notably, near the phase-coexistence region
(0.1 GPa), the difference between the residual resistance and the peak resistance spans
four orders of magnitude. The resistivity at low temperatures in the metallic state is
significantly lower (below 0.1 (2 cm) than in the other three salts. A possible explana-
tion for this could be a higher interlayer transfer integral or effective mass (see Eq. (3.5))
in k-CN. The combination of lower resistivity and thinner crystals results in a substan-
tially lower low-temperature resistance for xk-CN compared to the other salts.

We analyzed the R(T) curves of k-CN in the framework of the Fermi liquid (FL)
model, predicting the quadratic temperature dependence of resistivity (Eq.(2.27)).
Fig.8.1(b) shows the pressure dependence of the coefficient A in the quadratic temper-
ature dependence of the resistivity (see inset of Fig. 8.1(b)). This dependence was fitted
with a power-law function A ~ (p — p.) 2, yielding an exponent 2v = 1.21 + 0.09,
which closely matches the value obtained for x-Cl (1.16) and x-Cl (1.5), discussed in
Sec.5.1 and Chapter?7, respectively. These values are close to the theoretically pre-
dicted value of 2v ~ 1.34 [67]. However, they differ from the experimentally deter-
mined value for k-CN (2v ~ 0.75) reported in [69]. The method used to determine the
actual pressure may be a possible reason for this discrepancy. In [69], two separate sets
of measurements were conducted using *He and oil as pressure media, and the results
were subsequently merged.

The critical pressure obtained from the fit is p. ~ 80 MPa, which significantly differs
from the values found for x-Cl (—100 MPa) and x-Br (—160 MPa). Since the coefficient
A reflects the strength of electronic correlations, this difference in critical pressures
may be attributed to a ‘chemical pressure” effect of approximately 180 MPa between
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8.2 Angle-dependent magnetoresistance oscillations

the two salts. Notably, in k-CN, the critical pressure nearly coincides with the MIT
pressure, while in x-Cl, it is about 120 MPa lower. This may indicate that the MIT is
governed predominantly by electronic correlations in compounds with stronger frus-
tration. However, definitive conclusions require direct measurements of the effective
mass.

8.2 Angle-dependent magnetoresistance oscillations

Turning to magnetotransport measurements, we first investigated AMRO in x-CN.
Fig.8.2(a) shows AMRO curves for several ¢ orientations. Hereafter, the azimuthal
angle ¢ = 0° corresponds to the longer crystallographic axis ¢, while ¢ = 90° corre-
sponds to the shorter axis b. All AMRO at different ¢ angles are quite similar, showing
comparable amplitude, peak positions, and resistance in the field parallel to the layers.
This suggests a nearly isotropic Fermi surface (FS).

Fig.8.2(b) presents AMRO measurements at pressures of 0.1 GPa (green), 0.24 GPa
(red), and 1.06 GPa (black). The absolute resistance decreases with increasing pressure,
whereas the relative AMRO amplitude increases. The resistance at 6 = 0° at the low-
est pressure (0.1 GPa) is approximately 30 times higher than at the highest pressure
(1.06 GPa). However, at the first AMRO peak, this ratio decreased to less than 10. This
indicates that the pressure dependence of the magnetoresistance is significantly weaker
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Figure 8.2: (a) Interlayer resistance of x-CN as a function of the polar angle 6 at
B = 15T and T = 14K, measured at a pressure 0.82 GPa. Different curves repre-
sent measurements at various azimuthal angles. For clarity, the curves are vertically
shifted by 0.05 Q). The zero azimuthal angle (¢ = 0°) corresponds to the longer crystal-
lographic axis c¢. (b) AMRO curves at B= 15T, T = 1.4K, and at different pressures.
The curves are not vertically shifted. The azimuthal orientation for all curves is the
same (¢ ~ 30°).
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8 Non-magnetic Mott insulator k-CN

at AMRO peaks than at the perpendicular magnetic field orientation. This observation
will be important for further investigations of magnetic quantum oscillations in x-CN.

In addition to the increased resistance observed at low pressure near the Mott MIT
region, the AMRO curve at 0.1 GPa exhibits a noticeable asymmetry, which may in-
dicate a slight tilting of the effective interlayer hopping vector [7, 51]. In contrast, at
higher pressures, the AMRO curves become more symmetric. The magnetoresistance
at 0.24 GPa (red curve) lies roughly in the middle between the other two curves, despite
its pressure being closer to the lower-pressure case. Remarkably, we could observe dis-
tinct AMROs even at pressures near the Mott transition. This contrasts with the experi-
ments of Ohmichi et al. [52], in which AMROs were nearly absent at pressures around
0.2 GPa. This observation highlights the high quality of our samples.

8.3 Fermi surface determination

As described in Sec. 5.8 for x-Cl, the positions of the AMRO peaks can be fitted using
the formula for the Yamaji angles (Eq. (2.19)). This fitting allows the determination of
the Fermi wave vector (kg), based on the known interlayer distance, thus enabling the
reconstruction of the in-plane FS. Figure 8.3(a) displays the kg values (which we treat as
equivalent to kg‘ax, see Sec. 2.4; a more precise discussion of the distinction between kg
and kg® is provided in Appendix9) calculated from the AMRO data at two different
pressure values of 0.18 GPa (black dots) and 0.82 GPa (red dots). These results are
consistent with those previously reported in [52] for a pressure around 0.7 GPa.

The effect of pressure is similar to what was observed in x-Cl: it compresses the

= Fermi vector k.
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Figure 8.3: (a) Fermi wave vector as a function of azimuthal angle ¢ at pressures of
0.18 GPa (black dots) and 0.82 GPa (red dots), calculated from experimental AMRO
data and the effective dimer model (black and red lines), using corresponding SdH
frequencies (to be provided in Sec. 8.6). (b) Fermi surface at pressures of 0.18 GPa (left)
and 0.82 GPa (right). Black dots represent the FS derived from the AMRO measure-
ments. Red and blue lines correspond to open and closed Fermi sheets, respectively,
obtained from the effective dimer model calculations. The black dashed line indicates
the boundary of the first Brillouin zone.
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8.4 AMRO simulations

Pressure ‘ a(z)[nm] ‘ b(y)[nm] ‘ c(x)[nm] ‘ t'/t
0.18GPa | 1.474 0.856 1.335 | 1.04

0.82GPa 1.448 0.845 1.319 1.11

Table 8.1: Unit cell size and frustration ratio of x-CN. The ambient-pressure unit cell
parameters are taken from [91] and are listed in Sec. 3.1.

sample, resulting in larger Fermi wave vectors at all ¢ angles for 0.82 GPa as compared
to 0.18 GPa. Similarly to x-Cl (and x-NCS), the change in kg is anisotropic: pressure
increases kr more along the longer crystallographic axis ¢ than along the shorter axis b.
However, unlike in x-Cl, for k-CN the Fermi wave vector corresponding to the longer
in-plane axis (c, ¢ = 0°) is already larger than that along the shorter axis (b, ¢ = 90°).
This indicates that the FS is more extended in the direction of the longer axis c, as
illustrated in Fig. 8.3(b), where it corresponds to k.

As shown in the previous chapter (Sec.5.8) for x-Cl, it is possible to determine the
Fermi wave vector at different ¢ angles using an effective dimer model. Fig.8.3(a)
displays the calculated kg values (solid lines) for two pressures: 0.18 GPa (black) and
0.82GPa (red), using SAH data (to be shown below). The overall behavior of the cal-
culated and experimental kr values is consistent. At higher pressure, the kr values are
larger, with a more pronounced increase along the longer axis (¢, ¢ = 0°). Additionally,
the absolute value of the effective dimer model kg decreases as ¢ increases. However,
there is a notable discrepancy: the calculated kg values exhibit a more monotonic de-
crease with ¢, whereas the experimental values from AMRO measurements display a
flat plateau for ¢ < 30°.

Fig.8.3(b) shows the determined Fermi surface at pressures of 0.18 GPa (left) and
0.82GPa (right). Black dots represent the experimental AMRO measurements, while
red and blue curves correspond to values calculated using the effective dimer model.
This comparison demonstrates that both the experimental and model-derived values
agree at most angles, except in the region around the k.-axis direction (along k). In
this region, the effective dimer model overestimates kg, resulting in a stronger convex
curvature of the Fermi surface than according to the experimental data.

The low-temperature unit cell dimensions at ambient pressure from [91] were used
for the calculations. Adjustments for higher pressures were made by accounting for
pressure dependence in the SAH frequencies (see Sec.8.6), under the assumption of
isotropic compression [93]. The frustration ratio '/t was taken from the SdH oscilla-
tions, which will be presented in Sec. 8.6. Table 8.1 summarizes all the relevant values.

8.4 AMRO simulations

As demonstrated in Sec. 5.9 for x-Cl, it is possible to simulate AMRO behavior based on
the known FS. This requires integrating Eq. (5.5) using the parameter w,T and the FS
obtained from the experimental AMRO peak positions. The simulated curves for the
pressure 0.18 GPa are shown in Fig. 8.4(a) as solid lines in different colors for various
w,T values. Fig. 8.4(a) also presents the measured AMRO at a pressure of 0.18 GPa, for
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8 Non-magnetic Mott insulator k-CN

two magnetic field strengths: B = 15T (black dashed line) and B = 26 T (blue dashed
line). These AMRO curves were obtained at an azimuthal angle of ¢ ~ 20°.

The experimental resistances were normalized to their value at 6 = 0°. In contrast,
the calculated resistance values were scaled to match the experimental curves with
AMRO amplitude and background resistance at high tilt angles. As a result, the initial
resistance at 0 = 0° differs between the calculated and experimental curves, whereas
the AMRO amplitude and high-angle behavior show a good agreement.

To estimate the parameter w,T, the experimental AMRO curves were compared with
simulated curves for different w,.T values. From this comparison, it was estimated that
the magnetic fields By = 15T and By = 26T correspond to w.T ~ 2.5 and w,T =~ 3.5,
respectively. The ratio of the magnetic fields (Bo/B; = 26T/15T) is approximately
1.7, while the ratio of the scattering parameters ((w.T)2/(w.T); = 3.5/2.5) is approxi-
mately 1.4. This difference between the two ratios (1.7 vs. 1.4) is relatively small, but
it may also indicate either limitations of the AMRO simulation method or inaccuracies
in the estimation of w7, which was inferred solely from the correspondence between
the experimental and simulated AMRO amplitudes.

Fig.8.4(b) illustrates the ¢-dependence of the resistance at polar angles near § =
75° for pressures of 0.18 GPa (black) and 0.82 GPa (red). These values are close to the
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Figure 8.4: (a) Calculated AMRO curves for different values of the parameter w,.T
(solid lines) compared with experimentally obtained curves (dashed lines) at a pres-
sure of 0.18 GPa and magnetic field strengths of 15T and 26 T. Both experimental and
calculated curves correspond to an azimuthal angle of ¢ ~ 20°. The resistances were

normalized to their values at € = 0°, and the calculated values were further scaled by
a factor of 0.4 to match the AMRO amplitudes and background resistance with the ex-
perimental data at high tilt angles. (b) Resistance values at § = 75° from experimental
measurements at 15T and 1.4K for pressures of 0.18 GPa (black) and 0.82 GPa (red),
alongside calculated values for w.t = 2.5 (blue). The resistance values are normal-

ized to thatat ¢ = 0.
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8.5 Coherence peak

resistance at 0 = 90°. They can be considered consistent with the ¢-dependence of
the resistance in a magnetic field parallel to the conducting layers (disregarding the
coherence peak, which will be discussed separately). The absolute resistance values
for both pressures are comparable, although the peak of the ¢-dependence shifts to
higher ¢ values with increasing pressure. The change in the absolute resistance is
less than 15 %, which is significantly smaller than the variation observed in x-Cl in
Sec.5.9, where the change was approximately fivefold. This difference suggests a more
isotropic FS in k-CN as compared to x-Cl, which is consistent with the FS being more
circular in x-CN and more rectangular in x-CL

The blue dots in Fig. 8.4(b) represent the calculated resistance at 8 = 75° (calcula-
tion constraints restrict this upper limit) for the FS corresponding to 0.18 GPa. Like the
experimental data, the calculations exhibit a maximum at intermediate ¢ angles. How-
ever, the calculated resistance shows a greater amplitude of variation (60 %) compared
to the experimental data (15 %). Moreover, in the experiment, the resistance at ¢ = 0°
is lower than at ¢ = 90°. In contrast, the calculated resistance displays the opposite
trend, with higher values at ¢ = 0°, corresponding to a higher k. This behavior in
the calculations is also consistent with the FS curvature: the FS is flatter at ¢ ~ 90°,
implying more conducting electrons and thus lower resistance (a similar reason was
discussed for x-Cl in Sec. 5.9).

The possible reason for these inconsistencies may lie in the difference between k3
and the actual kg. As discussed earlier, AMRO curves reveal k3™, which approximates
but does not exactly represent kr. Estimating kp by constructing perpendiculars to the
kz® may flatten the FS and reduce curvature differences, thereby influencing the com-
parison between experimental and simulated results. Another possible reason may be
related to inaccuracies in the calculations. Due to technical limitations, the simulations
were performed at a polar angle of § = 75°. However, in a fully parallel magnetic field
(6 = 90°), the p-dependence of the resistance may differ slightly.

8.5 Coherence peak

Similarly to x-Cl, the shape of the coherence peak in k-CN is also strongly dependent on
the azimuthal angle ¢. Fig.8.5 shows coherence peaks at different ¢ orientations and
at pressures of 0.18 GPa (a) and 0.82 GPa (b). Curves with the same color correspond
to the same ¢ orientation, and the numbers 1 — 6 label the curves in order of increasing
¢ for easier reference. The coherence peak region can be divided into three main parts:

* The peak itself: This corresponds to the range approximately 88° to 92°, where
the magnetic field is nearly parallel to the layers. A steep increase in resistance
characterizes this region.

* The piedmont area: This region, associated with self-crossing orbits, extends
from approximately 80° to 88°. It exhibits increasing, decreasing, or nearly flat
R(), depending on the ¢ orientation and pressure.

e Saturation of base resistance: Around 6 = 80°, the resistance value is influenced
by the in-plane Fermi wave vector kg(¢) and the warping of the Fermi surface. It
reflects the resistance at high polar angles.
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8 Non-magnetic Mott insulator k-CN

To analyze the changes in each region of the coherence peak, we define several char-
acteristic points (indicated by arrows in Fig. 8.5(a) and Fig. 8.5(b)):

* Rmax: The maximum resistance value at the peak.
* Rmin: The resistance value at the base of the peak.

® Rpase: The resistance value at § = 80°, averaged over possible angular oscilla-
tions.

Using these definitions, the peak height is defined as Rpeak = Rmax — Rmin, and the
piedmont slope as Rgjope = Rmin — Rbase-

The dependence of Rpeax and Rgjope on the azimuthal angle ¢ is shown in Fig. 8.5(c).
The resistance values have been normalized to the minimum base resistance Ry,s. at
p =0°

The peak height exhibits a pronounced maximum at ¢ = 40°, in contrast to x-Cl,
where the maximum occurs at ¢ = 0°. This difference can be attributed to the complex
topology of the Fermi surface. As discussed before, two possible types of closed orbits
were proposed in [185] for k-NCS, each contributing differently to the formation of
the coherence peak. Under applied pressure, the relative height of the coherence peak
increases, reaching up to one-quarter of the base resistance at its maximum at 0.82 GPa.

The behavior of the slope resistance (Rgjope) is more complex and non-monotonic.
However, the overall ¢-dependence remains similar across different pressures
(Fig.8.5(c) green and blue). Notably, the resistance drops sharply at azimuthal an-
gles near ¢ = 45°, where the coherence peaks are most pronounced. This suggests that
warping in this region enhances self-crossing and closed orbits that contribute to the
slope and the coherence peak. At other ¢ angles, Ryjope either shows a slight positive
slope or remains nearly flat.

Despite differences in the shape and height, the width of the coherence peak only
weakly depends on ¢. Fig. 8.5(d) shows the ¢-dependence of the coherence peak width
in polar coordinates for a pressure of 0.18 GPa. The width remains nearly constant,
with only minor variations across all ¢ (1.8°<8.<2.3°). It is possible that this variation
is not due to actual changes in the peak width, but rather to difficulties in its determina-
tion, particularly in cases where the peak amplitude is small and the piedmont exhibits
a positive slope at specific ¢ orientations. Therefore, the interlayer transfer integral in
x-CN can be considered isotropic. The most reliable determination of the peak width
is possible at ¢ = 45°, where the peak is flanked by pronounced dips, providing clear
boundaries for defining its extent [50].

For pressures of 0.18 GPa and 0.82 GPa, the coherence peak widths were measured
as 0. = 1.9 £0.2° and 2.4 + 0.2°, respectively. These widths correspond to the ratio of
the interlayer transfer integral to Fermi energy, t, /Ep, of 0.68 % and 0.84 %. A linear
extrapolation to ambient pressure yields a ratio of approximately 0.62 %. This value is
smaller than that for x-CI at ambient pressure (0.8 %) but significantly larger than the
value reported for x-NCS (0.05 %) [185].

We can convert these ratios into absolute values of the interlayer transfer integral by
estimating the Fermi energy under the assumption of a quadratic dispersion, using the
effective cyclotron mass (to be presented in the next section). This estimation yields
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Figure 8.5: Resistance as a function of the azimuthal angle for a pressure of 0.18 GPa (a)
and 0.82 GPa (b) at various azimuthal angles ¢ showing the coherence peak. The resis-
tance is normalized to the maximum resistance, and the curves are vertically shifted
for clarity. Curves with the same color correspond to the same azimuthal angle ¢.
Numbers (1 — 6) label the curves in order of increasing ¢. Rmax denotes the resistance
at the peak value, Rpin corresponds to the resistance near the piedmont of the peak,
and Ry, represents the saturation resistance at high polar angles, close to 6 = 80°.
8. denotes the polar angle at which the coherence peak width is determined. (c) ¢-
dependence of the coherence peak height (Rpeak = Rmax — Rmin), normalized to the
minimum base resistance at ¢ = 0°, for pressures of 0.18 GPa (black) and 0.82 GPa
(red), along with the ¢-dependence of the change in resistance at the piedmont of the
coherence peak (green and blue) (Rsjope = Rmin — Rpase), also normalized to the min-
imum base resistance at ¢ = 0°. (d) ¢-dependence of the coherence peak width in

polar coordinates for pressure 0.18 GPa.

values of 0.4meV and 0.9meV for the two measured pressures, respectively. Linear
extrapolation to ambient pressure gives an estimated value of 0.2meV. This is signifi-
cantly higher than the interlayer transfer integral in k-NCS (0.04 meV) and about three
times lower than in x-Cl (0.6 meV).

Although the t | / Eg ratios are quite similar among these salts, the primary difference
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8 Non-magnetic Mott insulator k-CN

p(GPa) | F(T) | d(nm) | kp(nm™?) | mc(mg) | EpeV) | 6.°) | t1/Ep | ti(meV)

0.18 | 3680 | 1.474 3.33 7.2 0.059 | 19+0.2 | 0.0068 | 0.40 = 0.05
0.82 | 3780 | 1.448 3.44 4.0 0.109 | 24+£0.2]0.0084 | 09=+0.1

Table 8.2: Calculated values of t | along with all parameters required for its evaluation.
The SdH frequency F and effective cyclotron mass m, were taken from Sec.8.6. For
details regarding the calculation of the Fermi energy Er and the interlayer transfer
integral ¢ | , refer to the main text.

in the absolute values of ¢ originates from variations in the estimated Fermi energy,
which arise due to differences in the effective masses. Furthermore, for x-Cl, to cal-
culate the value of t| we used the maximal width of the coherence peak (at ¢ = 0°),
whereas t | (¢) exhibits strong anisotropy (see Fig.5.18). The average effective t | may
therefore be significantly smaller; in Sec.5.12, we estimated it to be around 0.1 meV
based on the analysis of SAH oscillation beats. This larger effective t; in xk-CN, com-
bined with its larger effective cyclotron mass, likely accounts for the significantly lower
low-temperature resistivity observed in k-CN compared to the other three salts (as dis-
cussed in Sec. 8.1).

All parameters used in the calculations are summarized in Table 8.2. The interlayer
transfer integral t; was calculated using Eq. (2.21), assuming a quadratic energy dis-
persion to estimate the Fermi energy. The values for the effective cyclotron mass and
the SAH frequency were taken from Sec. 8.6, while the interlayer distances d are listed
in Table 8.1.

8.6 Shubnikov-de Haas oscillations in tilted field

The primary challenges in measuring SAH oscillations in this compound are the small
oscillation amplitude (less than 2% in a perpendicular magnetic field up to 307T),
as compared to other x-salts, and the low residual resistance in the metallic state
(~ 10m()). However, these challenges can be mitigated near the AMRO peaks, where
the resistance increases by nearly an order of magnitude, and the relative amplitude
of the oscillations rises significantly [7], as was also demonstrated for x-Cl (Sec.5.14).
For this reason, the SdH oscillations were measured at orientations close to the first
AMRO maximum. At these orientations, the absolute amplitude of the SAH oscilla-
tions increased by more than an order of magnitude.

Fig.8.6(a) shows examplary oscillations at orientations 6 = 0° (perpendicular) and
0 ~ 25° (near the AMRO peak) at magnetic fields of 28 T to 29 T. The absolute oscilla-
tion amplitude is more than an order of magnitude larger at the AMRO peak orienta-
tion compared to the perpendicular one, with the relative amplitudes Rosc/ Rpg being
approximately 12 % and 2 %, respectively. In the perpendicular orientation, the oscilla-
tion amplitude is close to the noise level, making the oscillations barely distinguishable
by the eye.

Fig. 8.6(b) presents the FFT of the SAH oscillations at the two orientations described
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Figure 8.6: (a) SAH oscillations measured at polar orientations § = 0° (black) and
f = 25° (blue) at a pressure of 0.24 GPa and temperature of 0.5K. (b) FFT of the oscil-
lations shown in panel (a) in the field window 28 30T, with frequencies normalized by
multiplying by cos(6). The FFT of the oscillations in the perpendicular field was mul-
tiplied by 10 for better visibility. (c) SAH oscillations measured at 0.25 GPa, 0.1K, and
polar orientation 6 = 22°. The red line represents the a-oscillations, reconstructed via
inverse FFT from the corresponding FFT peak. (d) FFT of the SAH oscillations from
panel (c), with frequencies normalized by multiplying by cos(0).

above. For measurements on tilted samples, the frequency was multiplied by cos(0)
to normalize it and facilitate comparison with measurements in the perpendicular ori-
entation. As expected, the FFT amplitude of measurements in the tilted field is much
higher than in the perpendicular field. Notably, as in x-Cl, the Dingle temperatures for
all orientations and pressures were within Tp = 0.7 = 0.2K.

Interestingly, we also observed a-oscillations at certain pressures and orientations.
Fig.8.6(c) shows SdH oscillations measured at 0.25GPa, 0.1K, and 6 ~ 22°, with the
a-oscillations highlighted by the red line. An FFT analysis reveals frequencies around
Fy =~ 780T and Fg ~ 3680 T (Fig.8.6(d)). The ratio between the a- and p-frequencies
is approximately 21 %, which is significantly higher than that observed in x-Cl (13 %)
and x-NCS (16 %), as presented in the previous chapter (Sec.5.5). This higher ratio
is consistent with the observation from the previous section that the Fermi surface is
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8 Non-magnetic Mott insulator k-CN

more extended along the longer unit cell axis.

Additionally, Fig.8.6(c) shows a beat node in the oscillations, attributed to Fermi
surface warping, similar to the behavior discussed for xk-Cl. The FFT reveals a corre-
sponding peak with two closely spaced maxima. The frequency splitting is estimated
as AF[;/ Fg ~ 0.02, which is higher than in x-Cl. However, the determination of AFg
is imprecise due to the short magnetic field range over which the oscillations were
measured.

8.7 Frustration ratio and effective mass

The implementation of SdH measurements near the AMRO maximum allows us to sig-
nificantly enhance the amplitude of oscillations across a wide pressure range (0.1 GPa
to 1 GPa). Fig.8.7(a) shows the pressure dependence of the B-frequency. It can be ex-
trapolated to ambient pressure as Fg(0) ~ 3670 20 T and increases with pressure at a
rate of approximately 4 % /GPa, which is similar to the behavior observed in x-CL

Fig.8.7(b) presents the pressure dependence of the a-frequency. Extrapolation to
ambient pressure gives F,(0) ~ 740 +20T, and the frequency increases with pres-
sure by approximately 20 %/GPa. Similarly to x-Cl, the a-frequency shows a much
stronger pressure dependence, indicating a more pronounced expansion of the Fermi
surface along the longer unit cell axis, consistent with the kg determination discussed
in Sec.8.3. The observed frequencies are consistent with the previous SAH measure-
ments reported at p ~ 0.8 GPa [104].

As shown previously for x-Cl, we can convert the ratio of frequencies into the
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Figure 8.7: Pressure dependence of the SAH p-frequency (a) and a-frequency (b).
Black points represent measurements taken in a 15 T magnet (Garching), blue points
in an 18T magnet (Dresden), and red points in a 30 T magnet (Grenoble). All the
frequencies are reduced to the values corresponding to § = 0 by multiplying them
by cos(6). (c) Spin frustration ratio '/t in k-CN (black dots), obtained from the ratio
F,/ Fg, with a linear fit shown in blue. The fit yields an intercept of 1.00 + 0.02 and a
slope of 0.15GPa .
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Figure 8.8: (a) SAH oscillations measured at 0.24GPa, 0 ~ 24° (at the first AMRO
peak), at different temperatures. The oscillatory resistance is normalized to the back-
ground resistance. The curves are vertically shifted for better visibility. (b) FFT of
the oscillations from panel (a) near the B-frequency. (c) Temperature dependence
of the amplitude of the FFT peak at the B-frequency (black points), fitted using the
LK temperature damping factor Eq. (2.9). The fit yields an effective cyclotron mass
e ~72+0.1.

spin frustration ratio t'/t. Fig.8.7(c) shows the pressure dependence of the frustra-
tion ratio. A linear extrapolation to ambient pressure yields a frustration ratio value
t'/t = 1.00 & 0.02. This value is significantly closer to unity than the predictions from
DMEFT calculations (t'/t = 0.83) [96], the extended Hiickel method (¢'/t = 1.06) [91],
and DFT calculations (' /t = 0.86) [217]. A frustration ratio near unity suppresses an-
tiferromagnetic ordering and favors the emergence of a valence bond solid (VBS) or a
quantum spin-liquid (QSL) state [116, 117, 218, 219].

The frustration ratio in k-CN is significantly higher than those presented in Sec. 5.5
for x-Cl and x-NCS. Nevertheless, the relative frustration values among these three
salts are qualitatively consistent with the theoretical predictions [96].

At orientations near the AMRO peak, the amplitude of the SAH oscillations was
sufficiently large to allow measurements at different temperatures and the extraction of
the effective cyclotron mass. Fig. 8.8(a) shows SdH oscillations at a pressure of 0.24 GPa
and 6 ~ 24° in the magnetic field range 27 T to 30 T, measured at various temperatures.

Fig.8.8(b) displays the FFT amplitude of the SdH oscillations near the p-frequency.
Fig.8.8(c) presents the temperature dependence of the B-oscillation amplitude (black
points), along with a Lifshitz-Kosevich fit (red line) according to Eq.(2.9). Since the
measurements were performed at a tilted field, the extracted effective cyclotron mass
must be multiplied by cos(6) to obtain the value corresponding to the orbit in the layer
plane.

A similar procedure was applied to determine the effective cyclotron mass over a
broad pressure range (0.1 GPa to 1 GPa). Fig. 8.9(a) shows the pressure dependence of
the effective mass, m.(p) (black points). To evaluate the electronic correlation strength,
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Figure 8.9: (a) Pressure dependence of the effective cyclotron mass m, g (black dots).
The left vertical axis shows values in units of the free electron mass (), while the
right axis shows the scale in units of the band cyclotron mass (11 pang = 2.8 mp), ex-
tracted from the BR-like fit. The red dashed line represents a fit to the experimental
data using Eq. (5.2). The yellow rectangle denotes the phase coexistence region for -
CN. All the masses are reduced to the values corresponding to § = 0 by multiplying
them by cos(6). (b) Effective cyclotron mass m. dependence of the Fermi liquid coef-
ficient A from the Fig.8.1(b) in a double logarithmic scale (black dots). The effective
mass is normalized to the band mass . panq = 2.8 mp, while the coefficient A is nor-
malized to its minimum value Ay, = 1.9 x 107° Q cm K2, The red line represents a
linear fit with a slope of 5.3 & 0.4.

we fitted m.(p) using a BR-like expression Eq. (5.2). The fit is shown as the red line
in Fig.8.9(a). As described in Sec.5.6, we assume a linear pressure dependence of the
transfer integral, t(p) = to + y(p — po), where v is the pressure sensitivity of the trans-
fer integral, and py is the critical pressure corresponding to effective mass divergence
in the BR model.

A fit to the experimental data yields the sensitivity coefficient of the transfer integral
to pressure, ¥ = 0.8 4+ 0.2GPa !, which is very close to the values obtained for x-Cl
and x-NCS (Sec.5.6). This indicates a similar sensitivity of the electronic correlation
strength to applied pressure, following the relation y dp = dt/t.

On the other hand, the obtained value of y is approximately three times higher than
that predicted by the band structure calculations [96]. These calculations suggest that
the U/t ratio in k-CN decreases by roughly 18 % when pressure increases from 0 to
0.75GPa, implying v ~ 0.23 GPa™ . This discrepancy is smaller than that observed for
x-NCS (Sec. 5.6), which may indicate that the calculations for x-CN are more accurate.
Nonetheless, the experimentally determined sensitivity -y for both x-CN and x-NCS is
similar within the error bars. At the same time, the calculated values differ significantly
between the two salts and are consistently much smaller than the experimental results.
This discrepancy should be taken into account in future theoretical models and may
prompt a recalculation of the correlation strength for these salts.
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The critical pressure obtained from the fit is pg = —0.16 £ 0.03 GPa (we will call it
BR critical pressure), which is approximately 0.12 GPa higher than the values found for
x-Cl and x-NCS (Sec.5.6). Since these salts exhibit similar p-sensitivity coefficients -,
we attribute the difference in critical pressures to the chemical substitution of the anion.
Therefore, this difference can be considered an effect of ‘chemical pressure’. Notably,
in this case, the ‘chemical pressure’ modifies the ground state not only by altering the
spin frustration (as seen in the comparison between x-Cl and x-NCS; see Sec. 5.6) but
also by shifting the correlation strength.

The saturation value of the effective mass, 1 g pand ~ 2.8 + 0.3 my, is consistent with

the calculated band mass m{2l¢, = 3.0 m within the error margins of both experimental
measurements and theoretical calculations. To estimate this band mass, we used the
proportionality of the density of states calculated for x-CN and x-NCS (1.04/0.9 ~
1.16) from [91], and multiplied it by the calculated band mass of k-NCS (1 pang =
2.6 mp) from [191]. The mass renormalization factor near the MIT in x-CN, given by
Me/Mepand ~ 3.13, is just slightly larger than that of x-Cl (2.95) near the MIT and «-
NCS (3.09) at ambient pressure.

However, the measured saturation band mass might not be entirely precise due to
the limited pressure range available for the xk-CN measurements (maximum pressure
of 1GPa), compared to the broader pressure range used for x-Cl and x-NCS (up to
1.5GPa). Due to technical constraints (see Sec. 4.5), this limitation may have prevented
the effective mass values from fully reaching saturation, potentially leading to a slight
overestimation of the band mass and underestimation of the renormalization factor.

It is also worth mentioning that this BR critical pressure is significantly different
from the critical pressure associated with the divergence of the Fermi liquid coef-
ficient A, as observed in Sec.8.1 (p. = 0.08 GPa), which lies close to the actual
Mott MIT. Figure 8.9(b) displays the dependence of the coefficient A on the effective
mass in a double logarithmic scale. The effective mass is normalized to the band
mass (M¢,gpand =~ 2.8 M), while the coefficient A is normalized to its minimal value,

Amin = 1.87 x 1075 QcmK 2. The fit yields an exponent value of 5.3 & 0.4 for the
scaling of A with the effective mass. This value is larger than those observed for x-Cl
(3.3) and x-Br (4.5). The increase in exponent with frustration ratio suggests that the
correlation between the Fermi liquid coefficient A and the effective mass m* may not
be universal, as often assumed in the literature [65, 70].

8.8 Comparison of k-NCS, x-Br, x-Cl and x-CN

In the previous section, we observed a difference in the BR critical pressures between
k-CN and x-NCS. This difference, Apy = 0.12 GPa, corresponds to approximately a
0.48 % change in the B-frequency. The ratio of the in-plane first Brillouin zones of «-
NCS and x-CN at ambient pressure is 36.82nm~2/34.27nm 2 ~ 1.074 (unit cell pa-
rameters are provided in Sec.3.1), which would correspond to an effective pressure
difference of roughly 1.5 GPa. This value is significantly larger than the pressure differ-
ence attributed to the ‘chemical pressure’ effect. In contrast, the unit cell sizes of x-Cl
and x-NCS are nearly identical, which explains the absence of a pronounced ‘chemical
pressure’ effect between these two salts and their similar BR critical pressures. This
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8 Non-magnetic Mott insulator k-CN

strong discrepancy indicates that, although a comparison of unit cell dimensions may
offer a qualitative indication of ‘chemical pressure’, it does not provide a reliable quan-
titative measure without supporting band-structure calculations.

Taking into account the critical pressure and sensitivity (ydp = dt/tp) from the
BR-like fit, along with the correlation strength from the theoretical calculations [96],
we can position our salts on the ‘correlation strength-frustration ratio” phase diagram.
Fig.8.10(a) shows the phase diagram (black lines) adapted from [220], with our experi-
mentally evaluated parameters for x-Cl (black points), k-NCS (red points), x-Br (green
point), and x-CN (blue points) overlaid. The parameters were estimated in the pres-
sure range from 0 GPa to 1 GPa, with arrows indicating the direction of the parameter
evolution under increasing pressure. To estimate the absolute value of the correlation
strength, we used the ambient pressure values of (U/t)(0) from [96] and the experi-
mentally determined compressibility ¢ ~ 0.8 GPa™!. In this framework, the pressure-

dependent correlation strength can be expressed as: (U/t)(p) = (U/t)(0) - %.

The overall qualitative trend appears consistent: all compounds lie near the phase
boundaries, and both pressure and anion substitution shift the system in directions that

@1 . q 120°AF (b) )
= «-NCS VBS
8 B K-BI’ SL | .
= «-CN sl “ k-CN
AF r /
[ o o
= X = k-NCS
S 6 \ T 3 [ O/
7+ o/ s
k-Cl /
[ J
4 i
Metal O
ﬂ-BI"
6 o i
2 " L " n 1 " n 1 n 1 " 1
0.2 04 0.6 0.8 1.0 1.2 0.4 0.6 0.8 1.0

t'/t (t'/t)g

Figure 8.10: (a) Phase diagram for the frustrated triangular lattice Hubbard model.
Solid lines represent the phase boundaries determined in [220]. Colored points in-
dicate the ground states of x-Cl (black), x-NCS (red), and x-CN (blue) over the pres-
sure range from ambient pressure to 1 GPa. x-Br (green) is shown only at ambient
pressure. Arrows indicate the direction of parameter evolution with increasing pres-
sure. All values were estimated from our SAH measurements. (b) Critical correlation
strength versus critical frustration ratio at the BR critical pressure. The blue line is the
superconductor-insulator phase boundary from panel (a), adapted from [220], while
the black points represent an extrapolation of our experimental data to the BR critical

pressure.
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8.8 Comparison of k-NCS, k-Br, x-Cl and k-CN

align with the theoretical phase diagram. For xk-NCS, its location on the phase diagram
agrees with its experimentally observed metallic ground state. However, for x-Cl and
x-CN, the phase diagram predicts a superconducting/metallic ground state at ambient
pressure, whereas experimental measurements reveal an insulating ground state. In
both cases, external pressure is required to drive the system into the metallic state. This
discrepancy suggests that the calculated ambient pressure correlation strengths [96]
may be underestimated, or that the phase boundaries in the diagram are not precise
and the critical correlation strength required for the Mott transition may occur at lower
values than predicted. Additionally, the boundaries of the MIT may be affected by
disorder, as described in the Mott-Anderson scenario [88]. For x-Br, the correlation
strength also appears to be underestimated. According to our estimation, it lies very
close to the MIT boundary, as even a slight increase in the correlation strength - such
as that induced by deuteration (Ap ~ 15MPa or A(U/t) ~ 0.1) - shifts the compound
into the phase coexistence region of the transition.

Despite these quantitative discrepancies, the positioning of the materials on the
phase diagram still provides valuable insight into the mechanisms governing ground-
state formation in these compounds.

Using the experimentally determined BR critical pressure and the absolute value
of the correlation strength from the calculations [96], we can estimate the correlation
strength near the BR critical pressure, denoted as (U/t)y. Additionally, by extrapolat-
ing the pressure dependence of the frustration ratio, we can estimate the frustration
ratio near the BR critical pressure, (#'/t)o. Fig. 8.10(b) shows the dependence of the cor-
relation strength (U /t)(po) = (U/t)o on the frustration ratio (/)¢ near the BR critical
pressure for different salts (black points), along with the frustration ratio dependence
of the critical correlation strength extracted from the phase diagram in Fig. 8.10(a) (blue
line). The experimental estimates are in good agreement with the theoretical predic-
tions. Therefore, we can conclude that the critical correlation strength (U/t) indeed
depends on the frustration ratio of the system.

Figure 8.11(a) shows the dependence of the quasiparticle residue on the correlation
strength near the MIT for different x-salts. The correlation strength was estimated us-
ing the method described in the previous paragraph, while the quasiparticle residue
was calculated as the inverse mass renormalization, Z = m_pang/mc. The values of Z
near the MIT, obtained from our BR-like fits, were found to be comparable for x-CN
(Z ~ 0.32£0.05), x-Cl (Z =~ 0.35 +0.02), x-dg-Br (Z ~ 0.34 £ 0.02), and «-NCS at
ambient pressure (Z ~ 0.33 &£ 0.02), within the uncertainty of the experimental mea-
surements and fit evaluations. Notably, k-NCS at ambient pressure exhibits a Z value
comparable to that of k-CN near the MIT. This suggests that, under 'negative’ pressure
(i.e., reduced pressure), k-NCS may exhibit an even lower quasiparticle residue Z than
x-CN, despite its significantly smaller frustration ratio. However, the exact proximity
of x-NCS to the Mott insulating transition remains uncertain.

The inset of Fig.8.11(a) displays the dependence of the quasiparticle residue on the
frustration ratio near the MIT. The data suggest that the quasiparticle residue does not
vary significantly with frustration. This observation implies that the critical value of
Z at which the MIT occurs exhibits only a weak dependence on both the correlation
strength and frustration. Although this finding aligns with theoretical studies predict-
ing a lower Z near the MIT for systems with higher frustration ratios [80], the influence
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Figure 8.11: (a) The quasiparticle residue Z as a function of the correlation strength
for x-Cl (black), xk-NCS (red), and x-CN (blue), measured at pressures near the MIT or
at ambient pressure. Yellow rectangles indicate the MIT regions for x-Cl and x-CN. In-
set: Frustration ratio dependence of the quasiparticle residue at the MIT. (b) Pressure
dependence of the correlation strength (U/t), normalized to the BR critical correla-
tion strength (U /t)o, for xk-Cl (black) and x-CN (red). The data were obtained from
BR-like fits to experimental measurements. The hatched yellow and green rectangles
show the phase coexistence regions for the x-Cl and x-CN, respectively. Inset: Frus-
tration ratio dependence of the correlation strength at the MIT, normalized to (U/t)o.

appears minimal. Consequently, the slope of the phase boundary in Fig. 8.10(a) is ex-
pected to be small, albeit likely always positive.

In discussing the weak dependence of the quasiparticle residue near the MIT on
the correlation strength, we initially relied on the absolute ambient-pressure values
of correlation strength obtained from calculations in [96]. However, these calculated
values may not be sufficiently precise. To avoid the reliance on absolute values, we
instead estimate the correlation strength in units of the BR critical correlation strength,
(U/t)g. Using the compressibility and the BR critical pressure extracted from ex-
perimental fits, the correlation strength at different pressures can be expressed as
(U/t)(p) = (U/t)o/(1+v(p— po)). Figure 8.11(b) displays the pressure dependence
of the normalized correlation strength (U /t)/(U/t)o for k-Cl (black points) and x-CN
(red points). For k-NCS and x-Br, this dependence is expected to follow a similar trend
to that of x-Cl, given the close similarity of their BR-like fit parameters.

Using these data, we can estimate the correlation strength at which the MIT occurs,
(U/t)mrr- The inset of Fig. 8.11(b) presents the dependence of (U/t)pr on the frustra-
tion ratio for various salts. In this representation, a trend emerges: the correlation
strength required for the Mott transition increases with the frustration ratio. This
behavior is consistent with theoretical predictions, although the relative variation is
rather modest. A summary of the correlation strength and frustration parameters for
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Salt K-NCS (M) | x-Br (M) | x-Cl (AFI) | x-CN (NMI)
pMIT (MPa) 25 30 90
pEL (MPa) -160 —100 80
po (MPa) -280 -300 -280 -160
(u/t)(0) 6.0 5.1 5.5 7.3
(Uu/t)(po) 7.3 6.3 6.7 8.2
(t'/1)(0) 0.69 0.60 0.58 1.00
(t'/t)(po) 0.65 0.56 0.54 0.98
(U/t)wrr/ (U /t)g 0.817 0.807 0.796 0.828

Table 8.3: Correlation strength and frustration ratio at the Mott MIT for various «-salts.
The ambient-pressure ground states are indicated as metallic (M), antiferromagnetic
insulating (AFI), and nonmagnetic insulating (NMI). The salts are arranged in order
of decreasing metallic character. Here, p7 is the pressure corresponding to the MIT
coexistence area on the phase diagram, p.! is the critical pressure from the fit of FL
coefficient A, pg is the BR critical pressure, (U/t)(0) is the correlation strength at
ambient pressure, (U/t)(po) and (#'/t)(po) are the values at the BR critical point, and

(U/t)mrr/ (U/t)g is the normalized correlation strength at the MIT.

the investigated salts is provided in Table 8.3.

However, an alternative explanation for the slight discrepancy with theory regard-
ing the weak dependence of the quasiparticle residue on correlation strength may lie
in the definition of Z. Our analysis assumed the quasiparticle residue to be equiva-
lent to the inverse mass renormalization factor, Z = m_panq/m.. However, cluster
DMEFT calculations reported in [221] suggest that the quasiparticle residue Z does not
always coincide with the renormalization factor derived from the effective mass. The
discrepancy between these two quantities increases with growing correlation strength
and may become significant near the MIT. Under such conditions, the effective mass
may not reliably reflect the strength of electronic correlations, and thus Z cannot be
accurately estimated from mass renormalization.

Another parameter widely considered to be related to the correlation strength is the
Fermi liquid coefficient A [65, 70]. The critical pressures ptl for the divergence of
this coefficient in different salts are listed in Table 8.3. The difference between this FL
critical pressure and the Mott MIT pressure for x-Cl and x-Br is approximately Ap, =
pMIT — pFL ~ 130 MPa, while for x-CN it is only around Ap, ~ 10 MPa. This suggests
that the MIT occurs closer to the critical pressure in more frustrated systems, consistent
with theoretical predictions [80]. In this context, the difference in the ambient-pressure
ground states between x-NCS, x-Cl, and x-Br may be attributed primarily to differences
in the frustration ratio. However, the direct relationship between the coefficient A and
the correlation strength is not unambiguous and may deviate from the conventional
Kadowaki-Woods ratio [72], as also observed in this thesis.
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8 Non-magnetic Mott insulator k-CN

In summary, in this chapter, we used the AMRO technique to investigate the Fermi
surface anisotropy in x-CN and its evolution under pressure. The experimentally de-
termined FS was compared with that calculated using an effective dimer model and
SdH frequencies. Additionally, precise sample rotation enabled the observation of the
coherence peak feature near the exact in-plane field orientation. This feature was used
to extract the interlayer transfer integral, which was determined to be approximately
0.2meV at ambient pressure. This value is consistent with those reported for the x-Cl
and x-Br salts.

Furthermore, by measuring quantum oscillations near AMRO maximum orientation,
we could observe sizeable SAH oscillations in x-CN across a broad pressure range up
to 1 GPa. We determined the frustration ratio from a systematic analysis of the SAH
frequencies. The resulting ambient-pressure value of the frustration ratio is closer to
unity (/¢ ~ 1.0) than the predictions of both the Extended Hiickel method [91] and
DFT-based calculations [96]. These findings suggest that it is desirable to revise the the-
oretical calculations, taking into account our experimental results from SdH analysis.

The analysis of the SAH oscillation amplitudes at various temperatures and pres-
sures enabled us to determine the renormalized effective cyclotron mass. Across the
entire studied pressure range, the behavior of the effective mass is remarkably well
described by the Brinkman-Rice model, assuming a linear pressure dependence of the
transfer integral f(p) and a pressure-independent on-site Coulomb repulsion. The fit
yields a band mass of my,q = 2.8 mp, which is significantly higher than the values
observed in x-Cl and x-NCS (2.1 mg). The sensitivity of the transfer integral to pressure
was found to be approximately v = 0.8 GPa™!. This value is similar to that obtained
for other x-salts in this work (Sec.5.5), and about three times higher than the value
predicted by the theoretical calculations [96].

The critical pressure for the effective mass divergence was determined to be py =
—0.16 GPa, differing from that of x-Cl and x-NCS (py ~ —0.28 GPa), which high-
lights the effect of ‘chemical pressure’. The inverse mass renormalization parameters
(Mpana/ m*) near the MIT are similar for k-CN (Z ~ 0.32), x-NCS (Z ~ 0.33 at ambi-
ent pressure), k-dg-Br (Z ~ 0.34) and «-Cl (Z ~ 0.36), indicating comparable levels of
electronic correlation strength near the MIT in these compounds.

This observation may suggest either that the quasiparticle residue near the MIT
weakly depends on the frustration ratio or that a mismatch exists between the quasi-
particle residue and the mass renormalization factor near the Mott transition.
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9 Summary

In this PhD thesis, the organic charge-transfer salts x-(BEDT-TTF),X, with various
anions X, were systematically investigated. These salts are ideal model systems for
studying the bandwidth-controlled quasi-2D Mott instability. The primary experimen-
tal method employed was the measurements of Shubnikov-de Haas (SdH) oscillations,
which provide valuable insights into the Fermi surface (FS) and electronic correlations
in the material. Many experiments were performed at low temperatures and high
magnetic fields. The latter included static fields generated by superconducting and
resistive solenoids, as well as transient fields generated by pulsed-field facilities. SAH
oscillations were measured with differently prepared samples and under various ex-
perimental conditions. This includes sample preparation under varying thermal his-
tory, the application of hydrostatic pressure, and the use of different orientations of the
applied magnetic field.

The main objective of this work was to investigate the evolution of the electronic
ground state in proximity to the bandwidth-controlled Mott metal-insulator transition
(MIT). The ground state is determined by several characteristic material parameters,
including the electronic correlation strength, spin frustration ratio, and disorder. We
could systematically manipulate these material parameters by varying the external
conditions - such as the applied pressure, chemical composition, and structural mod-
ifications induced by thermal history. This approach allowed us to disentangle the
influence of each external factor on the internal electronic properties and clarify their
respective roles in shaping the ground state and driving the MIT. The schematic block
diagram shown in Fig. 9.1 summarizes the key relationships: the external parameters
(pressure, chemical substitution, structural modification via thermal history), their ef-
fects on the material parameters (correlation strength, frustration, and disorder), and
the resulting formation of different types of insulating states.

One of the central objectives of this thesis was to elucidate the effect of anion sub-
stitution on the material parameters controling the MIT in the x-salts. To this end, we
have conducted a comparative study of the x-Cl, x-Br, and xk-CN under pressure. These
results were also compared with previously published data for k-NCS [178]. The first
parameter examined was the spin frustration ratio ¢’ /t, where t and ' are the nearest-
and next-nearest-neighbor transfer integrals, respectively, within the effective dimer
model. This ratio was extracted from the SdH oscillation frequencies. The FS esti-
mated within the effective dimer model closely match the experimental data obtained
from the AMRO measurements in x-Cl and x-CN. The estimated spin frustration ratios
at ambient pressure are approximately 0.58 for x-Cl, 0.69 for xk-NCS, and 1.00 for xk-CN.
For x-Br, based on the previous report [109], the frustration ratio is approximately 0.6,
that is, slightly above that of x-Cl. While these trends are consistent with the theoret-
ical predictions [91, 96], the absolute values are closer to unity. This suggests that the
spin frustration in our salts is significantly stronger than predicted by theory. More-
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over, it was observed that applying a pressure of approximately 1 GPa increases the
frustration ratio '/t by 15 % to 25 %, depending on the compound. This indicates that
both chemical substitution and physical pressure influence spin frustration similarly
(Fig.9.1).

The second parameter investigated was the effective mass renormalization and the
associated electronic correlation strength ratio U/t, where U is the on-site Coulomb
repulsion and ¢ is the transfer integral. We found that the pressure dependence of
the effective mass is remarkably well described by the Brinkman-Rice (BR) model
throughout the whole pressure range, assuming a linear dependence of the transfer
integral on pressure. The fits revealed a similar sensitivity of the transfer integral to
pressure across all four salts. At the same time, the BR critical pressure, leading to a
divergence of the effective mass, differs significantly for xk-CN compared to the other
three salts. This difference can be attributed to the effect of ‘chemical pressure’. In
this context, chemical substitution acts analogously to physical pressure in modifying
the correlation strength. For x-Cl, k-NCS, and «-Br, our measurements in the metallic
state revealed similar mass renormalization factors (m*/my,,;) and BR critical pres-
sures. Therefore, in these three salts, chemical substitution does not mimic the effect
of physical pressure in altering correlation strength. Instead, the differences in their
ambient-pressure ground states are primarily governed by variations in the spin frus-
tration ratio.

The quasiparticle residue Z, commonly assumed to be equal to the inverse mass
renormalization factor, was found to have a similar value near the MIT for x-CN
(Z =~ 0.32), k-NCS (Z =~ 0.33 at ambient pressure), k-dg-Br (Z ~ 0.34), and x-Cl
(Z =~ 0.36), all within the experimental error margin. This observation aligns with
theoretical predictions suggesting that systems with higher spin frustration tend to
undergo the MIT at lower values of Z. However, the dependence of the critical quasi-
particle residue on the frustration ratio appears to be weak. It is also possible that a
distinction exists between the quasiparticle residue and the mass renormalization fac-
tor, which may become increasingly pronounced in the vicinity of the MIT [221].

We also have measured angle-dependent magnetoresistance oscillations (AMRO) in
x-Cl and x-CN. These measurements enabled us to determine in detail the shape and
size of the FS of these salts and their evolution with pressure. We have observed that
the FS of x-Cl exhibits a more rectangular shape, whereas that of x-CN is more ellip-
tical. Furthermore, the magnetoresistance anisotropy for in-plane magnetic fields was
found to be significantly stronger in x-Cl than in x-CN, showing a nearly isotropic mag-
netoresistance. We have also observed a coherence peak in the magnetoresistance and
estimated the interlayer transfer integrals. They are comparable in magnitude for both
salts, but are significantly more anisotropic in x-Cl.

In another part of this study, we investigated the effects of structural modifications
induced by temperature treatments. The thermal history strongly influences the oc-
cupation of different conformations [staggered (S) and eclipsed (E)] of the ethylene
end groups in the organic BEDT-TTF molecules. The effect is most prominent in the
k-Br salt. Rapid cooling through the temperature (T; ~ 80K) of the glass-like struc-
tural transition increases the probability for the presence of the metastable S state. Us-
ing a heat pulse technique based on applying short voltage pulses, we achieved high
cooling rates, enabling an unprecedentedly high occupation of the S state. A higher
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experimental conditions and internal material parameters on the formation of differ-
ent types of metal-insulator transitions. External tuning parameters such as physical
pressure, chemical substitution, and structural modification (via thermal history) af-
fect the internal electronic parameters, including correlation strength, spin frustration,
and disorder. These internal material parameters, in turn, govern the nature of the
resulting insulating state - either Mott, Anderson, or their variations. The diagram
summarizes the conceptual framework underlying the experimental investigations
in this work.

concentration of the S state acts as an additional disorder, significantly increasing the
scattering rate and pushing the system closer to the MIT. However, in contrast to pre-
vious suggestions [148, 149], we found that the correlation strength remains nearly un-
changed across states with different S concentrations, and that the shift toward the MIT
is primarily driven by enhanced disorder. This observation supports a Mott-Anderson
(correlated Anderson) scenario for the MIT rather than a Mott-Hubbard mechanism
(Fig.9.1).

To confirm our findings, we conducted similar experiments with deuterated «x-Br,
which exhibits a stronger correlation strength and lies right on the metal-insulator
phase boundary even in its most ordered state. The achieved results were consistent.
We observed no visible influence of S-conformation occupation probability on the cor-
relation strength. Meanwhile, the insulating behavior could be induced at significantly
lower levels of disorder. Additionally, we investigated the effect of disorder on x-Cl
under pressure and observed a similar but less pronounced trend. Overall, this study
demonstrated that thermal history does not significantly affect the correlation strength,
allowing us to treat it as an independent parameter in subsequent measurements.

The results of our systematic study provide a thorough and detailed understanding
of the physics underlying Mott metal-insulator transitions in the charge-transfer salts «-
(BEDT-TTF), X. In particular, we clarified the roles played by the electronic correlation
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strength, spin frustration, and disorder. Moreover, our experimental findings are of
key relevance for challenging theoretical model predictions, suggesting the presence
of alternative mechanisms that may influence the formation of the MIT. The insights
gained from our comprehensive study provide the basis for refining theoretical models
and further advancing our understanding of strongly correlated electron systems.
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Appendix

Fermi surface determination

In Secs.5.8 and 8.3, the Fermi surfaces (FS) of x-Cl and x-CN were determined from
angle-dependent magnetoresistance oscillations (AMRO) using Eq. (2.19). However,
as noted in those sections, this equation does not provide the true Fermi wave vector
kg, but rather the maximum projection of the FS onto the magnetic field rotation plane,
denoted kg‘ax. To obtain an accurate representation of the Fermi surface, one must
construct lines perpendicular to the k3'®* vectors. These lines serve as tangents to the
true in-plane FS. The envelope formed by these lines outlines the actual shape of the
Fermi surface.
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Figure 9.2: Dependence of the wave vector kj** (red points) on the in-plane angle ¢
for k-Cl (a) and x-CN (b). The blue lines represent perpendiculars on kF*.

In this section, we present the construction of the perpendiculars on the wave vector
kK5 (¢) in order to evaluate the discrepancy between k3®* and the true Fermi wave
vector kg. Figures9.2(a) and 9.2(b) display kK5®*(¢) (red points) along with the corre-
sponding perpendiculars (blue lines) for k-Cl and x-CN, respectively. It is evident that
k3 closely follows the direction of the tangents in most angular regions. In certain
areas, the perpendiculars slightly underestimate the wave vector. For x-Cl at 0.3 GPa,
these deviations primarily occur at angular positions where k5®(¢) exhibits relatively
sharp features (~ 50°). In these regions, the actual curvature of the FS is weaker and
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should be taken into account in AMRO and p(¢) simulations. For k-CN at 0.18 GPa, the
deviations are even smaller, and the overall curvature of the inferred and true contours
remains nearly identical. Therefore, the discrepancy between k3 and kg is minimal,
validating the use of k3'®* as a good approximation for AMRO-based simulations.

Measurements of x-2C-CN

The primary results presented on x-CN were obtained using a compound synthesized
with the carbon isotope *C, grown by A. Kawamoto and provided by A. Pustogow.
Additionally, we tested samples containing the 2C isotope, synthesized by the group
of M. Lang!. Figure9.3(a) displays the angle-dependent magnetoresistance of x-12C-
CN under a pressure of 0.9 GPa. Both the AMRO features and the coherence peak are
markedly weaker in this sample compared to x-'3C-CN, likely due to differences in
crystal quality (see Sec. 8.2).
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Figure 9.3: (a) Interlayer resistance of x-'2C-CN as a function of the polar angle 6. (b)
SdH oscillations measured at 6 = 26° in the magnetic field range 16 T to 17 T. (c) FFT
of the oscillations shown in the panel (b), with the frequency scaled by the polar angle
0 = 26°.

Figure 9.3(b) shows the SdAH oscillations measured in the magnetic field range 16 T
to 17T, at an angle corresponding to the AMRO peak, and at a temperature of 0.5K.
The oscillation amplitude is approximately 0.02 m(), with a background resistance of
around 20 m(), yielding a relative amplitude of only 0.2 %. This is more than an order
of magnitude smaller than that observed in x-'3C-CN under comparable conditions
(approximately 3 %). The FFT spectrum of the oscillations, shown in Fig. 9.3(c), demon-
strates that the SdH signal amplitude is only marginally above the noise level, making
accurate SdH analysis highly challenging.

Consequently, for our core investigations involving the determination of the effec-
tive cyclotron mass and SdH frequency, we focused on the *C-enriched compound,

1Goethe University, 60323 Frankfurt, Germany

145



which exhibited significantly stronger AMRO and SdH responses.

Quality of x-Br samples

In the chapters presenting results on «x-Br, we reported clear SAH oscillations at high
magnetic fields. These measurements were carried out at the high-field facility in Dres-
den. However, not all samples exhibited strong oscillations. Therefore, prior to the
main measurements, we performed extensive testing experiments on numerous sam-
ples from different batches to identify the most suitable ones.

The main criteria for sample selection were the visibility of SAH oscillations and
the residual resistance ratio (RRR), defined as the ratio between the residual resistance
and the resistance at the peak in R(T) (Fig.9.4(a)). Since the SAH amplitude in x-Br at
fields up to 17 T is very small, detecting any oscillations was challenging. Nevertheless,
high-quality hydrogenated samples demonstrated weak but visible SAH oscillations,
as shown in Fig. 9.4(b). The relative amplitude of these oscillations was around 0.01 %,
only several times greater than the noise level (Fig.9.4(c)). Despite their weakness,
these oscillations served as a direct and effective method for identifying high-quality
samples.
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Figure 9.4: (a) R(T) curves of deuterated x-Br samples from different batches. (b) SAH
oscillations measured in the hydrogenated x-Br sample "Crumb" (see Table 9.1) in the
magnetic field range 16 T to 17 T. (c) FFT of the oscillations shown in panel (b).

Table 9.1 summarizes the key parameters of all tested samples from different batches,
including the information on observed SdH oscillations and RRR values measured in
the normally cooled state (2K/min). The samples selected for the Dresden measure-
ments were Crumb, NKG11, and Nizza.

The situation with deuterated samples was even more challenging. As these com-
pounds lie even closer to the Mott insulator transition, the amplitude of the SAH oscil-
lations is smaller than in the hydrogenated analogues. So far, we have observed only a
questionable SdH signal in one sample at a magnetic field around 17 T. Therefore, we
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Sample | Rrr [Q] | Rpeak [Q] | R(15K) [Q] | RRR | SdH amp.
S1 560 1080 13.8 80 3.2
Crumb 440 680 4.5 150 3.4
LB1 1590 1960 520 3 -
NKG11 5400 1350 19.5 70 3.6
NKG7 110 1710 8.7 190 0.8
NKG13 220 650 16.6 40 32
Nizza 730 1620 16.7 100 -

Table 9.1: Characteristic properties of the hydrogenated x-Br samples. Rgr is the resis-
tance at room temperature, Rpeak 1S the maximum resistance in the temperature curve,
and RRR is the residual resistance ratio. SAH amp. indicates the relative amplitude
of SdH oscillations, Rosc/ Rpg of the observed SdH oscillations in the annealed state.

used RRR as the primary selection criterion. Fig. 9.4(a) shows RT curves for deuterated
x-Br samples from different batches in the normally cooled state. Table 9.2 summarizes
all tested samples with their respective characteristics, including RRR values measured
in the annealed state at 68 K. The samples selected for the high-field measurements in
Dresden were HM2, HM3, and HM4.

Sample | Rgr [Q] | Rpear [Q] | R(A5K) [Q] | RRR | T¢ [K]
HM1 690 3810 160 24 | 119
HM2 420 5200 180 29 | 117
HM3 700 4310 100 45 | 11.9
HM4 630 4020 160 25 | 119
HM5 250 880 70 13 | 12.0
HMé6 300 480 20 19 | 127
NKG1 130 520 30 17 | 119
NKG2 70 210 15 14 | 117
AP1 210 640 100 7 | 11.6

Table 9.2: Characteristic properties of the deuterated x-Br samples. The designation
of the various quantities corresponds to that in Table 9.1

Python code for calculations of the frustration ratio

def Enp(tpt, kb, kc, const=0): # Calculates E+, returns E/2t; tpt = t’/
t
return tpt*np.cos(kb) + np.sqrt((1 + np.cos(kb)) * (1 + np.cos(kc)))

+ const
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def Enm(tpt, kb, kc, const=0): # Calculates E-, returns E/2t; tpt = t’/
t
return tpt*np.cos(kb) - np.sqrt((1 + np.cos(kb)) * (1 + np.cos(kc)))
+ const
def sq_phase(kl, k2): # Calculates the area enclosed by the Fermi
surface (k1, k2)
return 2 * ((k1[1:-1] - k1[0:-2]) = (k2[1:-1] + k2[0:-2])).sum()
def £s3(Z, const=0): # Finds k-points where energy Z equals the given
constant
ind = np.where(np.abs(Z - const) < 0.001)
return ind
kb = np.linspace(0, np.pi, 4000)
kc = np.linspace(0, np.pi, 4000)
X, Y = np.meshgrid(kb, kc)
Const = np.arange(-0.5, -0.2, 0.002)
Tpt = np.arange(0.5, 1.1, 0.1) # List of t’/t values for calculation
Sa = [l # List to store alpha (E-) areas
Sb = [l # List to store beta (E+) areas
for tpt in Tpt:
Zp = Enp(tpt, X, Y)
Zm = Enm(tpt, X, Y)
for const in Const: # For each t’/t and energy level = const,
determine the k-points on the FS

indp = fs3(Zp, const)
indm = fs3(Zm, const)
kipl, k2pl = kc[indp[0]], kb[indp[1l]]
kiml, k2ml = kc[indm[O0]], kb[indm[1]]

sa = sq_phase(kiml, k2ml) # Calculate E- (alpha) area for the
slice
sb = sq_phase(klpl, k2pl) # Calculate E+ (beta-alpha) area for
the slice
Sa.append(sa)
Sb.append (sb)
Za = np.asarray(Sa).reshape(Tpt.size, Const.size) # E- (alpha) areas
for different slices
Zb = np.asarray(Sb).reshape(Tpt.size, Const.size) # E+ (beta-alpha)
areas for different slices
Zsquare = Za + Zb # Total beta area
Zs = np.abs(Zsquare / (4 * np.pi**2) - 1.0) # Difference from full
Brillouin zone area (2pi) **2
Zt = Za / Zsquare # Ratio of alpha to beta area
plt.figure(figsize=(15, 15))
# This plot shows the energy constant (const) and t’/t values where the
total FS slice area equals (2$\pi$)~
2
plot = plt.pcolormesh(Const, Tpt, Zs, cmap=’RdBu’, shading=’flat’)
plt.colorbar (plot)
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‘tot = Zt[np.arange (0, Tpt.size), np.argmin(Zs, axis=1)] # Ratio Sa/Shb ‘
‘ at minimum deviation from (2$\pi$)“2‘
‘plt.scatter(Tpt, tot)

L |

Python code for the AMRO simulations

# phi is a set of FS angles with a step of 1 degree from -360 to 360
# k is the Fermi surface wave vector as a function of angle phi
# Function to calculate AMRO. Theta is the polar angle.
# Integration is performed over the FS with a 1 degree step. phi_B is
the azimuthal angle in degrees (must
be integer).
def integr(wct, phi_B):
Theta = np.linspace(np.pi/40, np.pi*x0.4, 100)
xp = np.linspace(0, 359, 360).astype(int)

int_theta = []
for theta in Theta:
intS = 0

for x in range(360):
# For a given theta, calculate the conductivity over the FS
kphi = k[phi_round[np.divmod(x - phi_B, 360)[1]1]] * np.cos(
phi_alnp.divmod(x, 360)[
111)
kphip = k[phi_round[np.divmod(x - xp - phi_B, 360)[1]]1] * np
.cos(phi_al[np.divmod(x -
xp, 360)[111)
ds = 1 *x 1/180 * np.pi * np.cos(d * (kphi - kphip) * np.tan(
theta)) * np.exp(-xp * 1
/180 * np.pi / wct / np.
cos (theta))
intS += ds.sum()
int_theta.append(intS / wct / np.cos(theta) / (1 - np.exp(-2 *
np.pi / wct / np.cos(theta))

))
return Theta, int_theta
wct = 2
Int_phi = []
for i in range(10): # 10*i is the azimuthal angle phi for calculation

the, int_the = integr (wct, 10 * i)

print (10 * 1)

Int_phi.append(int_the[0] / np.asarray(int_the))

plt.plot(the / np.pi * 180, int_the[0] / np.asarray(int_the))
plt.show ()
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