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Abstract

Quantum information networks have recently made huge progress for quantum computation [1].
Quantum computers promise to be able to solve highly complex problems that conventional
computers cannot [2]. To further enhance quantum computing, quantum memories are required
to store and retrieve information [3]. Solid-state spin ensembles are promising candidates for
quantum memories [4]. In this thesis, we focus on phosphorous donor spin ensembles in a sil-
icon host matrix, which consist of an electronic spin with S = 1

2 coupled via Fermi-contact
hyperfine interaction to the I = 1

2 nuclear spin of the phosphorous atom. Both spin species
show exceptionally large coherence times of up to 10 s for the electron spins and 39min for
the nuclear spins embedded in isotopically purified 28Si [5, 6]. The electron spin system in an
external magnetic field can be manipulated by electron spin resonance (ESR) using the oscillat-
ing magnetic field B1 of a planar superconducting lumped-element resonator [7]. Such a hybrid
system exhibits frequency compatibility to quantum networks since the resonator operates in the
microwave regime. We employ a novel chip design with NbTiN resonators that are coupled to
a feedline in reflection geometry, thus theoretically exhibiting an increase in the signal-to-noise
ratio by a factor of two compared to resonators coupled to transmission type feedlines [8, 9]. The
behavior of the resonators is characterized under various conditions such as external magnetic
fields and different temperatures. We then employ the resonators in ESR experiments on phos-
phorous dopants in natural silicon. We show continuous wave ESR measurements in the weak
and strong coupling regimes and employ the Hahn-echo pulse sequence to demonstrate the stor-
age of multiple microwave pulses in the spin system in pulsed ESR measurements [10, 11]. We
measure an electron spin coherence time of T2 = 80 µs in natural silicon at liquid helium tem-
peratures, which is comparable to similar samples [12]. Furthermore, we conceptually discuss
how we could extend our hybrid system to be able to also address the nuclear spin system. By
combining ESR and nuclear magnetic resonance (NMR), one can exploit the larger coherence
times of the nuclear spins for quantum memory applications [13].
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„Wer seine Lage erkannt hat,
wie soll der aufzuhalten sein?“

"Who can stop those,
who have realized their predicament"

Bertolt Brecht,
Lob der Dialektik (1934)



Contents

VIII



Chapter 1

Introduction

Quantum information and communication has recently made huge advancements up to the
point, where large scale quantum networks can be envisioned [1]. In a smaller and more lo-
cal framework, the research field of quantum computing aims to realize quantum computers,
which promise to solve complex problems that super computers fail to [2]. In analogy to classi-
cal computation, memory units are a crucial part for enhancing quantum computation [3]. One
branch of research focuses on solid-state spin ensembles as candidates for quantum memories.
Such spin ensembles are addressed either optically or by usage of microwaves [14, 15].

A candidate for such a storage unit are phosphorous donors donors in silicon (Si:P) [4]. Donor
spins in silicon can be used for storage [16]. Each phosphorous donor atom embedded in silicon
provides an electron spin S = 1

2 and nuclear spin I = 1
2 system, which can be addressed for

storage of quantum information. The spin systems of Si:P promises large coherence times, as
values up to 10 s at 1.8K for the electron spin and up to 39min at room temperature for nuclear
spin system have been reported [5, 6].

In order to store and read out information using phosphorous doped silicon, one can address
the electron spins with pulsed electron spin resonance (ESR) in a magnetic fieldB0. This is done
by coupling the spin ensemble to a planar superconducting microwave resonator which provides
the magnetic field B1 to manipulate the spins [7]. This resulting hybrid system is suited for
implementation in quantum networks as it provides frequency compatibility due to operating
with frequencies in the microwave regime [17]. The usually employed microwave resonators
made of either NbTiN or Nb represent lumped-element LC circuits that are capacitively coupled
to and driven by a signal line in transmission geometry [9, 18]. However, planar superconducting
microwave resonators that are coupled to a signal line in reflection geometry promise to increase
the signal-to-noise ratio by a factor of two [8].

The hybrid system of a microwave resonator coupled to a solid-state spin ensemble is charac-
terized by a variety of coupling rates and also the spin cooperativity. In order to reach the critical
or strong coupling regime of the system, a profound understanding of the defining coupling and
loss rates of resonator, spin ensemble and between the two is needed.

Additionally to ESR one can also practice nuclear magnetic resonance (NMR) with an addi-
tional device providing the magnetic field B2 to further address the nuclear spins of Si:P [19].
By combining the two measurement techniques, the storage time is only limited by the large
coherence time of the nuclear spins [13].
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Chapter 1 Introduction

For this thesis, we focus on planar superconducting lumped-element microwave resonators and
the applicability for ESR experiments using natSi:P. We start with a discussion on the theoretical
background necessary to understand the physical concepts included in this work. In particular,
we consider general characteristics of the resonators and derive expressions for their complex
scattering parameters when coupled to a transmission or reflection type feedline in the frame-
work of input-output formalism [20]. We also present the solid-state spin ensemble of phos-
phorous doped silicon in terms of its spin states. The derivation of the system Hamiltonian in
the Tavis-Cummings Model is shown to describe the hybrid system of microwave resonator and
spin ensemble as two coupled quantum mechanical harmonic oscillators [21]. With this result,
we also derive expressions for the scattering parameters of the hybrid system. In addition, the
concept of kinetic inductance and two-level systems that limit the resonator performance under
certain conditions are introduced. The thermal spin polarization, power dependent saturation
behaviour of Si:P and the spin dynamics for ESR measurements are also discussed.

Subsequently, we focus on the experimental implementation of superconducting microwave
resonators. To start with, we introduce simulations of the resonator characteristics based on
CST microwave studio [22]. This includes a first impression of the scattering parameter, res-
onance frequency and generated B1-field, which is of great interest as a driving field for ESR
applications. Following that, we present the fabrication procedure of those resonators.

The following chapter is all about the characterization of the superconducting microwave res-
onators. We characterize the used NbTiN and Nb thin films in terms of critical temperature and
width of transition by means of the Van-der-Pauw method before moving on with actual res-
onators [23]. We employ the capacitively shunted lumped element resonator design of [9] and
highlight the differences when coupling these resonators to signal lines in reflection instead of
transmission geometry. Furthermore, we characterize the performance of the resonators in terms
of coupling rates and quality factors when exposed to variations of magnetic field, temperature
and applied microwave power. Additionally, we show measurements of resonators with varia-
tions of geometric parameters and discuss their influence on the coupling rates of the resonators.

The application of the resonators in ESR experiments on phosphorous doped silicon is pre-
sented in the fifth chapter. Here, we first deal with continuous wave ESR and discuss measure-
ments with resonators coupled to transmission and reflection type feedlines at liquid helium and
millikelvin temperatures. We also deal with the influence of applied microwave power leading
to saturation of the spin ensemble and a reduced collective coupling rate of the hybrid system.
In the second part, we show pulsed ESR measurements with Hahn-echo sequences using a res-
onator coupled to a feedline in transmission geometry at liquid helium temperatures [10]. We
demonstrate the storage of multiple microwave pulses and measure the spin coherence time of
the applied phosphorous doped silicon sample.

In the sixth chapter, we theoretically discuss the addition of NMR to our hybrid system. The
differences to ESR and a possible quantum memory pulse sequence are presented. Furthermore,
we analyze different possibilities on how to experimentally implement NMR on our existing
hybrid system. In particular, we present three different ways for the implementation of NMR
experiments: an on-chip solution based on a planar RF coil, an additional air coil which one
could put on top of the spin ensemble and a flip-chip solution using an additional chip for the
application of the RF signal.

Finally, we summarize the outcomes of this thesis within the last chapter. Here, we give
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an overview of our results towards the realization of a storage unit based on solid-state spin
ensembles. In addition, we present an outlook of this work, including ideas for further research.
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Chapter 2

Theoretical Concepts

This chapter presents the physical concepts relevant for understanding the approaches and re-
sults of this thesis. Section 2.1.2 discusses superconducting microwave resonators in terms of
characterizing properties, geometries, equations of motion and scattering parameters. Section
2.2 focuses on the properties of phosphorus donor spin ensembles hosted in a silicon crystal.
The spin Hamiltonian with its eigenenergies and the Tavis-Cummings model are discussed. In
section 2.3, the results of the first two parts are combined to describe the hybrid quantum sys-
tem consisting of resonator coupled to spin ensemble in terms of scattering parameters. In the
subsequent two sections, kinetic inductance and two-level systems that limit the performance of
the resonators are introduced. Section 2.6 deals with the temperature dependent thermal spin
polarization of the spin ensemble. Finally, the fundamental spin dynamics necessary for pulsed
ESR experiments are presented.

2.1 Superconducting Microwave Resonators

2.1.1 Planar Lumped Element Resonators

In many electron spin resonance (ESR) experiments, manipulation of the spin states is realized
by a microwave magnetic field B⃗1 which is provided by microwave resonators. These resonantly
amplify the driving magnetic field of a microwave source and focus it at the position of the
sample to excite spins.

In general, microwave resonators are often realized as three-dimensional cavities [24]. These
cavities provide the required boundary conditions to maintain a standing microwave magnetic
field and are in particular advantageous when homogeneous microwave magnetic fields are re-
quired at the position of the sample [25, 26]. However, microwave cavities are not optimal, when
investigating samples of small size as their dimensions are governed by the boundary conditions
of the standing waves and the propagation speed of the electromagnetic waves, i.e. the speed of
light. When not turning to alternative resonator designs, this results in very low filling factors
and therefore typically poor sensitivities [27]. For samples as small as those studied in this work,
planar microwave resonators offer a more suitable alternative. Resonators in planar geometries
are oscillating LC circuits with the resonance frequency [28]

ωr =
1√
LC

. (2.1)

There exist various types of resonators in planar geometry, i.e. based on coplanar waveguides
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Chapter 2 Theoretical Concepts
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Figure 2.1.1: Schematics of the applied capacitively-shunted meander resonator. a): Schematic of
the resonator design consisting of a meander shaped inductance L and an interdigital capacitance
C. It is coupled to a signal line. The superconducting material is shown in ochre and the silicon
substrate is shown in grey. b): Circuit diagram of the resonator on the left. It is a series LC circuit
that is capacitively coupled to the signal line.

and based on lumped-elements. Conceptually, coplanar waveguide resonators (CPWRs) are the
planar counterparts to cavities since they also represent standing wave resonators. They have
capacitance C and inductance L continuously distributed over their whole length [29]. In this
thesis, we employ lumped-element resonators (LER). In contrast to CPWRs, they have discrete
L and C in elements called inductor and capacitor. This can result in compact resonator designs
because it is releaved from geometric constraints originating from the boundary conditions of
the standing waves. Different designs and variations of LERs have already been studied in ref.
[9, 30] and many more. In this work, the design of choice is the capacitively-shunted meander
resonator. This is schematically sketched in Figure 2.1.1 alongside its equivalent circuit diagram.
It consists of a meandering inductor L and an interdigital capacitor C. As equation 2.1 implies,
the resonance frequency can be tuned by adjusting the geometric parameters of these structures.
This is mostly done by adjusting the capacitor in terms of number of branches and the length of
the inner branch of the capacitor to keep the magnetic field generated by the inductor constant.

Planar microwave resonators are driven damped harmonic oscillators. An important quantity
to describe the performance and the damping of these resonators is the dimensionless quality
factor Q which is defined via [28]

Q = 2π
stored energy

energy dissipated per period
. (2.2)

It is defined by the quotient of the energy stored in the resonator and the energy dissipated per
oscillation period. The larger Q, the lower the damping of the resonator. In order to describe the
system consisting of planar microwave resonator coupled to a feedline, the quality factors Qint,
Qext and Qtot are introduced. The quality factor Qint summarizes the intrinsic loss mechanisms
of the resonator excluding effects related to the coupling into the electrical circuit used for the
excitation and measurement of the microwave resonator. It characterizes internal losses that
are of radiative, dielectric and resistive nature [25]. This quality factor is greatly increased by
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2.1 Superconducting Microwave Resonators

using superconducting materials, which minimizes resistive losses at low temperatures. Further
enhancements can be achieved by optimizing material properties such as thin film quality. Qext
describes the coupling of the resonator to the electric circuit. It represents losses that occur
due to signal coupling out from the resonator into the feedline and can therefore be tuned by
adjusting the coupling geometry. Finally, Qtot is the so called total quality factor. It describes
the whole system of resonator and feedline and is related to the other quality factors via

1

Qtot
=

1

Qint
+

1

Qext
. (2.3)

In the following, we refer to the total quality factor Qtot as just Q. In this context, we also define
the relative coupling rate gres via

gres =
Qint

Qext
, (2.4)

which allows to relate internal and external quality factor [25]. When gres < 1 the resonator is
"undercoupled" to the feedline whereas it is "overcoupled" to the feedline when gres > 1. For the
case gres = 1, the resonator is "critically" coupled to the signal line. The resonators in this work
are designed to operate in the strongly overcoupled regime, which implies Qint ≫ Qext. This
ensures efficient coupling between feedline and resonator and make sure that resonator losses
do not provide a dominant loss channel.

2.1.2 Derivation of Scattering Parameters

To characterize the microwave resonators, determine their resonance frequency, quality factors,
and coupling constants, we measure the complex scattering parameter, also named S-parameter.
To derive expressions for these S-parameters, a fundamental understanding of the equations of
motion of the resonator-feedline system is required. The following procedure is closely orien-
tated by the works of Greifenstein [31] and the one of Gardiner and Collett [32]. The formalism
used here is the so called input-output formalism that was originally developed in the field of
quantum optics [20].

The dynamics of a classical oscillating LC resonator can be described by either magnetic or
electric field. While the magnetic field B(t) is a real valued quantity, it is favorable to describe
it with two complex quantities B̃ and B̃∗ via B = B̃ + B̃∗. This makes the transition to
the quantum regime more intuitive, where the quantum mechanical equivalent of these complex
quantities is used. These are the annihilation and creation operators a and a†, respectively. These
describe the excitation and relaxation of a photon in the resonator. Since they are connected to
the magnetic field via B ∝

(
a+ a†

)
, they are referred to as the resonator field in the following.

The Hamiltonian describing the whole system consisting of the resonator, the external bath of
modes, and the interaction between the two is [32]

Hsys = ℏωr

(
a†a+

1

2

)
︸ ︷︷ ︸

resonator

+

∫
ℏωb†ωbω dω︸ ︷︷ ︸

external bath of modes

−iℏ
∫
g (ω)

(
a†bω − b†ωa

)
dω︸ ︷︷ ︸

interaction

. (2.5)

The first term describes the isolated resonator as a quantum mechanical harmonic oscillator.
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Figure 2.1.2: Schematic of a resonator that is directly coupled to an external bath of modes via a
semitransparent mirror (grey). Incoming signal bin can couple into the resonator via the coupling rate
κext and excite the resonator field a, which suffers from the internal loss rate κint. Signal can couple
back out of the resonator and be detected as bout.

The external bath of modes is described by the second term of the right hand side. Here, bω
and b†ω are the annihilation and creation operators of the electromagnetic field corresponding
to the bath mode with frequency ω. The last term in the Hamiltonian of the system describes
the interaction between resonator and the external bath of modes. This form of interaction is
the most simplistic approach possible and is assumed to be linear in the field operators. The
parameter g(ω) describes the frequency dependent coupling constant between the bath of modes
and the resonator. The situation for the following general derivation is schematically shown in
Figure 2.1.2 where a microwave resonator is directly coupled to an external bath of modes. The
transition to the employed geometries for resonators coupled to a feedline is made at a later
point.

For any operator A, its time evolution or equation of motion is given via the Heisenberg
equation [33]

Ȧ =
i

ℏ
[H, A] . (2.6)

In order to calculate the commutator in the equation above, the common commutation relations
of the creation and annihilation operators are used. These commutation relations are[

bν , b
†
ω

]
= δνω, (2.7)[

a, a†
]
= 1. (2.8)

Applying equation (2.6) to the creation operators b†ω and a† results in [32]

ḃ†ω = iωb†ω + g(ω)a† (2.9)

and ȧ† = iωra
† −

∫
g(ω)b†ωdω, (2.10)

respectively. In the following, the derivation is done by using the equations above for the creation
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2.1 Superconducting Microwave Resonators

operators, which is why for reasons of convenience, the dagger is omitted from these operators,
which are denoted as b and a in the following. Assuming the signal to be sent in the past at a
time t0 < 0, the solution of equation (2.9) reads

bω(t) = bω(t0)e
iω(t−t0) + g(ω)

∫ t

t0

eiω(t−τ)a(τ)dτ. (2.11)

On the other side, assuming the outgoing signal is received by a detector in the future at a time
t1 > 0, the integrated solution of equation (2.9)

bω(t) = bω(t1)e
−iω(t1−t) − g(ω)

∫ t1

t
eiω(t−τ)a(τ)dτ. (2.12)

The two times corresponding to sending the incoming signal and receiving the outgoing signal t0
and t1 are set to occur far away from the time of the interaction, to prevent the propagating signal
from coupling to the source or the detector. These points in time are therefore set to t0 → −∞
and t1 → +∞. In the following, both solutions are treated in parallel. Equations (2.11) and
(2.12) are now plugged into equation (2.10) each. This yields the following expressions for the
integral term in the two resulting equations for ȧ:

−
∫
g(ω)bω = −

∫
g(ω)bω(t0)e

iω(t−t0)dω −
∫
g(ω)2

∫ t

t0

eiω(t−τ)a(τ)dτdω (2.13)

and −
∫
g(ω)bω = −

∫
g(ω)bω(t1)e

−iω(t1−t)dω +

∫
g(ω)2

∫ t1

t
eiω(t−τ)a(τ)dτdω,

(2.14)

respectively. Now, the Markov approximation is deployed, which assumes the coupling constant
for the interaction between external bath of modes and resonator to be independent of frequency
[32]:

g(ω) = g =

√
2κext

2π
= const. (2.15)

κext describes the transition rate of a photon between the external bath of modes and the res-
onator. It is also referred to as the external coupling rate of the resonator to its environment. This
definition is identical for both feedline geometries that are later introduced, since the coupling
mechanism is given by a notch port geometry in both cases. The expressions (2.13) and (2.14)
can be further simplified by using the relations

∫
dω
2π e

iω(x−x′) = δ(x−x′),
∫ x
−∞ δ(x′−x)dx′ = 1

2
and the definitions for an input field bin and an output field bout:

bin(t) =
1√
2π

∫
eiω(t−t0)bω(t0)dω (2.16)

and bout(t) =
1√
2π

∫
eiω(t−t1)bω(t1)dω, (2.17)

respectively. Equations (2.13) and (2.14) correspond to the external losses of the resonator and
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Chapter 2 Theoretical Concepts

can be expressed for both solutions in terms of input and output field:(
d

dt
a(t)

)
ext

= −
√
2κextbin(t)− κexta(t) (2.18)

and
(

d

dt
a(t)

)
ext

= −
√
2κextbin(t) + κexta(t), (2.19)

respectively. The terms proportional to input and output field describe the driving influence of
the external bath of modes and the term proportional to the resonator field describes the dissipa-
tion of resonator photons into the external bath of modes. This model does not consider internal
losses of the resonator, so they are taken into account by introducing the internal coupling rate
κint, which describes the relaxation of the amplitude of the resonator field. The internal losses
for both solutions are described by(

d

dt
a(t)

)
int

= −κinta(t). (2.20)

Consequently, all these steps result in two expressions for ȧ in terms of the input field and the
output field:

ȧ = iωra+ (κext − κint)a−
√
2κextbout, (2.21)

ȧ = iωra− (κext + κint)︸ ︷︷ ︸
= κ

a−
√
2κextbin. (2.22)

Here, the total loss rate of the resonator κ = κext + κint is introduced as the sum of external and
internal coupling rate. This coupling rate is defined to represent the half width at half maximum
of the resonator peak in angular units.

Subtracting equation (2.22) from equation (2.21) yields the general boundary condition for
the system

bout = bin +
√
2κexta. (2.23)

The different geometries applied in this thesis are not yet included in this derivation and will
be described in the following. The resonator is coupled to a feedline by being placed in its
vicinity as shown in Figure 2.1.1. This is called a notch port. A continuous signal line that is
terminated by two ports leads to resonators in transmission geometry. These resonators are also
called hanger type resonators. The other geometry has one end of the feedline terminated in
open circuit geometry. This end reflects any signal back to the input port, therefore leading to
reflection type resonators. These two geometries are shown in Figure 2.1.3.

For the case of a transmission feedline, that is shown in Figure 2.1.3 a), one measures the
transmission scattering parameter S21 that is defined as

S21 =
b
(2)
out

b
(1)
in

, (2.24)

with b(1)in denoting the input field sent by port 1 and b(2)out denoting the detected signal at port

10



2.1 Superconducting Microwave Resonators
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Figure 2.1.3: Schematics for a LER coupled to different feedline geometries. a) The resonator is
coupled to a feedline in transmission geometry. The ends of the feedline are connected to the two
ports 1 and 2. The incoming signal b(1)in can couple to the resonator with the coupling rate κext and
excite a resonator field a, that is damped by the internal coupling rate κint. The resonator excitation
can also couple back into the feedline and has two equal probable possibilities in which direction it
propagates, back to port 1 as b(1)out or towards port 2 as b(2)out . Only the latter is measured in transmis-
sion geometry. b) The resonator is coupled to the feedline in reflection geometry. The feedline is
connected to only one port, which serves as signal source and detector simultaneously. Analogue to
the case of transmission, the signal coupling back out of the resonator has two options concerning
the direction of propagation.

2. Given the transmission geometry, it is evident that the signal coupling back out from the
resonator into the feedline has two possibilities concerning the direction of propagation. It can
propagate back to port 1, where it is not detected or it propagates to port 2 as part of b(2)out and is
actually measured. The probability for each direction is the same and therefore 1

2 . Taking this
into account results in the modified boundary conditions for hanger type resonators

b
(2)
out = b

(1)
in +

1

2

√
2κexta, (2.25)

b
(1)
out =

1

2

√
2κexta. (2.26)

Plugging the new boundary condition into the expression for S21 does not yield an analytical
result yet as it still contains the unknown resonator field a. To obtain an expression for the latter,
the equation of motion (2.22) is solved in the frequency domain. Thus, we next consider the
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Fourier transformation of the following operators:

a(t) =
1√
2π

∫
eiωta(ω)dω, (2.27)

b
(1)
in (t) =

1√
2π

∫
eiωt e−iωt0bω(t0)︸ ︷︷ ︸

=bin(ω)

dω, (2.28)

b
(2)
out(t) =

1√
2π

∫
eiωt e−iωt1bω(t1)︸ ︷︷ ︸

=bout(ω)

dω. (2.29)

Plugging these expressions into equation (2.22) results in the differential equation becoming
completely algebraic:

iωa(ω) = iωra(ω)− κa(ω)−
√
2κextb

(1)
in (ω). (2.30)

Rearranging this equation leads to an expression of the resonator field a(ω) in terms of b(1)in

a(ω) =

√
2κext

i(ωr − ω)− κ
b
(1)
in (ω), (2.31)

that is then plugged into the boundary condition in equation (2.25), which is subsequently di-
vided by b(1)in to yield the expression for S21 in transmission geometry:

S21(ω) = 1 +
κext

i(ωr − ω)− κ
. (2.32)

The expression above can also be written in terms of quality factors. Any quality factor Qx is
linked to its corresponding coupling constant κx by the relation

Qx =
ωr

2κx
. (2.33)

One obtains

S21(ω) = 1−
Q
Qext

1 + 2iQ (ω−ωr)
ωr

. (2.34)

The expression above describes the ideal response of a resonator in transmission geometry. In
reality, a variety of factors modify the measured response of the resonator and need to be taken
into account to yield the correct results. According to [34], the introduction of an amplitude A,
a phase shift α and an electronic delay τ accounts for cable losses. Additionally, one defines the
external quality factor to be a complex quantity

Qext = |Qext|e−iϕ. (2.35)

With the additional phase ϕ, asymmetries of the resonator line shape due to impedance mis-
matches or similar effects are taken into account [35]. With these additions, equation (2.34)
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becomes the expression describing the real measured data best [34]

S21(ω) = Aeiαe−iωτ︸ ︷︷ ︸
environment

(
1−

Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

)
︸ ︷︷ ︸

resonator

. (2.36)

Next, the derivation of the scattering parameter S11 for reflection type resonators is discussed:

S11 =
bout

bin
. (2.37)

Since there is only one port, the indices in round brackets indicating the port number are omit-
ted. The procedure for deriving S11 is completely analogue to the one of S21 for transmission
geometry described above but with the different boundary condition given by equation (2.23).
The ideal response described by the S11-parameter is then

S11(ω) = 1 +
2κext

i(ωr − ω)− κ
, (2.38)

and the result for S11 expressed in terms of quality factors and respecting measurement imper-
fections that describes real measurement data is given by

S21(ω) = Aeiαe−iωτ︸ ︷︷ ︸
environment

(
1−

2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

)
︸ ︷︷ ︸

resonator

. (2.39)

Comparing equation (2.36) with (2.39) yields the only difference being the factor 2 in the nu-
merator of equation (2.39). The factor 2 in the resonator term indicates that resonators coupled
to a feedline in reflection geometry offer a higher amplitude in the detected signal compared to
the ones coupled to a transmission type feedline as used above [8].

2.2 Phosphorous Donor Spins in Silicon

The solid-state spin ensemble examined in this thesis is phosphorus donors in silicon. First,
the spin Hamiltonian of this system and its energy levels are discussed. In the second part, the
derivation of the Tavis-Cummings model is sketched, which yields a Hamiltonian describing the
spin system coupled to a resonator for ESR experiments.

2.2.1 Spin Hamiltonian

When a phosphorous atom replaces a silicon atom in the lattice, the resulting defect acts as a
donor providing an extra electron to the system. In the limit of low temperatures, the additional
electron becomes localized at the donor atom and represents a S = 1

2 system [36]. Additionally,
phosphorous atoms only have one stable isotope 31P which has a nuclear spin I = 1

2 . The spin
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Figure 2.2.1: Breit-Rabi diagram of the energy levels of phosphorus donors in silicon plotted for
different external magnetic fields B0. a) Breit-Rabi diagram for low external magnetic fields. At
zero field, the singlet and triplet states are split by A/h = 117.53MHz. b) At larger magnetic fields,
the four energy levels are linear with B0. For a given driving frequency fres, electron spin transitions
are denoted with black arrows and are spaced by 4.2mT.

Hamiltonian for a single phosphorus donor in silicon with electron spin S⃗ and nuclear spin I⃗ in
an external magnetic field B⃗0 = B0e⃗z reads [37]

Hspin =
geµB

ℏ
B0Sz︸ ︷︷ ︸

electron Zeeman effect

+
gnµN

ℏ
B0Iz︸ ︷︷ ︸

nuclear Zeeman effect

+
A

ℏ2
S⃗ · I⃗︸ ︷︷ ︸

hyperfine interaction

(2.40)

Here, ge = 1.9985 and gn = 2.2632 are the electron and nucleus Landé factors, respectively
[36, 38], µB is the Bohr magneton, µN is the nuclear magneton and A/h = 117.53MHz is the
hyperfine constant of phosphorus [36].

Solving the spin Hamiltonian for the eigenenergies yields four solutions, that correspond to
singlet and triplet states. The eigenenergies are given by [39]:

E1 =
A

4
+
B0

2
(geµB + gnµN) , (2.41)

E2 = −A
4
+

1

2

√
A2 +B2

0 (geµB − gnµN)
2, (2.42)

E3 =
A

4
− B0

2
(geµB + gnµN) , (2.43)

E4 = −A
4
− 1

2

√
A2 +B2

0 (geµB − gnµN)
2. (2.44)

The eigenfrequencies and their corresponding spin states are displayed in Breit-Rabi diagrams
in Figure 2.2.1. The singlet and triplet states are separated by the hyperfine interaction A/h at
zero magnetic field in Figure 2.2.1a). The three triplet states are degenerate. Their degeneracy
is lifted in an external magnetic field B0. As a consequence, the four eigenenergies split up in
two groups of the same electron spin orientation. For larger fields as shown in Figure 2.2.1b),
the energy levels behave linearly as a function of the field.
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2.2 Phosphorous Donor Spins in Silicon

This region is of importance for electron spin resonance (ESR) experiments. Since the en-
ergy difference between levels with the same nuclear spin is in the range of few gigahertz,
ESR-transitions of the electron spin can be driven with microwave resonator photons. Given
a resonator with frequency fr, there exists a magnetic field B0,lf so that the energy difference
between |↓,⇑⟩ and |↑,⇑⟩ state matches the energy of the resonator photon hfr. This photon can
be absorbed resonantly and flips the electron spin from down to up state. The same logic applies
to the |⇓⟩ states at a higher field B0,hf with the same resonator. The spacing between both fields
of the transitions is 4.2mT. The indices "lf" and "hf" denote low field and high field transition.

In addition to the ESR-transitions, the goal is to drive nuclear magnetic resonance transitions
(NMR) as well. The target frequencies of NMR transitions in the example of Figure 2.2.1b) are
in the range of MHz and can therefore be driven by appropriate radio frequency (RF) magnetic
fields.

2.2.2 The Tavis-Cummings Model

In this section, the derivation of an ESR Hamiltonian in the Tavis-Cummings model is discussed
[21]. The Tavis-Cummings model describes the coupling of a harmonic oscillator or a mode to
an ensemble of two-level systems. In certain approximations, the Tavis-Cummings model then
can be interpreted as two coupled harmonic oscillators, where one of the oscillators represents
the spin ensemble. To this end, the number of excitations in the spin ensemble m needs to be
significantly smaller than the number of spinsN participating. TheseN addressable spins result
from an effective spin polarization of the whole spin system.

It was originally introduced to obtain a quantum electrodynamical description of molecules
exposed to a resonant radiation field. The molecules are assumed to represent identical two-
level systems (TLS). In the following derivation, the spins of phosphorous donors in silicon in
an external magnetic field are modelled as TLSs. The radiation field is given by the resonator,
whose photons are described by bosonic operators.

First, the case of a single spin coupled to a resonator is discussed by setting up the Jaynes-
Cummings Hamiltonian, the transition to the ensemble follows later on [40]. The Hamiltonian
describing the isolated systems of single spin and resonator without any interaction can be writ-
ten as

H0 = ℏωr

(
a†a+

1

2

)
+ ℏωs

σz
2
. (2.45)

Here, a, a† are the bosonic resonator annihilation and creation operators, ωr denotes the resonator
frequency, ωs describes the spin transition frequency and σz is the Pauli spin matrix of the z
component. The resonator operators and the Pauli matrices commutate with each other and
fulfill the following commutation relations:

[a, a†] = 1, (2.46)

[σi, σk] = 2iεiklσl. (2.47)

The Hamiltonian Hint describes the interaction between the magnetic field of the resonator B⃗1
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and the magnetic moment of the spin µ⃗s by

Hint = −µ⃗s · B⃗1. (2.48)

The interaction is reduced to the dominating dipole interaction term for simplicity. By using
S⃗ = ℏ

2 σ⃗, one can express the magnetic moment of the spin µ⃗s as:

µ⃗s = −ge
µB

ℏ
S⃗ = −ge

2
µBσ⃗, (2.49)

where the components of σ⃗ are the pauli spin matrices. One can then define the magnetic field
in the most simplistic approach as [41]

B⃗1(r⃗, t) = c(r⃗)
(
a(t) + a†(t)

)
· e⃗x. (2.50)

Here, c(r⃗) denotes the field amplitude normalized to the vacuum magnetic field of the resonator
at the site of the spin. This polarization of the field is chosen since the transition dipole element
for ESR is maximum for a microwave magnetic B⃗1-field perpendicular to the static magnetic
field B⃗0 assumed to be aligned along the z-axis. The relevant component of the resonator field
for the interaction has to be perpendicular to B⃗0. All in all, the Hamiltonian describing the
interaction can be written as:

Hint = −µ⃗s · B⃗1 =
ge

2
µBc(r⃗)

(
a+ a†

)
σ⃗ · e⃗x = ℏgs

(
a+ a†

)
σx. (2.51)

The coupling rate to a single spin gs is hereby introduced to conclude most of the constants,
resulting in a more compact expression. Additionally, the Pauli spin matrix σx can be expressed
in a more convenient way. To do so, the ladder operators σ+, σ− for raising and lowering the
spin are introduced as

σ± =
1

2
(σx ± iσy) (2.52)

and the interaction Hamiltonian is subsequently written as

Hint = ℏgs

(
a+ a†

)
(σ+ + σ−)︸ ︷︷ ︸

=σx

= ℏgs

(
aσ+ + aσ− + a†σ+ + a†σ−

)
. (2.53)

This Hamiltonian can be simplified by applying the rotating wave approximation (RWA) [42].
Assuming gs ≪ ωr+ωs, one can neglect the fast oscillating terms of the interaction Hamiltonian
in the framework of RWA. It can be shown, that these terms are σ−a and σ+a† in equation (2.53)
[43]. The remaining terms describe the absorption of a resonator photon while exciting the spin
and the inverse process.
Finally, the Hamiltonian of the Jaynes-Cummings model describing a resonator coupled to a
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single two-level spin system is obtained:

HJC, single = ℏωr

(
a†a+

1

2

)
+ ℏωs

σz
2

+ ℏgs

(
σ+a+ σ−a

†
)

(2.54)

Next, the transition to an ensemble of N spins is made and yields [43]

HJC = ℏωr

(
a†a+

1

2

)
+ ℏ

N∑
i=1

ωs,i
σz,i
2

+ ℏ
N∑
i=1

gs,i

(
σ+,ia+ σ−,ia

†
)
. (2.55)

In the following, the spin states of this Hamiltonian and its corresponding operators are dis-
cussed. As mentioned earlier, N spins are assumed to be polarized in the ground state and
addressable. Furthermore, one can assume ωs,i = ωs and gs,i = gs. Instead of describing each
of the N polarized spins of the ensemble with its own set of Pauli spin matrices, it is beneficial
to introduce a macroscopic spin J to collectively describe the spins. One therefore introduces
the operators

Jz =
1

2

N∑
i=1

σz,i, (2.56)

J± =

N∑
i=1

σ±,i = Jx ± iJy, (2.57)

and simplifies the Jaynes-Cummings Hamiltonian to:

HJC = ℏωr

(
a†a+

1

2

)
+ ℏωsJz + ℏgs

(
J+a+ J−a

†
)

(2.58)

By assigning the macroscopic spin J to the ensemble, the states of the ensemble can be char-
acterized with two quantum numbers: J for the total spin and M for the orientation of the
z-component of J . This description is similar to the Zeeman effect of a single atom in an exter-
nal magnetic field. A state of the spin ensemble is expressed as |J,M⟩ with J = 0, . . . , N2 and
M = −J, . . . , J . J andM are either integer or half integer valued. The corresponding states are
also referred to as Dicke states [44]. The ground state |↓ . . . ↓⟩ is consequently the Dicke state∣∣N
2 ,−

N
2

〉
. Applying the ladder operator J+ to the ground state, which corresponds to adding an

excitation to the system, yields the following:

J+

∣∣∣∣N2 ,−N2
〉

= J+ |↓ . . . ↓i . . . ↓⟩ =
∑
i

|↓ . . . ↑i . . . ↓⟩ (2.59)

The expression above describes a single spin excitation that is delocalized over all spins of the
system. It is evident, that these states show bosonic characteristics and that the operator J+ is not
normalized. Consequently, this operator and its counterparts can be expressed by a normalized
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set of operators s, s† via

s =
1√
N
J− (2.60)

s† =
1√
N
J+ (2.61)

A better quantity than M to describe the excited spins of the ensemble is the number of excita-
tions m, which is introduced as

m =M +
N

2
, m = 0, 1, . . . , N (2.62)

For the next approximations, it is once again noted that the number of excitations m is signifi-
cantly lower than the total number of polarized spins N , so m ≪ N . Then, the characteristics
of s, s† are examined by using the following relations of the J operators:

[J+, J−] = 2Jz, (2.63)

J+J− |J,M⟩ = (J +M)(J −M + 1) |J,M⟩ , (2.64)

Jz |J,M⟩ =M |J,M⟩ . (2.65)

By expressing M in terms of m and using equation (2.64), the expectation value ⟨s†s⟩ can be
approximated:

⟨s†s⟩ = 1

N

〈
N

2
,m− N

2

∣∣∣∣ J+J− ∣∣∣∣N2 ,m− N

2

〉
=

1

N

(
N

2
+m− N

2

)(
N

2
−m+

N

2
+ 1

)
=

1

N
m (N −m+ 1)︸ ︷︷ ︸

≈N

≈ m (2.66)

When looking at equation (2.65), it is evident that ⟨Jz⟩ = M . Hence, Jz can be approximated
by means of equation (2.66) as

Jz = m− N

2
≈ s†s− N

2
. (2.67)

This result and equation 2.63 are used to also calculate the commutator[
s, s†

]
=

1

N
[J−, J+] = − 2

N
Jz = − 2

N

(
m− N

2

)
≈ 1. (2.68)

To conclude, the results obtained by equations (2.66) and (2.68) show that the operators s, s†

correspond to bosonic annihilation and creation operators of a quantum mechanical harmonic
oscillator for m≪ N .

One can rewrite the Jaynes-Cummings Hamiltonian from equation (2.58) and derive the Tavis-
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Cummings Hamiltonian [21]:

HTC = ℏωr

(
a†a+

1

2

)
︸ ︷︷ ︸

resonator

+ ℏωs

(
s†s− N

2

)
︸ ︷︷ ︸

spin ensemble

+ ℏgs
√
N
(
s†a+ sa†

)
︸ ︷︷ ︸

interaction

(2.69)

This rather simple model describes two interacting harmonic oscillators.
Eventually, this derivation showed that the spin ensemble can be modelled as a harmonic

oscillator with an energy offset under the condition m ≪ N . This condition is also called the
Holstein-Primakoff approximation [45]. By using an ensemble of N spins instead of a single
one, the effective coupling rate geff = gs

√
N is enhanced by a factor of

√
N . This is due to

collective excitations which are shared by all spins as described by the Dicke states.

2.3 Hybrid Quantum System

The system of a driven resonator coupled to a solid-state spin ensemble is also called a hybrid
quantum system due to the coupling dynamics. The derivation of the S-parameters for such a
hybrid quantum system follows the logic described in Chapter 2.1.2. As derived in the previous
section, the starting point is the Tavis-Cummings Hamiltonian for the case of few excitations
[46]:

HTC = ℏωr

(
a†a+

1

2

)
︸ ︷︷ ︸

resonator

+ ℏωs

(
s†s− N

2

)
︸ ︷︷ ︸

spin-ensemble

+ ℏgeff

(
s†a+ a†s

)
︸ ︷︷ ︸

interaction

(2.70)

The spin system is hereby modelled as a quantum mechanical harmonic oscillator with eigen-
frequency ωs and the creation and annihilation operators s†, s. These operators fulfill the com-
mutation relation

[
s, s†

]
= 1 and commutate with the operators of the resonator. The effective

coupling rate geff is related to the coupling rate of a single spin gs via geff = gs
√
N , where N

is the total number of spins and the coupling rate to each spin is assumed to be the same. As

derived in [9], one can also write geff =
gsµB
2ℏ

√
1
2µ0ℏωrρP (T )V ν, where ρ is the spin density,

P (T ) is the thermal polarization of the spins, V is the volume of the ensemble and ν is the filling
factor, which was already mentioned in the beginning of this chapter. Applying equation (2.6) to
the operators s† and a† and omitting the dagger signs again for convenience yields the equations
of motion

ṡ = iωss+ igeffa, (2.71)

ȧ = iωra+ igeffs. (2.72)

The spins do not stay excited and relax with time. To account for that, a term with the spin
relaxation rate γs is introduced (

d

dt
s

)
relaxation

= −γss. (2.73)
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Figure 2.3.1: Schematic of a LER coupled to a spin ensemble. The resonator is coupled to the
feedline at a rate κext and suffers from internal losses described by the loss rate κint. The coupling
rate between resonator and spin ensemble (here: Si:P, depicted in green) is given by geff. The spin
sytem itself also suffers internal losses, which are described by a spin relaxation rate γs.

Consequently, the loss term and the driving term of the resonator-bath system from equation
(2.22) are added to equation (2.72) to receive the equation of motions

ṡ = iωss− γss+ igeffa, (2.74)

ȧ = iωra− κa+ igeffs−
√
2κextbin. (2.75)

The situation is visualized in Figure 2.3.1. With the Fourier transformations from equations
(2.27), (2.28) and an analogue expression for s, one obtains the equations above in the frequency
domain

iωs(ω) = iωss(ω)− γss(ω) + igeffa(ω), (2.76)

iωa(ω) = iωra(ω)− κa(ω) + igeffs(ω)−
√
2κextbin(ω). (2.77)

Equation (2.76) is solved for the spin operator s

s(ω) =
igeff

i(ω − ωs) + γs
a(ω), (2.78)

which is then plugged into equation (2.77):

a(ω) =

√
2κext

i(ωr − ω)− κ+
g2eff

i(ωs−ω)−γs

bin(ω) (2.79)
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Figure 2.3.2: Simulated data of the absolute value squared of a) equation (2.80) and b) equation
2.81. The simulated |Sxx|2 data is normalized for good contrast. The simulation is run with the
dimensionless parameters ωr = 1, κ = κext = γs = 0.02 and geff = 0.04. When the driving
frequency ω approaches both ωr and ωs, an avoided crossing is observed. In this case of hybridization,
the Lorentian gets broadened due to the additional loss channel of coupling to the spin ensemble.

Since it is assumed, that the spin ensemble cannot be excited by the feedline, the boundary equa-
tions (2.25) and (2.23) for transmission and reflection geometry are still valid. For transmission:

S21(ω) = 1 +
κext

i(ωr − ω)− κ+
g2eff

i(ωs−ω)−γs

. (2.80)

For reflection:
S11(ω) = 1 +

2κext

i(ωr − ω)− κ+
g2eff

i(ωs−ω)−γs

. (2.81)

The corresponding signature of hybridization between resonator and spin system described by
an avoided crossing is simulated and visualized in Figure 2.3.2 for transmission and reflection
geometry. Near ωs, the Lorentian signature of the resonator gets broadened and splits up into
a lower and an upper branch, thus showing an avoided crossing. The broadening is due to the
coupling to the spin system that can be interpreted as an additional loss channel from the point
of view of the resonator. When comparing the simulated data of the two geometries, one can
see that the depth of the Lorentian dip is rather constant for transmission geometry whereas for
reflection geometry, it becomes deeper when approaching the region of hybridization.

To characterize the coupling between resonator and spin system, the so called spin coopera-
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Chapter 2 Theoretical Concepts

tivity C is introduced as

C =
g2eff
κγs

. (2.82)

Three cases of coupling regimes can be distinguished:

1. C < 1: Weak coupling regime. The loss rates dominate the coupling rate between res-
onator and spin ensemble.

2. C = 1: Critical coupling. The coupling rates are very similar.

3. C > 1: Strong coupling regime. The effective coupling rate between resonator and spin
ensemble outweighs the loss rates. Information is efficiently exchanged between resonator
and spin ensemble.

For the goal of realizing a quantum memory, the system should operate in the critical to strong
coupling regime C ≥ 1 to ensure efficient transfer of information between feedline, resonator
and solid-state spin ensemble. This regime can also be expressed by geff ≫ κ, γs [13].

2.4 Kinetic Inductance

The energy of an electric current I in an electrical conductor is described by two terms. First,
there is a term summarizing the self-inductance of the current caused by its own magnetic field.
This contribution is caused by the geometry of the conductor. The other term takes the kinetic
energy into account caused by the non-zero inertial mass of the charge carriers. Consequently,
the energy E of a homogeneous superconductor of length l, cross section A and uniform current
density is given by [47]:

E =
1

2
LgI

2︸ ︷︷ ︸
geometric term

+
1

2

[
me

nse2
· l
A

]
I2︸ ︷︷ ︸

kinetic term

. (2.83)

Here, Lg denotes the geometric inductance, me is the electron mass, ns is the density of the
cooper pairs and e is the elementary charge. The term in parenthesis is summarized to the
kinetic inductance

Lk =
me

nse2
· l
A

=
µ0λ

2
Ll

A
, (2.84)

which can also be expressed in terms of the London penetration depth λL =
√

me
µ0nse2

[48].

Lk depends on the external magnetic field B0 as well as the temperature T due to λL. As a
consequence, the resonance frequency of a superconducting microwave resonator also inherits
this dependence via:

fr(B0, T ) =
1

2π
√
L(B0, T ) · C

=
1

2π
√
(Lg + Lk(B0, T )) · C

, (2.85)

where Lg is assumed to be independent of magnetic field and temperature due to originating
purely from the geometry. Based on this relation above, the resonance frequency is expected to
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2.4 Kinetic Inductance

shift due to the changes of kinetic inductance under the influence of magnetic field and temper-
ature. However, these shifts tend to be rather small as can be seen in the measurements later on.
It is therefore assumed in analogy to Ref. [30]

Lk(B0, T )− Lk(0, 0) ≪ Lg + Lk(0, 0) for B0 ≪ Bc, T ≪ Tc. (2.86)

The relative shift in resonance frequency can be written as:

fr(B0, T )− fr(0, 0)

fr(0, 0)
=

√
Lg + Lk(0, 0)

Lg + Lk(B0, T )
− 1 =

√√√√ 1

1 + Lk(B0,T )−Lk(0,0)
Lg+Lk(0,0)

− 1

≈ −1

2

Lk(B0, T )− Lk(0, 0)

Lg + Lk(0, 0)

=
1

2

Lk(0, 0)

Lg + Lk(0, 0)

(
1− Lk(B0, T )

Lk(0, 0)

)
. (2.87)

Here, the expansion √
1

1 + x
≈ 1− 1

2
x+O(x2), (2.88)

for x ≪ 1 given by the assumption of equation (2.86) is applied. The expression of equation
(2.87) is rewritten by defining the ratio of kinetic inductance to total inductance as:

α =
Lk(0, 0)

Lg + Lk(0, 0)
, (2.89)

and plugging in equation (2.84) yields the resonance frequency shift of the resonator due to
changes in Lk:

fr(B0, T )− fr(0, 0)

fr(0, 0)
=
α

2

(
1− λ2L(B0, T )

λ2L(0, 0)

)
. (2.90)

Magnetic Field Dependency Since the used materials NbTiN and Nb both represent s-
wave superconductors [49, 50], the effective London penetration depth λL as a function of the
magnetic field can be described by [51]:

1

λL(B0)
=

1

λL(0)

{
1− 3

4
β(T )

(
B0

B∗

)2
}
. (2.91)

Here, β(T ) is a non-linear and temperature dependent function, which can be treated as a con-
stant due to the measurements being done at constant temperatures, and B∗ is a characteristic
field in the order of the thermodynamic critical field. The relation above describes the increase
in magnetic penetration depth due to the pair-breaking effect caused by B0.
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Figure 2.5.1: Schematic of different sources of TLS. In addition to atomic tunneling systems in
the naturally occurring oxide layer, contaminants, residuals of e-beam resist and structural damage
provide TLS in form of surface defects. Adsorbates such as H and O2 provide surface spins which
also act as TLS. Adapted from [52].

Plugging this expression into the master equation (2.90) results in:

fr(B0)− fr(0)

fr(0)
=
α

2

1− 1(
1− 3

4β
(
B0
B∗

)2)2
 , (2.92)

Temperature Dependency The temperature dependence of λL in the frequency shift is
well described by the empirical Gorter-Casimir model [48]:

λL(T ) =
λL(0)√

1−
(

T
Tc

)4 , (2.93)

where Tc is the critical temperature. An expression for the temperature dependent frequency shift
due to changes in kinetic inductance is obtained by plugging the equation above into (2.90):

fr(B0, T )− fr(0, 0)

fr(0, 0)
=
α

2

1− 1

1−
(

T
Tc

)4
 , (2.94)

2.5 Two-Level Systems

At very low powers and temperatures, the performance of superconducting quantum devices
such as resonators are limited by quantum two-level systems (TLS), which are unsaturated in
this regime [52–55]. TLS occur in amorphous matter, surface defects, adsorbates providing
surface spins, the different interfaces and other surface impurities. An overview of sources of
TLS is given in Figure 2.5.1. Although the detailed nature of TLS is still not perfectly understood
up to now, we want to briefly sketch the most prominent source of TLS and the corresponding
model to understand the mechanism affecting the resonators.
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Report on Progress

5

energy associated with the process of tunneling through the 
barrier separating the two wells is ∆0.

The effective Hamiltonian for this situation has the form

HTLS =
1
2

(
ε ∆0

∆0 −ε

)
=

1
2
εσ( p)

z +
1
2
∆0σ

( p)
x , (1)

with the Pauli matrices in the position basis σ
( p)
z =

|R〉〈R| − |L〉〈L| and σ( p)
x = |R〉〈L|+ |L〉〈R|. Note that for 

clarity, our notation here differs from the usual STM literature 
where typically the asymmetry energy ε is labelled ∆. A full 
list of the notation used throughout this review is given in the 
Appendix (table A1). Due to the tunneling between the wells, 
the two lowest eigenstates in the left (|L〉) and right (|R〉) well 
hybridise and form the eigenstates

|ψ+〉 = sin

(
θ

2

)
|L〉+ cos

(
θ

2

)
|R〉, (2)

|ψ−〉 = cos

(
θ

2

)
|L〉 − sin

(
θ

2

)
|R〉, (3)

where the mixing angle θ is defined via tan θ = ∆0/ε. We 
can then rewrite the Hamiltonian in the basis of eigenstates as

HTLS =
1
2

Eσz, (4)

with the energy difference between the eigenstates

E = E+ − E− =
√
ε2 +∆2

0. (5)

In the limit |ε| � ∆0, the eigenstates are well described by the 
left and right well states. However for |ε| ≈ 0, the eigenstates 
are a superposition of the two well states.

Using Wentzel–Kramers–Brillouin (WKB) theory, we can 
estimate the value of ∆0 in terms of the barrier height V , the 
spacing between the wells d and the effective mass of the par-
ticle m [77], giving

∆0 = �ω0e−λ, (6)

where

λ =

√
2mV
�2 d. (7)

The scale factor ω0 depends on the exact functional form of 
the potential, see [191] for examples. However, this detail is 
typically unimportant for the overall behaviour of the system 
given the exponential dependence on λ.

In contrast to disorder or impurity defects in crystals which 
can also display TLS behaviour, see [76] for a detailed dis-
cussion), the TLS parameters in amorphous solids vary from 
defect to defect due to the randomised nature of the local 
atomic configurations. The STM assumes that the asymmetry 
ε and tunneling parameter λ are independent and uniformly 
distributed, P(ε,λ)dεdλ = P0dεdλ, where P0 is a constant. 
Re-expressing in terms of E and ∆0,

P(E,∆0)d∆0dE = P0
E

∆0

√
E2 −∆2

0

d∆0dE, (8)

and integrating over ∆0 gives the density of states,

D(E) =
∫ E

∆min
0

P(E,∆0)d∆0 = P0 ln
2E
∆min

0
≈ D0, (9)

which is typically approximately constant over the energy 
ranges of interest. Here ∆min

0  refers to the minimum tunnel-
ing energy, below which the particle can no longer tunnel 
between the wells and the TLS is essentially just two local 
minima in a classical sense. Typically, the observation tim-
escale of an experiment (which can vary from 10−6 to 103 s)  
sets a minimum energy scale of interest. In amorphous 
glasses in general, the distribution of ∆0 extends far below 
any energy set by the experimental timescale (i.e. ∆min

0 � E) 
which supports the constant density of states approximation. 
Using this density of states and computing the specific heat 
of a material containing TLS defects, one finds that CV ∝ T , 
as opposed to the usual T3 obtained from Debye theory. This 
modified temperature dependence is one of several key pre-
dictions of the STM for the low-temperature behaviour of 
amorphous solids.

Although the STM typically assumes independent TLS, 
including the effects of interactions between TLS leads to 
corrections to the low-temperature response of glasses due to 
the formation of collective states. Although such extensions 
to the STM have been studied in depth in glasses both exper-
imentally and theoretically, recent work with superconducting 
circuits has provided far more direct evidence for TLS–TLS 
interactions. We elaborate more on such models in section 3.4 
where we provide examples of collective models for TLS ori-
gins, and section 4, where we discuss direct probes of TLS–
TLS interactions.

2.2. TLS as a source of low-frequency noise

The STM and its extensions are often used as models of elec-
trical noise in general, especially in low-temperature elec-
tronic devices. Typically, this noise is thought to arise as an 
ensemble effect from a large number of TLS with some distri-
bution of energies and tunnelling rates. Here, we briefly touch 
on noise in electrical circuits in general, so as to introduce the 
concepts and notation relevant to our later discussion. We will 
focus first on the low-frequency noise spectrum, and discuss 

position
en

er
gy

Figure 2. Double-well potential modelling a TLS. The energy 
difference E between the TLS eigenstates |ψ+〉 and |ψ−〉 is 
determined by the asymmetry energy ε and the inter-well tunneling 
rate ∆0.
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Figure 2.5.2: Double-well potential modelling the different positions of TLS atom in the standard
tunneling model (STM). The two eigenstates |ψ±⟩ are separated by the energy E, which depends on
the asymmetry energy ε and the tunneling barrier between the two minima ∆0. Picture taken from
[53].

In amorphous matter, such as in oxide layers on top of the superconducting material and the
substrate, atoms that can occupy two different locations in the bulk provide the most prominent
kind of TLS [53]. They are described with the so-called standard tunneling model (STM), which
models the two different locations or levels of the atom as minima in an mostly asymmetric
double-well potential, as shown in Figure 2.5.2. In this model, the atom is always in either
one of the two configurations. In general, these TLS are saturated and do not influence the
resonator. However, at very low temperatures in the millikelvin regime, the TLS cannot be
thermally excited anymore and the saturation of the system vanishes. A change of position then
is only possible via tunneling. In this regime, the system can couple to the electric field. Due to a
large variety of TLS with different heights of tunnel barriers and energy differences, there always
exist TLS that match the resonance frequency, therefore acting as an additional loss channel to
the resonators by absorbing resonator photons.

Temperature Dependency The temperature dependent influence of TLS on the perfor-
mance of superconducting microwave resonators is decribed by the model of [54]. This model
deals with TLS that have large detunings to the resonance frequency fr of the resonator. Since
one can measure this temperature dependent behavior at high power, resonant TLS are saturated.
In this framework, the internal quality factor is described by:

1

Qint
=

1

QTLS
tanh

(
hfr(T )

2kBT

)
+

1

Q∗ , (2.95)

where an offset 1
Q∗ is added in analogy to [56]. Here QTLS denotes the temperature independent

quality factor describing the TLS. The tanh function acts as a weighting factor for the influence
of QTLS. Finally, Q∗ accounts for non-TLS contributions to the internal quality factor.
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The shift in resonance frequency of the resonator caused by TLS is given by [54]:

∆fr(T ) =
1

πQTLS

[
ReΨ

(
1

2
+
hfr(T )

2πikBT

)
− ln

(
hfr(T )

2πkBT

)]
fr(0), (2.96)

where Ψ denotes the digamma function.

Power Dependency The power dependent influence of TLS on the internal quality factor is
described by [18, 56]:

1

Qint
=

1

QTLS

(
1 +

⟨nph⟩
⟨nc⟩

)−ν

+
1

Q∗ , (2.97)

where ⟨nph⟩ is the mean photon number of the resonator, QTLS denotes the quality factor of
the TLS and Q∗ summarizes non-TLS contributions to Qint. The critical photon number above
which the TLS are considered fully saturated is given by ⟨nc⟩ in the expression above. The
exponent ν indicates deviations from the standard TLS model in which its value is 0.5.

2.6 Thermal Spin Polarization

The quantity describing the fraction of spins that are addressable for ESR is the thermal spin
polarization 0 < P (T ) < 1. An expression for this can be derived using statistical physics and
the eigenenergies of the four levels that we presented in Chapter 2.2.1 [57]. The probability that
a state with energy Ei(B0) is occupied at a temperature T is given by [58]:

pi(T,B0) =
exp
{
−Ei(B0)

kBT

}
Z(T,B0)

, (2.98)

where kB is the Boltzmann constant and Z(T,B0) is the canonical partition function defined as:

Z(T,B0) =
4∑

i=1

exp

{
−Ei(B0)

kBT

}
. (2.99)

The thermal spin polarization of the low field transition (E4(B0) → E1(B0)) and the high field
transition (E3(B0) → E2(B0)) then are:

Plf(T,B0) = |p1(T,B0)− p4(T,B0)| and (2.100)

Phf(T,B0) = |p2(T,B0)− p3(T,B0)|, (2.101)

respectively. The thermal spin polarizations are visualized for different temperatures and a given
magnetic field B0 = 180mT in figure 2.6.1. Coming from high temperatures, both polariza-
tions increase with decreasing temperature. However, below 0.1K the curves show contrary
behaviour. The one of the low field transition increases further until reaching complete polar-
ization whereas the one of the high field transition decreases until vanishing completely. This is
due to the fact that the the spin states with energy E3 become less probable to be populated in
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Figure 2.6.1: Thermal spin polarization of the low and high field transitions of phosphorous donors
in silicon as a function of temperature for a magnetic field B0 = 180mT. The spin polarization
increases with decreasing temperature. Below 0.1K, the polarization of the low field transition
increases further whereas the one of the high field transition decreases due to the state with E3 being
less populated.

contrast to the state with the lowest energy E4.

2.7 cwESR Power Saturation

A saturating behaviour of the spin ensemble is expected at sufficiently high incident microwave
powers at the sample. For a general undriven S = 1

2 spin system consisting of N spins exposed
to a background magnetic field B0, N− spins are in the |↓⟩ state and N+ = N −N− are in the
|↑⟩ state. At a temperature T , the ratio between N−/N+ is given by a Boltzmann factor [59]:

N−
N+

= exp

(
gµBB0

kBT

)
. (2.102)

The lower the temperature T and the higher the magnetic field B0, the more spins are in the |↓⟩
state.

In order for the spin system to be able to absorb resonator photons, N− > N+ is required.
Contrary to the excitation of the spins through absorption of resonator photons, different re-
laxation processes act to restore the thermal equilibrium ratio of equation (2.102). The most
dominant relaxation channel is spin-lattice relaxation. At temperatures below 4K, so-called di-
rect relaxation processes happen at which a spin relaxes back into the |↓⟩ state while generating a
phonon of the same frequency as the ESR transition. For this case, the characterizing relaxation
time T1 is related to temperature and magnetic field via [59]:

T1 ∝
1

B2
0T

. (2.103)

For the case of high relaxation time and high incident microwave powers at the sample, the
excitations outweigh the relaxation processes and the spin system approaches equal populations
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of both states. At N− = N+, the spin ensemble is considered to be saturated. Consequently, the
number of addressable spins for ESR transitions becomes minimal as the thermal spin polariza-
tion given by equations (2.100) and (2.101) approaches zero. The same accounts for the effective
collective coupling rate that is related to the thermal spin polarization by geff ∝

√
P (T ).

2.8 Spin Dynamics and Rotating Reference Frame

The spin ensemble of phosphorous donors in silicon represents a paramagnetic system, meaning
it exhibits a non-zero total spin J⃗ and magnetization M⃗ ∝ −J⃗ in an external magnetic field
B⃗0 = B0e⃗z at sufficiently low temperatures. This finite magnetization is a consequence of the
thermal spin polarization and strives to align parallel to B⃗0. However, the external magnetic
field causes a torque T⃗ acting on the total magnetization:

T⃗ = M⃗ × B⃗0. (2.104)

Together with the relations M⃗ = −γeL⃗ and dL⃗/dt = M⃗ , we obtain the time evolution of the
magnetization [48, 60]:

dM⃗

dt
= −γe(M⃗ × B⃗0) = −ωL(M⃗ × e⃗z), (2.105)

where we introduced the Larmor frequency ωL = −γeB0. The expression above describes the
counterclockwise precession of M⃗ around the z-axis at an angular frequency ωL.

Due to this precession movement, it is favorable to transit from the static laboratory reference
frame to a rotating reference frame. This frame rotates at an angular frequency ω0 around the
z-axis. The sense of rotation follows the right hand logic with the thumb pointing parallel to
the rotational angular velocity vector Ω⃗ = ω0e⃗z . For the time evolution of M⃗ in this rotating
reference frame, we find [61]:(

dM⃗

dt

)
rot

=

(
dM⃗

dt

)
lab

− Ω⃗× M⃗ = (ω0 − ωL)M⃗ × e⃗z. (2.106)

Hence, by choosing ω0 = ωL, the total magnetization M⃗ becomes a stationary vector.
In our experiments, we send pulses through the resonator which causes a linearly polarized

magnetic field for the duration of the pulse:

B⃗1 = B1 cos(ωLt)e⃗x, (2.107)

that is perpendicular to B0. Here, we already assumed the resonant case ω = ωL for the
resonator-spin-ensemble system. Applying equation (2.106) to the resonator field also leads
approximately to a static vector B⃗1,rot = B1e⃗x. This is achieved by formally expressing the
linearly polarized B1 field as a superposition of a right and left circular polarized magnetic field
in the xy-plane. It is obvious, that one of these parts becomes stationary in the rotating reference
frame whereas the other rotates at double its original frequency 2ω. However, the latter can be
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neglected for B1 ≪ B0, which is always fulfilled in our experiments.
Assuming M⃗ =Me⃗z , the presence of the resonator field B⃗1,rot then changes the total magne-

tization analogously to equation (2.105):(
dM⃗

dt

)
rot

= −γe(M⃗ × B⃗1,rot) = −ω1Me⃗y. (2.108)

Here, ω1 = γeB1 denotes the Larmor frequency for the precession around B⃗1,rot. The angle of
rotation α is given by the pulse duration tα during which B⃗1,rot is acting on the M⃗ :

α = ω1tα. (2.109)

An applied pulse that causes a rotation by an angle of α = π/2 is then called a π/2-pulse. The
same logic applies for a π-pulse.

As already discussed in Chapter 2.7, spin lattice relaxation strives to restore the equilibrium
state. Assuming the equilibrium total magnetization to be M⃗0 = M0e⃗z , this relaxation process
acts on the z-component of M⃗ via [10, 62]:(

dMz

dt

)
rot

= −Mz −M0

T1
, (2.110)

where T1 is the characteristic spin-lattice relaxation time. This quantity is of importance for
pESR measurements averaging over numerous repetitions of the same pulse sequence since it
represents the minimal waiting time between two subsequent sequences. We refer to the time
between two pulse sequences as the shot repetition time SRT.

29



Chapter 2 Theoretical Concepts

30



Chapter 3

Resonators: Simulation and Fabrication

In this chapter, we focus on the practical implementation of superconducting microwave res-
onators for electron spin resonance applications. This requires the fundamental understanding
of the resonator design to predict the magnetic field distribution and resonance conditions. We
present modelling of the electromagnetic properties of the resonators using the finite element
modeling software CST. In addition, we detail the fabrication procedure for the planar super-
conducting microwave resonators.

3.1 Finite Element Modeling of Planar Microwave Resonators

For our experiments, we typically use chips with lateral dimensions of 6mm × 10mm and a
thickness of 0.525mm. We then deposit the superconducting material NbTiN or Nb with a
thickness of 150 nm on the silicon substrate. The resonator structure is then written and etched
into this layer as described in the next section. The electron spin resonance experiments pre-
sented in Chapter 5 require the specific design of planar microwave resonators which operate at
a target frequency of around 5GHz. To this end, we model the electromagnetic circuit on the
chip using finite elements modeling (FEM). The software used for this purpose is "CST Studio
Suite 2018", also known as "CST Microwave Studio" [22]. Our model includes the whole chip,
consisting of silicon substrate, superconducting layer, resonator structures and signal ports. A
screenshot of a modelled chip is shown in Figure 3.1.1. We choose the silicon to be a lossy
material, which matches the applied high resistivity silicon chips best. On top of the substrate,
a superconducting layer with a thickness of 150 nm is placed, modelled with perfectly electric
conducting material (PEC).

In the scope of this work, we developed a fully parameterized model for planar lumped ele-
ment microwave resonators implemented in CST. Figure 3.1.2 shows the model of the capaci-
tively shunted meander resonator and summarizes all variables that can be adjusted to vary its
characteristic properties such as resonance frequency or coupling constants. The capacitance C
is given by an interdigital capacitor whereas the inductance L is provided by the meandering
inductor as already shown in 2.1.1. The neighboring branches of the meandering inductor ex-
hibit alternating current directions, which leads to destructive interference of the magnetic field
and its localization near the surface of the resonator. This resonator design therefore provides a
small mode volume that leads to higher filling factors for ESR experiments on small samples at
the expense of magnetic field homogeneity. The resonator structure is framed by PEC which is
then grounded in the simulation as well as in reality. The signal line is designed as a coplanar
waveguide (CPW) consisting of a center conductor between two ground planes. As shown in
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Figure 3.1.1: Chip with five resonators in reflection geometry modelled with CST. The silicon sub-
strate is depicted in grey and the superconducting layer is shown in orange.
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s 20 µm
w 12 µm
wsep 5µm
dsep 20 µm
wind 5µm
p 20 µm
dbound 30 µm
lvar 300 µm
lcap 500 µm
wcap 10 µm
dcap,x 15 µm
dcap,y 15 µm
lwind 500 µm
lend 550 µm
ltot,x 700 µm
ltot,y 750 µm
Ncap 2
Nwind 7

parameter typical value (µm)
w 20
s 12

wsep 5
dsep 20
wind 5

dbranch 20
lwind 500
lvar 300
lcap 500
wcap 10
dcap 15
dbound 30

1

Figure 3.1.2: Schematic of the fully parameterized resonator model for a planar microwave resonator
(yellow) on silicon substrate (grey). The signal line is depicted in open circuit geometry for reflection
type resonators. The table on the right hand side shows typical dimensions of the model used in this
work.
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Figure 3.1.2, we choose the width of the center conductorw to be 20 µm and the width of the gap
between ground plane and center conductor s to be 12 µm. Assuming the relative permittivity
εr of the silicon substrate to be εr = 11.9, these dimensions correspond to a line impedance of
Z0 ≈ 50Ω according to the built-in line impedance calculator of CST and the analytical formula
[63]

Z0 =
30π
√
εeff

K(k′0)

K(k0)
. (3.1)

Here, εeff is the effective dielectric constant, K denotes the complete elliptic integral and its
arguments are k0 = w

w+2s and k′0 =
√

1− k20 .
In reflection geometry, the center conductor is discontinued in open circuit geometry with

the gap at the end also having the dimension of s. Towards the edge of the chip, the CPW is
broadened for the microwave connectors, which in reality can be planar pins contacted with
conducting silver fluid or bonding wires. We keep the ratio w/s the same as for the narrow
region, which also results in an impedance of 50Ω.

In CST, we contact the chip with waveguide ports, which are rectangular objects. Such a port
should cover most of the relevant area of the coplanar line field, while also not causing higher
modes to propagate in the CPW [64]. We therefore apply the recommended dimensions, which
are illustrated in Figure 3.1.3. The planes of the bounding box enclosing the simulation volume
are set to be electrically open boundaries.
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Figure 3.1.3: Schematic of the applied dimensions for the waveguide ports in CST. Ideally, the length
of the waveguide port should be three times the spacing W between the two ground planes [64].

With these settings, we apply the frequency domain solver. It yields all possible S-parameters
from which we obtain the resonance frequencies of the resonators. The simulated data of a
resonator coupled to feedline in reflection geometry is shown in Figure 3.1.4. We observe a
dip in the simulated and normalized |S11|. The resonator can be viewed as a driven damped
harmonic oscillator. For such an oscillator, one expects a lorentian curve for the amplitude with
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Figure 3.1.4: Simulated data of a resonator coupled to a feedline in reflection geometry. The mea-
sured data is plotted for a smaller range of frequency to exclude standing wave signatures and other
background. a) Simulated |S11| parameter. The data has been normalized. The resonator exhibits a
lorentian dip with its minimum at the resonance frequency fr indicating the resonance absorption. b)
Simulated phase. The relative phase changes by 2π when sweeping the frequency across the resonant
one [65].

its maximum at the resonance frequency fr [66]. We observe a dip due to the fact that we do
not measure the amplitude of the resonator itself but the reflected signal. The dip therefore
corresponds to signal being absorbed by the resonator and agrees with the model of a driven
damped harmonic oscillator. The dip is described by the absolute value of equation (2.36),
which is also a lorentian curve. Considering the phase signature, one would expect a change
of the relative phase by pi when sweeping the frequency across the resonant one [66]. This
is fulfilled for resonators coupled to a feedline in transmission geometry [67]. However, it is
evident in the data of Figure 3.1.4 b) that the relative change of the phase is actually 2π across
the resonance. This is characteristic for resonators that are coupled to reflection type feedlines
and is a consequence of the additional factor of 2 in the nominator of equation (2.39) compared
to (2.36) and classical driven damped harmonic oscillators [65]. From this data, resonance
frequency and quality factors can be extracted by using the circlefit routine by [34, 68], which
will be demonstrated in Chapter 4.3.1.

To show the magnetic field distribution, we extracted the simulated data of the field on a plane
that is perpendicular to both feedline and substrate surface. The resulting data of the absolute
value of the magnetic field B1 is shown in Figure 3.1.5. We note that the incident microwave
power at the sample of PMW = 27dBm is large compared to the applied incident powers in
ESR experiments. This power is unfortunately fixed in the used frequency domain solver of
CST Microwave Studio. Therefore, the value of the magnetic field is expected to be lower in
reality and the simulated data only allows for a quantitative analysis of the field distribution. It
is evident that the magnitude stays large up to a height of about 20 µm, which is approximately
the thickness of our samples. This characteristic is important to reach good filling factors.

We can also observe the inhomogeneity of the field which is shown by the spike struc-
tures. This is due to the meandering structure of the inductor, which by design has neighboring
branches of counter-flowing currents. Looking at the overall structure of the magnetic field dis-
tribution, it is obvious that the resulting pattern is not as repetitive as we would intuitively expect,
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Figure 3.1.5: Simulated magnetic field |B1| of a LER for an applied power of 27 dBm. The plot
shows the absolute value of the magnetic field on a plane perpendicular to feedline and resonator
plane. It cuts through the middle of the inductance of the resonator.

especially when looking at the spikes between a height above the substrate of 20 µm and 40 µm.

3.2 Fabrication

In this section, we describe the fabrication procedure of planar superconducting microwave res-
onators. It consists of multiple cleaning steps, the sputtering of superconducting material onto
the substrate, and the structuring of the resonators with electron beam lithography and subse-
quent reactive ion etching. The fabrication of resonators presented here and illustrated in Figure
3.2.1 is similar to the ones of [9, 18]. A more detailed version in a step by step procedure of the
fabrication recipe can be found in appendix A.

Chip Preparation We start the fabrication with a high resistivity silicon (001) substrate that
is cut into 6mm×10mm×525µm chips. Firstly, we need to remove the protective coating from
the polished surface. Therefore, we perform a multi-step cleaning procedure. We start with
technical grade acetone and an ultrasonic bath treatment at medium power for 2 minutes. Next,
we repeat this step twice with pro analysis (p.a.) grade acetone. Acetone removes the protective
coating, organic residues and dust particles, but leaves residues on the substrate when evaporat-
ing. Therefore, we repeat the previous step one additional time with p.a. grade isopropanol to
remove those residues [69]. The chips are then rinsed with p.a. grade isopropanol and dried with
nitrogen gas to remove any remaining coating flakes or dust particles. Next, we place them on a
preheated hotplate at 120 ◦C. The heat evaporates any remaining isopropanol to ensure that the
chip is dry.
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Figure 3.2.1: Illustrations of the various steps in fabrication of a chip with planar resonator structures.
a) Pre-cut silicon substrates are chosen from a wafer and the surface is cleaned thoroughly. Silicon
oxides are removed by HF etching. b) Superconducting material (here: NbTiN) is deposited onto
the blank silicon chip by magnetron sputtering. c) Coating the surface oft the chip with resist, then
bakeout. d) The structures are written into the resist via e-beam lithography. e) The exposed resist is
removed by developing the resist. f) The remaining resist serves as an etching mask for reactive ion
etching which etches the structures into the superconducting material. g) Structures are etched into
the chip h) After removing the etching mask with the corresponding chemical, the sample is finished.

Removal of Silicon Oxides The silicon wafer naturally has a layer of silicon oxide on
top of the surface. We deposit the superconducting material directly on top of the pure silicon
surface in order to achieve high quality thin films. For this purpose, we remove the oxide layer by
etching the silicon chips with liquid hydrofluoric acid for 30 seconds and bathing them in water
afterwards to stop the etching process. With this treatment, the silicon surface also becomes
passivated by hydrogen atoms which suppresses reoxidation long enough until the samples are
placed in a vacuum airlock for sputtering of superconducting material [70].

Sputtering of NbTiN At WMI, a lot of thin film deposition devices are available for growth
of superconducting materials, i.e. Al, Nb, and multi-component materials like NbTiN onto
silicon substrates [71]. For our resonators, we deposit niobium titanium nitride (NbTiN) by
magnetron sputter deposition with the Unlimited Legendary Tool for Reliable Achievements in
the Deposition of Integrated Superconducting Komponents (ULTRADISK) system by Mantis.
Hereby, atoms of the target magnetron are ejected from the surface by bombardment of the latter
with ions from a plasma in a vacuum chamber. The released target atoms can accumulate on
the surface of the substrate that is placed above the magnetron. The latter has a negative bias
to attract and induce kinetic energy to positive ions of the plasma, therefore increasing the rate
of deposition compared to sputter deposition without using magnetrons [72]. A more detailed
description of the working principle of sputter deposition and the ULTRADISK device itself can
be found in [73].

We install the sample holder with the surface of the chips facing downwards into the main
chamber. Next, the sample holder is heated up to a temperature of 500 ◦C and the argon plasma
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is ignited above the niobium titanium target magnetron in nitrogen atmosphere at low pressure.
A shutter covers the plasma and the target to protect the substrate manipulator from deposition
until we start the process. The target source placed on top of the magnetron is composed of 70%
niobium and 30% titanium. The nitrogen component is controlled by the inlet of the correspond-
ing gas into the chamber. Concerning gas flows, we set the one of argon to 36.2 sccm1 and the
one of nitrogen to 3.8 sccm. The sputtering rate is mainly around 0.8Å/s. We then deposit a
NbTiN layer with a thickness of ≈ 150 nm by placing the sample holder above the target and
opening the shutter for the corresponding sputtering time. The NbTiN thin film is then grown
on the polished surface of the silicon substrates as it is depicted in Figure 3.2.1b).

Niobium Chips In this work, we also fabricated resonators made of niobium. The niobium
films are deposited onto silicon substrates by the PLASSYS device in house [71]. However, ex-
cept for the program used for reactive ion etching, the fabrication process of niobium resonators
is the same as the one described starting from here.

Preparing Chips for Lithography We clean the surface of the silicon chips with the su-
perconducting material on top by applying a two-chemical-routine using p.a. grade acetone and
p.a. grade isopropanol. The surfaces are now ready to be coated with e-beam resist.
We place the chip onto the spincoater. The resist of choice is the "AR-P 6200.18" of the CSAR
62 series by Allresist [74]. We place ≈ 40 µL of resist onto the chip. It is crucial to make sure
that there are no air bubbles in the resist to ensure a homogeneous distribution of resist after
spinning. The chip is then spun at a constant velocity of 8000 rpm for one minute. This results
in a ≈ 550 nm thick layer of resist. Then we perform a bakeout on a preheated hotplate at a
temperature of 150 ◦C for one minute. The coated chip is illustrated in Figure 3.2.1c). In order
to be able to properly focus onto the surface of the resist layer, we place four droplets of gold
nanoparticles in the corners of the chip with a toothpick.

Electron Beam Lithography The resonator structures are written into the resist layer with
an electron beam as shown in Figure 3.2.1d) [75]. We load the sample holder containing the
chips into the main chamber of the e-beam machine. The applied dose for the lithography
process is in the range of 2.1C/cm2 to 2.3C/cm2. To set the right focus, we use the build-in
scanning electron microscope and search for the gold nanoparticles in the four corners. After
having parsed the focus values to the executing software, the process is started.

Developing Exposed Resist Following the lithography step, we need to remove the ex-
posed resist to reveal the etching mask for the next step as displayed in Figure 3.2.1e). For
this purpose, we expose the resist to the corresponding developer chemical "AR 600-546" [76].
Afterwards, we stop the developing process by putting the chip in p.a. isopropanol followed by
ultrasonic bath treatment at lowest power for about two minutes. With that, the remaining devel-
oper chemical gets deactivated and resist flakes are removed from the chip. Following this step,
we rinse the chip with p.a. isopropanol and blow dry it with nitrogen. The chip then undergoes

1sccm: standard cubic centimeter. 1 sccm corresponds to a gas flow of 1 cm3/min at standard conditions
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Figure 3.2.2: Fabricated planar superconducting lumped element microwave resonator. The resonator
is made of NbTiN (ocher) on a silicon substrate (grey).

another bakeout on a hotplate at a temperature of 130 ◦C for one minute. This post-exposure
bakeout increases the resistance of the resist layer towards reactive ion etching.

Reactive ion etching Next, we need to structure the superconducting layer. We apply re-
active ion etching as schematically shown in 3.2.1f). The remaining resist layer serves as an
etching mask for the underlying superconducting layer and shields it from the etching plasma.
The gas mixture being used for etching NbTiN consists of sulfur hexafluoride and argon, where
the former makes up the major part with a gas flow of 20 sccm compared to 7.2 sccm of argon.
With this gas mixture, we employ both chemical and physical etching [77]. The ions and radicals
generated by the plasma get adsorbed onto the exposed surface of the chip and chemically react
with the surface atoms. The products of these reactions are volatile and removed by the vacuum
pump [78]. To counteract the apparent nonlinear behaviour of the etching depth as a function of
time, we etch in two steps for 80 seconds each. In between those steps, the chamber is flooded
and cooled down with nitrogen gas before it is subsequently evacuated again. In the scope of this
thesis, we focused on ensuring that the etching depth is sufficient to avoid fabricating a shorted
chip. Concerning Nb chips, we execute the etching process with only sulfur hexafluoride in a
single step process for about 165 seconds.

Removal of Resist We remove the layer of resist by exposing it to the chemical "AR 600-
71" [79]. After five minutes, we stop the process by placing the chip in p.a. isopropanol and
place the beaker in the ultrasonic bath at low power for about two minutes to remove flakes of
resist. After rinsing the chip with p.a. isopropanol and blowing it dry with nitrogen, we check
under the microscope, whether all of the resist has been removed. We can also opt to heat up the
remover chemical to 40 ◦C for improved performance. Finally, the chip is free of any resist as
shown in Figure 3.2.1h) and the fabrication is finished.

A fabricated resonator made of NbTiN is shown in Figure 3.2.2. The dimensions of the fabri-
cated resonator match the simulation model thanks to the high precision of the e-beam lithog-
raphy machine. The only deviation from the simulation model is the height difference between
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NbTiN and silicon due to overetching the NbTiN layer and subsequently also etching the silicon
as stated above. Hence, the etching edges do not exhibit a height of 150 nm but typically around
230 nm instead.
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Chapter 4

Superconducting Microwave Resonators

In this section, we introduce different measurement setups, procedures and results leading to a
performance characterization of the superconducting resonators for ESR applications. The first
measurements characterize the quality and superconducting properties of our NbTiN and Nb
thin films. In addition, we discuss the differences between identical resonators in transmission
and reflection geometry. We assess their performance under various conditions, such as different
external magnetic fields, incident microwave powers and temperatures. Finally, we demonstrate
the influence of geometric variations in the resonator design on coupling constants and overall
performance. The characteristics and fitting results of all resonators that are presented in this
chapter are listed in section 4.3.5.

4.1 Measurement Setups

We start with introducing the setup used for the characterization of the NbTiN and Nb thin films
using DC transport techniques as well as microwave spectroscopy of the fabricated resonators.
For the majority of the measurements presented, we use variable temperature helium gas flow
cryostats which have the option to supply a static magnetic field to the sample. The samples to
investigate are mounted on a so-called dip-stick, which is designed to enable DC transport or
microwave spectroscopy. All used dip-sticks come with their own local temperature sensors and
active PID temperature control to guarantee temperature stability during the experiment.

Transport Measurement Setup While the cryostat provides the thermal environment and
the static magnetic fields, we measure the resistivity of the thin films by transport measurements
in the following manner. The initial chips with dimensions of 6mm × 10mm are cleaved into
smaller pieces and mounted on a transport chip carrier as shown in Figure 4.1.1 a). A total of 20
copper pads surround the samples and are connected to the DC lines of the dipstick. We contact
the samples to the pads by aluminum wire bonds. Each piece is equipped with 6 contacts of
which four are used for the transport measurements while the other two are used as backup.

Figure 4.1.2 shows the electrical wiring scheme for measuring the two samples simultane-
ously, including a sourcemeter, two nanovoltmeters and a breakout box. The breakout box is
used to connect the other devices to the DC lines of the dipstick and subsequently the samples.
The sourcemeter provides a DC current to both samples and will be also applied in the other
direction of the current. The nanovoltmeters are each connected to one of the two samples and
measure the drop in voltage across the sample.
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Figure 4.1.1: Prepared chip carrier and circuit schemactic for transport measurements with the Van
der Pauw method [23]. a) Picture of two prepared NbTiN samples for transport measurements. The
samples are contacted to the surrounding copper pads by thin aluminum bonding wires. The current
flows from top side to bottom side contact and vice versa for both samples. Two of the remaining
four contacts are each used for measuring the voltage drop of the sample. b) Circuit diagram of the
transport measurements. R1 to R4 denote the resistances of the cables and wires. As a function of
temperature T , the voltage V± is measured for |Isource| = 100 µA.S11(ω) = aeiαe−iωτ
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Figure 4.1.2: Schematic of the measurement setup for transport measurements. The breakout box
connects the devices with the sampleholder to apply a current I to the samples and measuring their
voltages.
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4.1 Measurement Setups

The method of measurement we apply was developed by Van der Pauw [23]. It is a four point
measurement, which is illustrated in the electric circuit diagram of figure 4.1.1 b) for one of the
two samples. The quantities R1 to R4 denote the different resistances of the cables and contacts.
We apply a constant current Isource = 100 µA to the chip carrier and measure the drop in voltage
caused by the sample as a function of temperature. We measure the voltage both with positive
and negative current to eliminate non-ohmic resistances from our measurements. The averaged
voltage V is therefore calculated via

V =
V+ − V−

2
, (4.1)

where the plus and minus subscripts indicate the sign of the applied current Isource.
We then calculate the measured resistance R of the sample with Ohm’s law. The Van der

Pauw method is used to measure the specific resistance ρ of the thin films [23]. For samples
with a given axis of symmetry, ρ can be calculated via

ρ =
πd

ln 2
·R ≈ 4.532 ·R · d, (4.2)

whereR is the measured resistance and d = 150 nm is the thickness of the superconducting thin
films.

To determine Tc, we start at 5K and ramp up the temperature at a rate of up to 1K/min while
measuring V . Afterwards we can determine the specific resistance as a function of temperature.
For low temperatures, the resistance stays at a constant value and increases at Tc, as we would
expect, since the superconducting phase collapses. The increase happens not in an instant, but
in an interval ∆T .

Based on our measurement data, we can use two approaches to determine the transition tem-
perature and the width of the transition. First, we can access both characteristics directly from
the ρ(T ) curve by the so-called mean value method [80]. Referring to the maximum value of
the specific resistance after the transition, we can define:

Tc =
T10% + T90%

2
(4.3)

∆T = T90% − T10% (4.4)

In addition, we can make use of the fact that the ρ(T ) curve can be described based on an error
function. To do so, we determine the numerical derivative. For N measurement points, it is
given by:

dρ

dT
=
ρi+1 − ρi
Ti+1 − Ti

; i = 1, . . . , N − 1. (4.5)

By analyzing to the first derivative of the curve, we are able to fit a gaussian curve to the data:

dρ

dT
(T ) = y0 +A · exp

{
− (T − Tc)

2

2σ2

}
. (4.6)

From this fit, we extract the critical temperature Tc via the center of the gaussian function and
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Figure 4.1.3: Schematic of the measurement setup for resonator characterization measurements for
transmission and reflection geometry. The numbers denote the ports of the VNA, whereas white
rectangles (triangles) denote the possible positions of attenuators (amplifiers). a) Arrangement for
measurement of S21 of transmission type resonators. The signal is sent from port 1 and detected at
port 2. A dipstick with a cryogenic HEMT amplifier can be used to enhance the output signal. b)
Arrangement for S11 measurement of reflection type resonators. To reduce standing wave signatures,
a circulator is additionally employed, which transforms this measurement of S11 into an effective S21

measurement for the VNA.

∆T via the full width at half maximum (FWHM), given by:

FWHM = ∆T = 2
√
2 ln 2 · σ. (4.7)

We also measure ρ(T ) up to room temperature values to extract another measure for the
quality of the thin films, which is the residual resistance ratio RRR [80]. We define it as the
ratio of the resistances at 300K and 20K:

RRR =
R300K

R20K
=
ρ300K
ρ20K

(4.8)

The higher this value, the higher the quality of the thin film [80].

Resonator Characterization Measurement Setup Analogously to the transport mea-
surements, we use a second liquid helium cryostat1 setup for the characterization of the planar

1This cryostat is internally called 17T due to the maximum magnetic field that can be applied to samples via its
built-in magnet.
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4.2 DC Characterization of NbTiN and Nb Thin Films

microwave resonators. Here, the cryostat is operated at temperatures between 3K and 4K. The
sample is installed using a dipstick with microwave cables. We use a VNA to measure the
transmission and reflection parameter. Figure 4.1.3 summarizes the measurement setup for the
transmission and reflection type configurations used for characterization of the resonators.

For resonators in transmission geometry, we measure the S21-parameter in the configuration
displayed in Figure 4.1.3 a). The port 1 of the VNA serves as the microwave source and port 2
detects the transmitted signal. In addition, we have access to a special microwave dipstick which
hosts a cryogenic HEMT amplifier to enhance the outgoing signal. When measuring with this
dipstick, we connect an attenuator between port 2 of the sample and the HEMT to protect the
latter from large input powers and to ensure operating it in its optimal range of power.

In principle, reflection type experiments require only one microwave line as emitting and re-
ceiving port of the VNA are the same. For cryogenic experiments, however, the long microwave
lines typically add a standing wave pattern to the investigated signal. To overcome this, cir-
culators as close to the sample as possible are employed. They separate input and output line
and restict potential standing waves to the line connecting sample and circulator. By using a
circulator, the measurement becomes a two port measurement like in the case of transmission
resonators. Consequently, S21 is measured with the VNA but the actually recorded data is the
S11-parameter. In addition, this configuration allows to also use low-noise preamplifiers.

In the case of reflection type resonators, we could measure S11 with just one cable connecting
port 1 of the VNA to the sample. However, when doing so we cannot employ any amplifiers.
More importantly, we receive a remarkable background signature of standing waves that form
in the cable in our measurements. To mitigate these standing wave patterns, a circulator is used
to redirect the reflected signal coming from the sample towards port 2 of the VNA. By using the
circulator, the measurement becomes a two port measurement like in the case of transmission
resonators. Consequently, we measure S21 with the VNA but actually record S11 data.

When measuring in a dilution cryostat at millikelvin temperatures, the applied measurement
setups follow the same principles as the ones described for the 17T cryostat. We employ the
setups used by A. Jung and S. Weichselbaumer [81, 82].

Sample Boxes We apply two different sample boxes and methods of contacting the chips in
this thesis. They are shown with mounted resonator chips in figure 4.1.4. Each box is made of
copper. For the smaller one depicted in Figure 4.1.4 a), electrical contacts to connect the NbTiN
ground planes to the grounded box and the SMA pin connectors to the signal line of the chip are
established with conductive silver. In the case of the other sample box shown in Figure 4.1.4 b),
the contacting is done by bonding wires of aluminum.

4.2 DC Characterization of NbTiN and Nb Thin Films

In order to obtain high quality planar superconducting microwave resonators, we quantitatively
examine the quality of our superconducting NbTiN and Nb thin films by transport measurements.
In particular, we measure the critical temperature Tc, also called transition temperature, above
which the superconducting phase collapses and the electrical resistance becomes measurable
[48]. Additionally, we also measure the specific resistance ρ over the whole temperature range
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Figure 4.1.4: Sample boxes made of copper used for our measurements. The boxes are closed with
a corresponding lid. a) In this sample box, the ground planes of the thin film are contacted to the
grounded box via conductive silver. The SMA connector is contacted to the feedline of the chip in
the same way. b) In this sample box, the chips are contacted through bonding wires of aluminum.

from 5K to 300K. By measuring this dependency, we can extract the residual resistance ratio
RRR which is an estimate of the thin film’s quality [80]. These measurements are carried out
in the transport measurement setup using the Van-der-Pauw method described in Chapter 4.1.

Figure 4.2.1 a) and c) show the measured ρ(T ) for NbTiN and Nb thin films with a thickness
of 150 nm. Panels b) and d) show the numerically computed dρ

dT (T ) curves for both films. Fitting
to the data the equation (4.6) yields Tc and ∆T . These results, as well as the ones obtained by
applying equations (4.3) and (4.4) of the mean value method are summarized in table 4.2.1. We
find for our NbTiN film a Tc of about 16K, which is in good agreement with literature values for
its stoichiometric composition of Nb and Ti of 70 : 30 from the target regardless of the fraction
of nitrogen [83]. In comparison, we find a Tc for the presented Nb thin film of 7.9K, which is
about 1K lower compared to films of similar thickness presented in Ref. [84].

We next discuss the width of Tc characterized by ∆T . The transition width ∆T of Nb is
almost seven times smaller compared to NbTiN. This can be intuitively understood since the
ternary system of NbTiN is more difficult to grow homogeneously than monoatomic Nb. This
gives a first indication, that the homogeneity of the Nb films is better than the one of the NbTiN
films. However, we notice relatively large discrepancies between the results of the two methods
for determining ∆T of Nb. This might be a consequence of the relatively low number of data
points in the region of the superconducting transition, which limits the precision of the mean
value method and therefore leads to the relatively larger value of ∆T compared to the one
obtained from the gaussian fit.

We also measured ρ(T ) up to room temperature values to calculate the residual resistance
ratio RRR by equation (4.8). The measured curves are shown in figure 4.2.2 and the RRR
values are also listed in table 4.2.1. The RRR of Nb is about one and a half times larger than
the one of NbTiN. This indicates a higher quality of these thin films.

We finally want to discuss the advantages of each material. NbTiN is a promising material for
ESR experiments with superconducting resonator circuits, as it allows in principle to measure
into the 10K regime, and to higher magnetic fields. Both properties are related to the larger su-
perconducting gap compared to Nb [18]. In contrast, Nb does not perform well at these elevated
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Figure 4.2.1: Results of the Van der Pauw measurements on the 150 nm thin films [23]. Dependent
on the temperature T , a),c) show the specific resistance ρ and b),d) the numerical derivative of the
NbTiN and Nb thin film, respectively. The critical temperatures are determined to be Tc,NbTiN = 16K
and Tc,Nb7.9K whereas the transition widths are ∆TNbTiN = 0.0718 and ∆TNb = 0.0107 based on a
gaussian fit
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Figure 4.2.2: Measured ρ(T ) curves for a) NbTiN and b) Nb thin films up to room temperature to
determine the RRR values that are summarized in table 4.2.1.
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Material RRR Method Tc (K) ∆T (K)

NbTiN 1.0842
fit 15.968 0.072

mean value 16.010 0.065

Nb 2.5827
fit 7.911 0.011

mean value 7.912 0.015

Table 4.2.1: Results of the transport measurement with the Van der Pauw method [23], summarizing
the critical temperature, transition width and RRR for NbTiN and Nb based on the measurements
shown in figure 4.2.1 and 4.2.2. Fitting errors are negligibly small and therefore omitted.

temperatures of 3K and above. The main reason is given by the lower critical temperature,
which consequently leads to more losses due to excitation of quasiparticles at these tempera-
tures [48]. However at millikelvin temperatures, the situation is more complex. Nb thin film
resonators achieve very large quality factors i.e. for qubit readout. However, they suffer from
significant losses when exposed to an external magnetic field. NbTiN does not quite reach as
high quality factors as Nb but since it exhibits a better robustness towards such fields, it could
potentially also outperform Nb lumped element resonators in ESR applications at millikelvin
temperatures [18]. In conclusion, NbTiN is suited for experiments at liquid helium temperatures
whereas Nb currently appears to be suited for measurements at millikelvin temperatures and low
magnetic fields due to its larger internal quality factor.

Note on NbTiN Thin Films During this work, we unfortunately observed a decrease in
quality of the NbTiN thin films. This decrease was evident in further transport measurements as
well as in the internal quality factors Qint of the fabricated resonators which undercut the results
of [18] by one to two orders of magnitude. While exchanging the target in the ULTRADISK
device did increase the quality again, we unfortunately did not manage to achieve the quality
we had at the beginning of this work. Even a bakeout of the sputtering chamber did not yield
remarkable improvements. Therefore, it seems like the ULTRADISK chamber is contaminated
with impurities that limit the quality of the deposited NbTiN. We carried out additional transport
measurements with thin films that have been sputter deposited with the new target and varied
some process parameters. The results are included in appendix B.

4.3 Resonator Measurements

We now present our measurements of the resonators. We begin by displaying results on our
first fabricated resonators and discussing the experimental findings in view of the coupling of
the resonator to the feedline. We then show characterization measurements of our resonators for
variations of magnetic field, temperature and microwave power at liquid helium and millikelvin
temperatures. In addition, we display our results on the influence of geometric variations on
both external and internal coupling rates of the resonators. Finally, we list all fit results of the
resonators presented in this work.
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4.3.1 Transmission and Reflection Geometry

In this section, we compare resonators coupled to a transmission and a reflection type feedline.
We introduce the design of the resonator chips and point out the zero-field performance of the
resonators.

Fabricated Chips Keeping in mind the application of ESR experiments, we use planar
lumped element superconducting microwave resonators as describen in Ref. [9]. To compare
different feedline geometries, we fabricate two chips, namely "JF001" and "JF002" with a trans-
mission and reflection type signal line, respectively. In total, five resonators are coupled to the
feedline, denoted by R1 to R5 according to an increasing resonance frequency. Unfortunately,
R5 coupled to the reflection type of feedline is not working, as its inductor was visibly broken
during fabrication. Figure 4.3.1 shows an overview of the resonator chips.

The structures on the chips are surrounded by a grid of 25 µm×25 µm squares with a center to
center distance of 100 µm in the NbTiN thin film. This grid is used to trap flux lines of magnetic
fields that are not parallel to the thin film surface. Since every superconducting thin film behaves
like a type-II superconductor, flux pinning can occur [85]. Due to the fact that the cryostat of
our measuring setup has a magnet that achieves fields of up to 17T, we cannot neglect trapped
flux in the cryostat affecting the resonators.

Zero Magnetic Field Measurements We measured each resonator chip in its correspond-
ing measurement configuration described in Chapter 4.1. We measure S21 for "JF001" and S11
for "JF002", respectively, at a temperature T = 4K and an incident microwave power at the
sample of PMW = −60 dBm.

The data is fitted with the corresponding formulas (2.36) and (2.39) using the circle fit routine
developed by Probst et al. [34] and implemented in Ref. [68]. The measured and fitted data
of the absolute value of the scattering parameter and the phase are exemplary shown in Figure
4.3.2 for resonator R2 of each chip. As mentioned at the beginning of this Chapter, all fitting
results of zero field measurements are listed in table 4.3.2.

To compare the two geometries, we plot the total and the external quality factor over the cor-
responding resonance frequency in Figure 4.3.3. Although the resonators are identical and the
chips were fabricated as parallel as possible, the resonance frequencies do not match perfectly.
We can see that the Q values of the reflection sample vary considerably compared to the trans-
mission sample although they have been measured in the same type of sample box. We can also
see the same course in Qext. Especially the large external quality factor for R1 of the reflection
sample stands out and indicates weak coupling to the feedline. This can only be caused due to
the difference in feedline geometry.

Position Dependent External Coupling for Reflection Type In electronics, impedance
matching is a crucial practice to optimize transfer of power and minimize reflection of signal.
When applying power to a load impedance ZL from an impedance Z0, the reflection coefficient
is defined as [86]:

Γ =
ZL − Z0

ZL + Z0
(4.9)
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Figure 4.3.1: Samples "JF001" and "JF002" with resonators coupled to a transmission and reflection
type feedline. The grid of squared holes in the yellow NbTiN film is for trapping potential magnetic
flux lines. The resonators are numbered by ascending resonance frequency. a) Transmission sample
"JF001" contacted inside a sample box. The dark grey structures is contact silver, which is used to
ground the upper and lower NbTiN ground planes to the box and also contact the signal line to the
SMA pin connectors. b) Reflection sample "JF002". Its design is the same as "JF001" but with a
reflection type feedline. Resonator R5 unfortunately did not work due to being discontinued during
fabrication.
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Figure 4.3.2: Measured and fitted data of resonator R2 from a) transmission chip "JF001" and b)
reflection chip "JF002". The fitting was done based on the circle fit routine by [34, 68].
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Figure 4.3.3: Fitting results of zero field measurements of transmission (JF001) and reflection (JF002)
sample at T = 4K and PMW = −60 dBm. R5 of the reflection sample did not work and is therefore
missing. a) The total quality factor Q dependent on the resonance frequency. While Q decreases
almost linearly for the transmission type feedline, the change in Q shows an alternating wave-like
pattern. b) Assuming no influence of the feedline design to the internal quality factor, the external
quality factor Qext as a function of the resonance frequency reflects the behaviour of Q.
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Figure 4.3.4: External coupling rate κext/2π depending on the relative position of the resonators to
the reflective end of "JF002". The data points are fitted with a cos 2 function indicating the standing
wave of the voltage in the feedline.

It is obvious, that Γ = 0 for matching impedances.
For our transmission geometry, the two contacts between SMA pin connector and feedline

port are possible sources of impedance mismatches. As discussed and mentioned in Chapter
3.1, the transmission line is designed to match an impedance of 50Ω as best as possible, which
is the impedance of the SMA connectors. Consequently, reflection coefficients are possibly non-
zero and cause the formation of standing waves in the transmission line. However, due to the
mismatch being very small by design, the influence of the standing wave to the coupling is also
low.

As the name suggests, reflection geometry has one port of the chip replaced by an reflective
end in form of an open circuit discontinuity. This end represents a hard boundary with Γ = 1 and
certainly causes standing waves with much higher intensity than for feedlines in transmission
geometry. We can clearly see the standing wave in the data of the reflection sample, when
plotting the coupling rate κext/2π instead of Qext/2π over the distance of the center of the
resonators to the reflective end. This is visualized in figure 4.3.4.

The underlying standing wave is fitted with a cos2 function. Based on the fit, we identify the
first node at λ/4 ≈ 4mm. This explains the large Qext of R1 as mentioned earlier, since it is
located at the electric field node. Apart from the standing wave, the plot also proves that the
coupling of our resonators to the feedline is mostly of capacitive nature. For a feedline that is
terminated in open circuit geometry, an anti-node of the voltage is located right at the end [87].
This is exactly what we measure and shown in figure 4.3.4.

In conclusion, we need to respect the position dependent coupling to the feedline when de-
signing resonators in reflection geometry with a certain coupling rate κext.

4.3.2 Characterization Measurements

We demonstrate the performance and behavior of the resonators under various conditions in the
following. The main contributors that influence the resonators are the kinetic inductance and
two level systems as described in Chapters 2.4 and 2.5. We present measurements at variations
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Figure 4.3.5: Measurement of a NbTiN ("JF002") and Nb resonator chip ("JF016") with reflection
type feedlines in different external in-plane magnetic fields B0. The measurement of the NbTiN
chip was performed at liquid helium temperatures whereas the one of the Nb chip was measured
at millikelvin temperatures. a) Relative frequency shift (fr(B0) − fr(0))/fr(0) as a function of the
external magnetic field. The resonance frequency decreases due to a change in kinetic inductance
Lk and London penetration depth λL. The data was fitted with equation 2.92. b) Internal quality
factor Qint over external magnetic field B0. Qint for NbTiN is rather robust towards the external field
whereas the one of Nb decreases remarkably with increasing field amplitude.

of external magnetic field, temperature and incident microwave power. At the same time, we
discuss the observed differences between the superconducting materials NbTiN and Nb.

4.3.2.1 Microwave Resonator Performance in in-plane Magnetic Fields

ESR experiments typically require the application of a static magnetic field B0 to tune the Zee-
man energy. When using superconducting resonators, this field is typically applied in the plane
of the superconducting thin film to avoid the formation of vortices and the deterioration of the
quality factor.

For the investigation of the performance in static magnetic fields, we choose one resonator
each, coupled to a feedline in reflection geometry from the NbTiN chip "JF002" and from the
Nb chip "JF016". We measure these resonators exposed to in-plane magnetic fields from 0mT
to 200mT. This magnetic field range covers the region in which ESR-experiments on phos-
phorous donor spins in silicon are possible with our resonators. The measurement of NbTiN
was performed at elevated temperatures and the one of the Nb chip at millikelvin temperatures,
which is the optimal temperature region for the latter, as discussed in Chapter 4.2. The fit results
for the relative shift of the resonance frequency (fr(B0)− fr(0))/fr(0) and the internal quality
factor Qint depending on the field are shown in figure 4.3.5.

We can see that the resonance frequency remains mostly unchanged for fields of up to 50mT
before a drop off sets in. The decrease seems to become linear for fields larger that 150mT.
However, the overall course and values of the shift are very similar for both materials. A possible
reason for this might be the different temperatures at which the different materials are measured.
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Figure 4.3.6: Temperature dependent measurement of transmission resonator R1 from the NbTiN
chip "JF001". The resonance frequency shifts to lower values with increasing temperature. This
data is fitted based on equation (2.94). The total quality factor Q also decreases very fast and fully
collapses above 7K, which is still way below the critical temperature of NbTiN Tc ≈ 16K which
we also measured in Chapter 4.2 [83].

It is evident, that the shift is rather small as it is in the sub-percent region which translates to a
few hundred kilohertz for resonance frequencies of a few gigahertz.

The situation is notably different when looking at the internal quality factors of both mate-
rials. The difference of the values in zero magnetic field is partially explained by the different
temperatures. However, the main reason is given by the Nb thin films being of higher quality
than the ones of NbTiN as discussed in Chapter 4.2.

Concerning the course of Qint, NbTiN only shows a slight decrease over the full range of B0.
In contrast to that, Nb suffers visibly from the influence of the magnetic field and Qint seems to
collapse completely for even larger fields. This comparison shows that NbTiN resonators are far
more robust towards the influence of external magnetic in-plane fields than Nb ones.

Based on the considerations of Chapter 2.4, we make an attempt to fit the data of the resonance
shift. The fits to the data based on equation 2.92 are shown as green and grey lines in figure 4.3.5
a). Unfortunately, we do not know all three unknown parameters, which correlate with each other
and therefore lead to large uncertainties. We therefore cannot extract any reasonable results by
fitting the data without knowing two of the three unknown quantities. In addition, literature
has contradictory definitions of the critical field as well as the magnetic field dependency of the
London penetration depth [88, 89].

4.3.2.2 Temperature Dependence of Microwave Resonators

The temperature at which the resonator characterization measurements are carried out has signif-
icant influence on their performance and the dominant loss channels. At elevated temperatures,
the latter is given by the change in kinetic inductance whereas TLS are the main loss contribu-
tors at millikelvin temperatures. We performe measurements for both temperature regimes and
investigate the behavior of both resonance frequencies and quality factors.
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Figure 4.3.7: Temperature dependent measurement of transmission type resonator R1 from the
NbTiN chip "JF003". a) The frequency ascends together with the temperature T . The fit by equation
(2.96) only deviates for very low temperatures from the measurement data. b) The internal quality
factor Qint also increases with the temperature and starts to saturate at around 300mK, which is due
to more TLS being thermally excited and the shift of the resonance frequency causing the TLS to be
off-resonant. The fit by equation 2.95 is in good agreement with the measured data.

Measurement at Liquid Helium Temperatures For temperatures above 1K, we measure
the resonator R1 of the transmission chip "JF001" at an incident microwave power PMW =
−60 dBm in intervals of ∆T ≈ 1K from 3K to 10K and extract the relative shift of the
resonance frequency ∆fr(T )/fr(3K) as well as the total quality factor Q. The data is shown in
figure 4.3.6.

Similar to the measurement under different external magnetic fields B0 from the previous
chapter, the resonance frequency shifts to lower values with increasing temperature. The shifts
are rather small up to 5K before reaching the order of a few percent. The total quality factor also
decreases rapidly and fully collapses above 8K, which is still remarkably lower than the critical
temperature Tc ≈ 16K of NbTiN [83]. To still operate the resonators at reasonably high quality
factors, we set the upper limit for the temperature to 4K. Nevertheless, for the setup in liquid
helium cryostats, one should always aim for 3K to measure with even better quality factors.

We fit the relative resonance frequency shift of the resonator based on equation (2.94) to the
data, which is shown as the red line in figure 4.3.6. The fit yields a ratio of kinetic inductance
to total inductance of α = 0.157 ± 0.031 and a critical temperature Tc = (14.47 ± 0.58)K.
The slight deviation of Tc from the expected value of 16K can be explained by the fact, that the
reference frequency for the shift is set at 3K instead of 0K. However, the fit model is in good
agreement with the measured data.

Measurement at Millikelvin Temperatures After having investigated the robustness of
NbTiN resonators at elevated temperatures, we also examine their response to changes of tem-
perature in the millikelvin regime. The measured transmission resonator is R1 of the chip
"JF003", which we measure in a temperature range from 13mK to 347mK at an incident mi-
crowave power PMW = −100 dBm. The measured data of the difference in resonance frequency
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Figure 4.3.8: Power dependent measurement of transmission resonator R3 of NbTiN chip "JF001". a)
Resonator lineshape for different applied incident microwave powers. For better visibility, the lines
are offset by 2 dB. The line shape becomes asymmetric with increasing incident microwave power.
b) Results of fitting the data of the power dependent measurement with the circlefit routine [34, 68].
The fit routine fails to yield reasonable results for powers of −20 dBm and higher. Therefore, the
relative shift in resonance frequency was also determined by taking the values at the minima of the
resonance dips in the S21 spectra.

and the temperature dependent internal quality factor Qint are presented in figure 4.3.7.
Both measured quantities show the same course. With increasing temperature, they first de-

crease in a small region up to about 75mK before the trend is inverted and the values increase.
For Qint, the data hints a saturation at temperatures higher than 300mK. The main reason for
these behaviors are TLS that become more and more thermally excited until they are saturated
and do not provide loss channels to the resonator.

The data shown in figure 4.3.7 a) can be fit based on equations (2.96) and (2.95). From fitting
the internal quality factor, we obtain QTLS = (2.9± 0.2) · 106 and Q∗ = (53.07± 0.04) · 103.
From the fit results and the data, we can clearly see that under these measurement conditions,
Qint is mainly given by Q∗ and only slightly modified by QTLS.

From the fit of the relative frequency shift, we extract a TLS quality factor of QTLS = (181±
7) · 103, which is one order of magnitude lower than the result received by fitting the internal
quality factor. This shows, that off-resonance TLS have a larger influence on the frequency shift
than on internal resonator losses.

4.3.2.3 Power Dependence of Microwave Resonators

The last parameter that can be varied when measuring the resonators is the applied incident mi-
crowave power PMW. We measured the behavior of the NbTiN resonators towards high powers
at liquid helium temperatures whereas at millikelvin temperatures, we investigated the power
dependence down to the single-photon regime for both NbTiN and Nb.
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Figure 4.3.9: Power dependence of Qint at millikelvin temperatures for resonators made of a) NbTiN
and b) Nb as a function of average photon number ⟨nph⟩. TLS losses prove to be a dominant loss
channel of the resonators until they are saturated at high photon numbers. The data is fitted based on
equation (2.97)

High Power Dependence at Liquid Helium Temperatures We measured the power
dependent behavior of NbTiN resonator R3 from chip "JF001" at 4K. The incident microwave
powers ranged from −60 dBm to − 5 dBm in steps of 2.5 dBm. The measured data and ex-
tracted fit values are shown in figure 4.3.8. The measured |S21|2 data as a function of the fre-
quency is plotted in 4.3.8 a) for each applied power. In order to distinguish the color coded lines,
they are plotted with an offset of 2 dBm to each other.

It is evident that the line shape of the resonance becomes asymmetric for high enough powers.
Different nonlinear behaviors of planar microwave resonators have been observed in Ref [90].
Some of these nonlinearities can be jumps in the resonance spectrum, hysteretic behaviour and
the lineshape becoming asymmetric. The effect that is present in our data is the transition from
an harmonic oscillator at low powers to a duffing oscillator at applied incident microwave powers
larger than −20 dBm.

This behavior also affects the fitting of the data with the circle fit routine, as shown in figure
4.3.8 b). The fit routine fails to yield the correct results for high enough powers since the
resonator is not operating in the linear response regime. Therefore, we also approximated the
resonance frequency by extracting the minimum of the data shown in Figure 4.3.8 a), which
reliably exhibits the decrease of the resonance frequency as a function of applied power.

The internal quality factor Qint shows stability over a wide range of power. However, as
already discussed for the fit results of the resonance frequency, the values for Qint cannot be
fully trusted at high powers. This is supported by the increasing fitting errors for powers beyond
−20 dBm.

Microwave Resonators at Millikelvin Temperatures At millikelvin temperatures, TLS
play a dominant role in the performance of the resonators [53]. In order to investigate the
dependence of the internal quality factor on unsaturated TLS, we performed power dependent
measurements for both NbTiN and Nb resonators from −160 dBm to − 14 dBm. We can also
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Material QTLS ⟨nc⟩ ν Q∗

NbTiN 285646± 30200 39.5± 24.8 0.163± 0.046 75087± 1960

Nb 1471681± 24400 14.73± 3.04 0.133± 0.006 306454± 729

Table 4.3.1: Results obtained by fitting the data of figure 4.3.9 with equation 2.97. TLS prove to have
higher influence on losses in NbTiN than in Nb.

convert the incident microwave power at the sample PMW to the average number of photons
⟨nph⟩ in the resonator by [56]:

⟨nph⟩ =
4κextPMW

hfrκ2
. (4.10)

In the expression above, we plug in the coupling rates that we calculate from the fitted quality
factors by use of equation (2.33). The measured internal quality factors are shown in figure
4.3.9.

Both materials show a constant course of Qint in the single-photon regime. For larger photon
numbers the internal quality factor increases until it saturates at very high photon numbers. This
effect of saturation directly translates to the TLS, which eventually saturate at high incident
microwave powers.

The data in figure 4.3.9 can be fitted by equation (2.97). The results of the fits are listed in
table 4.3.1. In general, we can see that the values of Q∗ differ by an order of magnitude, which
is due to the higher quality of the Nb thin films. For both materials, QTLS exceeds Q∗ by one
order of magnitude, which can be interpreted as the relative influence of TLS being the same for
both materials.

However, we observe notable differences in the values for the critical mean photon number
⟨nc⟩. Here, the value for NbTiN is more than twice as large as the one of Nb, indicating that
TLS start to saturate at higher photon numbers for NbTiN resonators. However, it must be noted
that the error of the value for NbTiN is also significantly large, which might be a consequence of
not having measured high enough incident microwave powers for the NbTiN resonator. Finally,
we notice the same deviation of ν from the standard value 0.5 for both material systems.

4.3.3 Tuning External Coupling

An important characteristic of the resonators is the coupling strength to the feedline. As shown
in Chapter 2.1.2, it is described by the external coupling rate κext and the corresponding quality
factor Qext. In order to reach certain coupling rates, a profound understanding of the geometric
parameters influencing the coupling mechanism is needed.

In general, κext depends on the position of the resonator relative to the feedline. On the one
side, it depends on the relative position to standing waves forming in the feedline, which we
addressed in Chapter 4.3.1. On the other side, κext can be tuned by varying the spacing between
resonator and feedline.

To investigate this relation, we fabricate the NbTiN chip named "JF003" with eight resonators.
We choose transmission geometry, since the influence of standing waves on κext is of signif-
icantly lower importance in this geometry compared to reflection geometry. The resonance
frequency and the width of their separating grounded NbTiN-stripe of the resonators increase
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s 20 µm
w 12 µm
wsep 5µm
dsep 20 µm
wind 5µm
p 20 µm
dbound 30 µm
lvar 300 µm
lcap 500 µm
wcap 10 µm
dcap,x 15 µm
dcap,y 15 µm
lwind 500 µm
lend 550 µm
ltot,x 700 µm
ltot,y 750 µm
Ncap 2
Nwind 7

parameter typical value (µm)
w 20
s 12

wsep 5
dsep 20
wind 5

dbranch 20
lwind 500
lvar 300
lcap 500
wcap 10
dcap 15
dbound 30

JF003 (transmission)
Resonator wsep (µm)

R1 5
R2 10
R3 20
R4 30
R5 40
R6 50
R7 60
R8 70

1Figure 4.3.10: Visualization of the resonator arrangement of chip "JF003" using the example of
resonators R7 and R8. The table shows the different spacings of the separating stripe wsep for each
of the eight resonators. The resonators are placed in pairs along across the chip with each of them
being separated by the feedline.

from one side to the other side of the chip. We choose widths of the separating stripe wsep
from 5 µm to 70 µm. The situation is exemplary shown in figure 4.3.10 for the pair of res-
onators R7 and R8. We measure the chip at T = 3K and at an incident microwave power
of PMW = −60 dBm. Additionally, we also run a CST simulation for widths of wsep from
1 µm to 75 µm. The measured and simulated data is evaluated with the circle fit routine and κext
is obtained from Qext via equation (2.33) [34, 68]. The results are shown in figure 4.3.11.

The simulated data shows a clear descending course. However, the experimental data shows
an alternating but overall also descending course. We can clearly identify the four pairs and that
the resonators of each pair are placed on both sides of the feedline. This effect can be explained
by the large numbers of resonators. When designing a chip, we make sure that the resonators
are placed fairly away from each other around the feedline to be isolated from effects caused by
their neighbors. For 8 resonators, this is not possible anymore and the resonators of each pair
influence each other, which might cause the observed alternating course of the data points from
left to right.

Despite this pairing effect, both sets of data show that κext is inversely proportional to wsep,
which is exactly what we would expect for capacitively coupled resonators. This becomes clear
when viewing feedline and top part of the resonator as the plates of a capacitor Ccoupling and wsep
as the distance between them. When doing so, it is consequently evident that κext increases with
decreasing wsep.

4.3.4 Varying Inductor Geometry

In general, we require high quality resonators for ESR experiments, so that dissipation of the
signal caused by the resonator itself is minimized. The characterizing quantity is Qint, which is
a measure for the internal losses of a resonator as described in Chapter 2.1.2. The larger Qint,
the lower the losses. In general, the internal quality factor is given by the different interfaces
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Figure 4.3.11: External coupling rate κext/2π as a function of the width of the separating stripe wsep
for transmission chip "JF003" together with simulated data. The experimental data shows a pairing
pattern which might originate due to the resonators of the same pair influencing each other, as shown
in figure 4.3.10. The coupling rate decreases with increasing distance between resonator and feedline.

between substrate, thin film and air [91].
However, losses due to the resonator geometry also contribute to Qint. We identified the

inductance as the part of the resonator that shows potential for optimization, since the maximum
current is reached in this element. We investigated the influence of the width of the inductor
stripe wind on the internal quality factor by varying the former. When doing so, one also has to
adjust the distance between the windings dwind or the effective curvature radius reff, which we
define with the inner radius of the u-bend rin as:

reff = rin + 0.3wind. (4.11)

This is needed to avoid transmission losses in the u-bends of the inductor. In general, a radial
bend fulfilling reff ≥ 3wind basically shows the same behaviour as a straight segment [92].
However, fulfilling this condition would lead to geometrically too large inductors. Instead of this
condition, we require reff = 2wind or dwind = 3.4wind, which promises to be a good compromise
[93]. A winding with the important quantities is illustrated in figure 4.3.12.

We fabricated the chip "JF014" with five resonators made of high quality niobium coupled to
a transmission type feedline. The number of windings for each inductor remains constant and
the widths of wind were chosen to be in the range of 3 µm to 15 µm, while fulfilling the relation
for the effective curvature radius mentioned before. We measure the resonators at a Temperature
T = 20mK and at an incident microwave power of PMW = −84 dBm and extract the internal
quality factor Qint. The results are shown in figure 4.3.13.

Although fulfilling the stated condition for the curvature radius, the data unfortunately gives
no clear hint on which value to chose for wind. It makes no apparent sense that the quality factor
takes a dip at wind = 12 µm, but is larger for lower and higher widths. Even the presumed best
Qint at wind = 3 µm has eventually to be ruled out due to the immensely large error.

Due to the insufficient statement of the data and the fact that the variation of wind resulted in
resonators of different size and magnetic field distribution, we chose to stay with our standard
values of wind = 5 µm and dwind = 20 µm.
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Figure 4.3.12: Schematic of a inductor winding with the most important variables for the understand-
ing of the critical radius. When varying the width of the superconducting stripe wind, we require the
effective radius to be reff = 2wind [93].
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Figure 4.3.13: Resulting internal quality factors Qint as a function of the width of the inductor stripe
wind. The data shows no apparent trend and the error for the presumed best value wind = 3 µm is way
to large to rely on.
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4.3.5 Resonator Characteristics

In the following table, all fitting results of zero magnetic field measurements of the resonators
presented in this work are listed. The numbering of the samples is not continuous because there
were naturally samples with insufficient performance due to complications in fabrication etc.,
which are excluded from this work.
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Sample Material Geom. T (K) PMW (dBm) Res. fres (GHz) Q Qint Qext

JF001 NbTiN Transm. 4 −60

R1 3.975 12605± 132 66183± 2839 15571± 109
R2 4.284 10408± 39 38333± 384 14287± 38
R3 4.672 7458± 35 30349± 421 9889± 33
R4 4.804 7177± 51 25556± 500 9980± 49
R5 5.129 4524± 55 15281± 568 6427± 46

JF002 NbTiN Refl. 4 −60

R1 3.896 24523± 2630 34841± 5211 82806± 2512
R2 4.200 6992± 85 46808± 3573 8220± 24
R3 4.589 13795± 781 27306± 3004 27880± 262
R4 4.786 5994± 30 53945± 2507 6743± 13

JF003 NbTiN Transm. 3 −60

R1 3.627 5317± 15 46529± 818 6003± 12
R2 3.743 5010± 29 71925± 4650 5385± 20
R3 3.838 18509± 398 86964± 7149 23514± 320
R4 3.925 13444± 171 90124± 5855 15801± 132
R5 4.058 26652± 676 69795± 3771 43117± 717
R6 4.227 21654± 529 81590± 5622 29477± 505
R7 4.292 52171± 1821 123899± 8192 90119± 2091
R8 4.584 40323± 1142 101083± 5573 67084± 1361

JF013 Nb Transm. 0.02 −14 R3 5.919 43526± 42 304913± 1746 50774± 28

JF014 Nb Transm. 0.02 −84

R1 4.355 2295± 34 38274± 11437 2442± 21
R2 4.635 1112± 55 4307± 865 1499± 47
R3 4.849 2034± 23 51520± 20261 2117± 13
R4 4.897 3465± 57 33148± 5553 3869± 35
R5 5.024 2596± 24 529247± 1545756 2609± 12

JF016 Nb Refl. 0.03 −118 R2 5.584 7177± 11 288473± 12327 7361± 8

Table 4.3.2: Zero magnetic field fit results of the resonators presented in Chapter 4.
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4.4 Summary

Finally, we want to summarize the main statements and results of this chapter. We started by
presenting the different measurement setups, which we use to characterize the thin films and
measure the planar microwave resonators. We pointed out, that it is crucial to employ a circu-
lator for measuring reflection type resonators to mitigate standing wave patterns in the recorded
spectra.

We then presented transport measurements using the Van der Pauw method [23] to determine
the superconducting properties of NbTiN and Nb thin films such as critical temperature Tc,
width of transition ∆T and residual resistance ratio RRR. For NbTiN, we measured a Tc of
about 16K and 7.9K. From these characterization measurements, we obtained the tendency,
that the Nb thin films exhibit a larger quality than the NbTiN thin films due to the smaller width
of transition ∆TNb ≈ 0.01K compared to the one of NbTiN ∆TNbTiN ≈ 0.07K.

Following that, we discussed the chip preparation and discussed the between transmission
and reflection type chips. Here, we encountered a position dependent behavior of the coupling
between resonator and feedline. This is due to the formation of high intensity standing waves
in the feedline caused by the reflective end of this geometry. For the transmission chip, we
receivedQext in the range of 6000 to 17 000 and for the reflection chip values ranging from 6000
to 80000.

We then discussed the influence of kinetic inductance and two level systems on the behaviors
of the resonators under variations of external magnetic field, temperature and applied incident
microwave power. When varying the external magnetic field, we observed magnetic field ro-
bustness of NbTiN with the internal quality factor staying rather constant around 27000, which
cannot be stated for Nb, whose Qint effectively collapses from 270000 at zero magnetic field
down to 50000 at 200mT. For variations of the temperature, we observed high stability of
NbTiN at elevated temperatures. At millikelvin temperatures, we investigated the influence of
highly detuned TLS, which turned out to affect the resonance frequency more than the inter-
nal quality factor. We determined the components of the latter to be QTLS = 2.9 × 106 from
the TLS and Q∗ = 53 × 103. Additionally, we varied the incident microwave power at the
sample. For very high powers above −20 dBm, the resonator shows the anharmonic line shape
of a duffing oscillator. At very low powers and at millikelvin temperatures, unsaturated TLS
have a significant influence on the internal quality factor up to reaching high enough powers
at which they saturate. The quality factors of these TLS are QTLS,NbTiN = 285 × 103 and
QTLS,Nb = 1471× 103 for each material. The non-TLS contributions to Qint obtained from this
measurement are Q∗

NbTiN = 75× 103 and Q∗
Nb = 306× 103.

In addition to these characterization measurements, we also varied geometric parameters of
the resonator design to investigate their influence on external and internal coupling rate. We
observed an inverse behavior of the spacing between resonator and feedline on the external cou-
pling rate κext. This proved that the coupling is of capacitive nature and gives us the possibility
to adjust the coupling rate through wsep when aiming for a certain coupling regime of the res-
onators. Finally, we also varied the width of the inductance stripe to observe the influence on
the internal quality. Unfortunately, the data did not yield clear results, which lead us to stay at
our standard resonator design with the spacing between two counter-flowing inductor branches
being dwind = 20 µm and an inductor width of wind = 5 µm.
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4.4 Summary

By performing all these measurements, we gained a profound understanding of the resonator
behavior and are able to design resonators with certain characteristics. Therefore, we are able to
carry out ESR experiments by using these resonators, especially in reflection geometry.
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Chapter 5

Electron Spin Resonance

In this chapter, we present electron spin resonance experiments (ESR) on phosphorous donors in
silicon (Si:P) by using resonators coupled to feedlines in transmission and reflection geometry.
ESR experiments are performed in two fashions, continuous wave ESR (cwESR) and pulsed
ESR (pESR) referring to the application of the microwave signal. In the first section, we discuss
cwESR and present the measurement setup, sample preparation and the measurements. From
these experiments, we obtain the working point for pESR, which is discussed in the second
part of this chapter. The measurement setup for this technique is presented alongside the setup
calibration. Furthermore, we show measurements that characterize the spin ensemble in terms
of spin coherence time.

5.1 Continuous Wave ESR

For cwESR experiments, we place a silicon crystal containing phosphorus donors with a doping
density of [P] = 2× 1017 cm−3 on top of the planar superconducting microwave resonator. We
then perform microwave spectroscopy of this hybrid system as discussed in Chapter 4. We use
these experiments to identify the field range for pulsed ESR measurements. In the following, we
discuss the measurement setup and sample preparation that are used for cwESR. After that, the
different measurements and results are presented and discussed.

5.1.1 Measurement Setup and Sample Preparation

Measurement Setup The measurement setup for cwESR with resonators coupled to a feed-
line in transmission and reflection geometry is identical to the one employed for characterizing
the resonators, which is shown in figure 4.1.3. The VNA is used to drive the resonator and conse-
quently the spin ensemble with a continuous frequency band, thereby serving as the microwave
source. It also records the signal coming back from the coupled system. As discussed in Chapter
4, a circulator is employed when measuring cwESR with reflection type resonators to allow the
usage of attenuators and amplifiers while simultaneously reducing the standing wave signature.
The built-in magnet of the cryostat plays a significant role in ESR measurements since it tunes
the energy difference between the spin states of Si:P by providing the in-plane magnetic field
B0.

Sample Preparation We perform cwESR on two different samples, namely phosphorous
donors in silicon (Si:P) and 2,2-diphenyl-1-picrylhydrazyl (DPPH). The samples are each placed
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Figure 5.1.1: Sample preparation and test measurement for cwESR measurements. a) A sample of
natSi:P is placed on the NbTiN resonator R3 of the reflection chip "JF002". The sample is fixed by
using an elastic adhesive. b) Granular 2,2-diphenyl-1-picrylhydrazyl (DPPH) mounted onto R4 of
chip "JF002". c) Schematic of sample on top of the resonator for ESR measurements. An in-plane
magnetic field B0 is applied to tune the energy difference between the spin states of Si:P levels. d)
Measurements of chip "JF002" with and without natSi:P and DPPH on top of two resonators. The
resonance frequency of the latters shift to lower values due to the presence of the samples, which
changes the effective permittivity for each resonator.
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on top of a resonator, as shown schematically in figure 5.1.1 c). We then fix the samples in place
with rubber cement as depicted in Figure 5.1.1 a), b).

Before executing cwESR measurements, we assess whether the sample are in close contact to
the resonators, which is essential as the microwave magnetic fields are spatially located close to
the surface of the chip.

We employ microwave spectroscopy to this end. As our samples have a finite dielectric con-
stant, we expect that the change the electromagnetic environment of the resonator by modifying
the effective dielectric constant. By monitoring the resonance frequency of the microwave circuit
and comparing it to the unloaded resonator, we can check, whether and how close the sample is
to the resonator. Figure 5.1.1 d) shows exemplary data for the reflection chip JF002. The solid
black line shows the data prior to mounting of the samples. After mounting of the samples, we
observe a shift of one of the resonators from 4.590GHz to 4.281GHz, which we associate with
the bulk Si sample. The resonance at 4.786GHz is shifted to 4.709GHz which we identify as
the resonator loaded with DPPH. The two remaining resonators at 3.894GHz and 4.201GHz
only shift by few MHz, which we attribute to the slightly changed electromagnetic environment
present after loading the chip. The frequency shift of the resonator loaded with the bulk silicon
specimen is the most straightforward way to assess quantitatively. Since the resonance frequency
is inversely proportional to the square root of the effective dielectric constant εeff

fr ∝
1

√
εeff

. (5.1)

and assuming that the silicon sample fully replaces the vacuum above the resonator, we can
quantitatively estimate the frequency shift by

f (Si:P) − f (bare)

f (bare) =

√√√√ε(bare)
eff

ε(Si:P)
eff

− 1, (5.2)

where we plug in ε(bare)
eff = εSi+εvac

2 = 6.45 and ε(Si:P)
eff = εSi = 11.9. Thus in the ideal scenario,

we would expect a reduction of the resonance frequency by −26.4%. However, we find −6.7%
which is less than expected for the ideal case. The discrepancy can be explained by a remaining
gap between the surface of the chip an the Si:P crystal, potential resulting from residual particles
on the chips surface. For a more detailed assessment, one can use FEM simulations of the
resonator with the sample mounted on top as discussed in detail in Refs. [30, 82].

5.1.2 Measurements

In the following, we present different cwESR measurements. In addition to the experiments with
phosphorous spin ensembles in silicon, we also perform ESR measurements on DPPH, which
is an established g-marker. DPPH has a g-factor of g = 2.0036 [94, 95] and thus allows to
provide a field calibration. After that, we present measurements on natSi:P using transmission
and reflection type resonators. Finally, we investigate the power dependence of the collective
coupling geff and estimate the spin-lattice relaxation time T1 by saturation recovery.
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Figure 5.1.2: Heatmap of the measured |S11|2 data as a function of the background magnetic fieldB0

from the cwESR measurement on DPPH. The outgoing signal was amplified by 35 dB. The x-axis
shows the uncalibrated set magnetic field B0,set. The ESR transition happens at B0,meas = 159mT.

5.1.2.1 Field Calibration

Although the built-in magnet of the cryostat is per se calibrated, an additional calibration of its
magnetic field at the sample B0 is needed. This allows for measuring the Landé factor ge,P of
natSi:P with high precision by cwESR.

The field calibration is done by measuring ESR with DPPH that is placed on one of the
resonators as it is shown in figure 5.1.1 b). It is a stable free radical molecule whose unbound
electron provides a S = 1

2 spin system with a well known isotropic Landé factor ge,DPPH =
2.0036 [94, 95]. The resonance condition is given by:

hfr = ge,DPPHµBB0. (5.3)

Thus, the determination of the ESR resonance signature allows to perform a magnetic field
calibration of the system. This is of particular importance when using superconducting mag-
net systems, as they are prone to capture flux during magnetic field sweeps. These add to the
theoretically computed field based on the applied current to the system.

Figure 5.1.2 shows the measured cwESR data of DPPH. We observe the microwave resonator
as light red signature which is nearly constant in frequency between 145mT and 152mT. At
around 155mT to 162mT, we observe a distinctive modification of the resonator in form of an
avoided crossing. While for conventional ESR, we would only expect a slight modification of
the resonator parameters, in particular the linewidth of the resonator, we here observe a strong
collective coupling. We extract the measured magnetic fieldB0,meas from the center of the transi-
tion by hand and yield B0,meas = 159mT, which is lower than the expected field of transition of
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167.866mT. We interpret this as a magnetic field offset ∆B0 = B0,theo −B0,meas = 8.866mT,
which we will use later to present our data on a calibrated field scale.

5.1.2.2 Transmission and Reflection Measurement

We now present cwESR measurements on natSi:P samples that have a phosphorous concentration
of [P] = 2 × 1017 cm−3. The measurements were done once with a NbTiN transmission type
resonator at liquid helium temperatures and once with Nb reflection type resonator at millikelvin
temperatures. We therefore cover all possible materials, resonator geometries and temperature
regimes for ESR measurements.

Transmission First, we discuss the measurement in transmission geometry. The employed
NbTiN resonator chip with resonators coupled to a transmission type feedline was fabricated
during the work of Müller [18] and will be referred to as just "transmission chip" in the follow-
ing. We can estimate the values for the magnetic fields of of the ESR transitions based on the
energy differences of the spin states as shown in Chapter 2.2.1. Then, the S21-parameter of the
resonator-spin-ensemble-system at resonance is measured as a function of the magnetic field in
a region containing the expected fields of transitions. The resulting two-dimensional data mea-
sured at temperature T = 3.6K and incident microwave power PMW = −100 dBm is shown in
figure 5.1.3 a).

We observe a decrease of the resonance frequency with increasing external magnetic field,
which we expect based on the measurements presented in Chapter 4.3.2.1. However, we observe
two signatures in the data around 172.6mT and 176.6mT, which we identify as the low and
high field ESR transitions. Here, the resonance dip of the resonator has a lower amplitude and
broadens. This broadening is caused by the coupling of the resonator to the spin ensemble,
which acts as an additional loss channel to the resonator. It is described by the additional term
in the denominator of equation (2.80), which was derived using the input-output formalism.
Consequently, the total loss rate increases when the resonator is in resonance with the spin
ensemble.

We can extract the total coupling rate κ by fitting the |S21|2 spectrum for each measured
magnetic field. Based on equations (2.36) and (2.80), we employ the fit function:

|S21(ω)|2 = a ·
∣∣∣∣1 + κexte

iϕ

i(ωr − ω)− κext − κ̃

∣∣∣∣2, (5.4)

where we plugged in the redefined total coupling rate given by:

κ = κext + κ̃ = κext + κint + κspin. (5.5)

This definition includes the loss contribution and the change in resonance frequency caused by
the spin ensemble κspin =

g2eff
i(ωs−ω)−γs

, that is non-negligible near spin resonance. We stress
that we use κext, κ̃ as fit parameters instead of κext and κ. By doing so, we make sure that
κ = κext + κ̃ > κext is fulfilled. However, we stress that κspin is actually complex. The total
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Figure 5.1.3: Continuous wave ESR measurement on a natSi:P sample measured with resonator R1 of
the NbTiN transmission chip. a) Measured |S21|2 data around the resonance frequency for different
applied magnetic fieldsB0. ESR transitions happen near 172.6mT and 176.6mT. b) Total coupling
rate κ/2π as function of the magnetic field B0. The data was obtained by fitting equation (5.4) to the
|S21|2 spectra above. Two peaks occur at the magnetic fields of the ESR transitions, since the spin
system contributes to the resonator losses when in resonance to the latter.
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Figure 5.1.4: Fitted low field transition peak from figure 5.1.3 b). The peak is fit using a Lorentzian
curve with an additional linear background described in equation (5.6) to extract the FWHM ∆B,
the center of the peak Bc and the amplitude of the Lorentzian curve alone ∆κ/2π.

coupling rate is then given by the sum of these two1.
The resulting spectrum of κ is shown in figure 5.1.3 b). We can clearly see two peaks in the

spectrum, that are located at the same magnetic fields of the ESR signatures in the |S21|2 data
shown above. From these peaks, we can extract various information about the spin system. We
fit a Lorentzian curve with an additional linear background to the peaks. The fitting function
reads:

κ

2π
(B0) = A · 2

π

∆B

4(B0 −Bc)2 +∆B2
+m ·B0 + κ0, (5.6)

where A is an amplitude, ∆B is the linewidth, Bc is the center of the peak, m is the slope and
κ0 the offset of the linear background. The amplitude of the Lorentzian curve ∆κ/2π with the
linear background subtracted is then given by:

∆κ

2π
=

2A

π∆B
. (5.7)

An exemplary fit of the low field transition peak measured with the transmission chip is shown
in figure 5.1.4.

From fitting the peaks, we extract the calibrated fields Bcal
0,lf = 172.57mT and Bcal

0,hf =
176.56mT for the low field and high field transition, respectively. Therefore, the transitions
are separated by 3.99mT. To compare this value to the expected one from theory, we can write
the resonance condition in good approximation as:

ωs = γe,PB0 ±
A

2ℏ
, (5.8)

where γe,P = ge,P
µB
ℏ is the gyro magnetic ratio of phosphorous in silicon and A/ℏ = (2π ·

117.53)MHz is the hyperfine constant of phosphorous [36]. Based on this expression, we expect
the ESR transitions to be separated by A/ℏγe,P = 4.20mT. We see that the measured field

1The fitting error is calculated via ∆κ =
√

(∆κext)2 + (∆κ̃)2
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Transition ∆B (mT) ∆κ/2π (kHz) γs/2π (kHz) geff/2π (kHz)
low field 0.287± 0.016 26.2± 1.6 7301.0± 425.6 309.1± 39.9

high field 0.263± 0.016 23.8± 1.5 3272.2± 197.6 279.3± 36.3

Table 5.1.1: Characteristics of the spin ensemble obtained from fitting the transition peaks from the
cwESR measurement with the transmission chip. Especially the spin loss rates γs of the transitions
deviate from each other.

spacing between the peaks deviates by 0.21mT.
We then calculate the measured Landé factor from our measurements. We do not calculate this

value for each transition but use the approach that uses the center fieldBcenter = (Bcal
0,lf+B

cal
0,lf)/2

from the measured magnetic fields of transition and the center resonance frequency fr,center =
(fr,lf + fr,lf)/2. This results in

gmeas
e,P =

hfr,center

BcenterµB
= 1.7994, (5.9)

which deviates from the literature value ge,P = 1.9985 [36]. The main reason might lay in the
sweeping of the magnetic field and potential trapped flux in the cryostat caused by the built-in
magnet that can generate magnetic field magnitudes up to 17T. This might also affect the field
calibration measurement with DPPH, so the calibration might be inaccurate as well.

Next, we extract the effective collective coupling geff between resonator and spin system and
the cooperativity C. According to [96], we can calculate geff via:

geff =
√
γs∆κ, (5.10)

where γs is the spin loss rate that is connected to the linewidth ∆B via:

γs = γe
∆B

2
. (5.11)

The resulting coupling rates are listed in table 5.1.1. We notice a remarkable difference between
the spin loss rates of both transitions. However, the collective coupling rates geff are identical
within the scope of their uncertainty and comparable to literature values [9].

The cooperativity is calculated by plugging these values into equation (2.82) alongside with
the off-resonant total coupling rate κoffres/2π = (239.4±3.4) kHz measured atB0 = 171.866mT.
We findClf = 0.109±0.029 andChf = 0.100±0.027 for the transitions. These values also agree
with each other within their uncertainties. With these results, we can state that this measurement
configuration operates in the weak coupling regime due to the cooperativity being notably below
1.

Reflection Next, we discuss the cwESR measurement on natSi:P measured with a Nb reflec-
tion type resonator at millikelvin temperature. The measurement procedure is identical to the
measurement with the transmission chip. The measurement was conducted with the resonator
R3 of the chip "JF016" at a temperature of T = 80mK and applied microwave power at the chip
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Transition ∆B (mT) ∆κ/2π (kHz) γs/2π (kHz) geff/2π (kHz)
low field 0.152± 0.005 1652.9± 49.2 2137.2± 67.1 1879.5± 164.9

high field 0.166± 0.001 1347.8± 31.6 2286.4± 55.9 1755.5± 136.1

Table 5.1.2: Characteristics of the spin ensemble obtained from fitting the transition peaks from the
cwESR measurement with the reflection chip "JF016".

of PMW = −148 dBm. In this millikelvin setup, no field calibration using DPPH was made, so
the shown values of the magnetic field are always the ones we set the magnet to.

Figure 5.1.5 a) shows the measured |S11|2 data. We see two avoided crossings in the data, at
which the resonance dip seems to split up into two branches at each signature. These features in
the data represent the ESR transitions. In contrast to the transmission cwESR measurement, we
can clearly see these avoided crossings that the simulation shown in figure 2.3.2 suggests. This
fact provides a first hint that the coupling between resonator and spin ensemble is larger in this
measurement configuration.

To extract the spectrum of the total coupling rate κ, we also fit the |S11|2 data for each mea-
sured magnetic field B0. Since this is a reflection type resonator, an additional factor of 2 has
to be added to the nominator of equation (5.4) used to fit transmission data. The resulting fit
function for reflection measurements that is based on equations (2.39) and (2.81) then reads:

|S11(ω)|2 = a ·
∣∣∣∣1 + 2κexte

iϕ

i(ωr − ω)− κext − κ̃

∣∣∣∣2. (5.12)

The data obtained from the fit is shown in figure 5.1.5 b). We also see two peaks indicating
the spin transitions. When comparing this data with the transmission one of figure 5.1.3 b),
it is evident that the magnitude of these peaks here are significantly larger than those of the
transmission measurement.

The peaks are fit by equation (5.6). We extract the fields Buncal.
0,lf = 180.39mT and Buncal.

0,hf =
184.58mT for the low field and high field transition, respectively. Consequently, the two tran-
sitions are separated by 4.19mT, which is in excellent agreement with the theoretical value of
4.20mT. By using equation (5.9), we obtain the Landé factor to be gmeas

e,P = 1.9908. This value
does also not agree with the reported value of ge,P = 1.9985 [36]. The reason for this might be
the missing calibration of the magnetic field of this setup.

The calculated coupling rates obtained from the Lorentzian fit and the use of equations (5.11)
and (5.10) are listed in table 5.1.2. We notice that these values are very similar for each transition.
The larger amplitudes of the Lorentzian peak ∆κ/2π consequently lead to effective coupling
rates geff/2π that are an order of magnitude higher than the ones measured with the transmission
chip. The cooperativities yielded through equation (2.82) and the off-resonant total coupling
rate κoffres/2π = 663.6 kHz for this measurement configuration are Clf = 2.491 ± 0.460 and
Chf = 2.031 ± 0.334. They agree within their uncertainty and are higher than 1, meaning that
this resonator-spin-ensemble system operates in the strong coupling regime. However, in the
strong coupling regime, one typically should not be able to fit the data in the region of the field
transitions since the branches split up and consequently, there are two lorentian dips in these
spectra. One then would extract geff via the spacing of these two dips at resonance [7]. However,
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Figure 5.1.5: Continuous wave ESR measurement on a natSi:P sample with reflection type resonator
R3 of the Nb chip "JF016". a) Measured |S11|2 data around the resonance for different applied
magnetic fields B0. Two avoided crossings indicate the ESR transitions. b) Total coupling rate κ/2π
as a function of the magnetic field B0. The data was obtained from fitting equation (5.12) to the
|S11|2 spectra shown above for each measured magnetic field. The two peaks arise from the coupling
to the spin ensemble when the system is near resonance.

we did not observe said splitting when fitting the spectra and the fit routine did not fail.
Consequently, we simulate the cwESR spectrum of the low field transition based on equation

(2.81) together with the eigenenergies from Chapter 2.2.1 and the measured results from Tab.
5.1.2. The data is shown in Figure 5.1.6. Although both the simulated and the measured cwESR
spectra yield the same cooperativity C = 2.491, they look different. We observe that the slope
of the spin excitation mode is significantly lower in the simulated data than in the measured data.
The reason for these differences needs further investigation, which is why one should treat these
results with caution.

The main reason for the higher effective coupling geff and consequently also higher cooper-
ativity C is the lower temperature at which the reflection measurement was performed. This is
due to the fact, that geff is proportional to the thermal spin polarization discussed in Chapter 2.6.

By means of Figure 2.6.1, we can see that for the measurement conducted with the trans-
mission resonator at T = 3.6K, the thermal spin polarization for both transitions is just a few
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Figure 5.1.6: Simulated |S11|2 data in linear scale of the low field transition of Si:P based on equation
(2.81) and the parameters from the measurement with JF016 (see Tab. 5.1.2 and text). The spin
excitation mode shows a different slope in the simulation than the measurement.

percents. This is way lower than the spin polarizations of the reflection measurement executed
at 80mK, which are around 50%. Therefore, the difference in the collective coupling rate geff
between the two measurements is explained by the different thermal spin polarization.

5.1.2.3 Power Dependent cwESR

After having successfully measured cwESR on natSi:P in two different measurement configu-
rations, we also investigate the effect of the incident microwave power at the sample on the
effective collective coupling rate geff between resonator and spin ensemble.

Based on the considerations of Chapter 2.7, we performed cwESR measurements on natSi:P in
both measurement configurations from the previous chapter. The measurements were conducted
at different incident microwave powers at the sample ranging from −120 dBm to − 50 dBm
for the transmission chip and ranging from −148 dBm to − 88 dBm for the reflection chip,
respectively in steps of 5 dBm. The resulting data for geff is shown in figure 5.1.7 and was
calculated as in the previous section.

The general course of geff is identical for both measurement configurations. For very low inci-
dent microwave powers, the effective collective coupling rate exhibits only a weak dependence.
However, it decreases quite rapidly for increasing powers, which is due to the saturation of the
spin ensemble discussed above. We observe that it takes lower absolute powers until a notable
drop off in geff sets in for the measurement performed with the reflection measurement at mil-
likelvin temperatures. The reason for this behaviour is given by a higher spin-lattice relaxation
time T1. Due to its inverse proportionality to the temperature stated in equation (2.103), T1 is
larger at millikelvin temperatures and it consequently takes lower incident microwave powers
to saturate the spin ensemble. To realize high effective collective coupling rates, low incident
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Figure 5.1.7: Measured power dependence of the collective coupling rate geff in cwESR measure-
ments for each spin transition. a) Measured geff of the natSi:P sample on top of the transmission type
resonator at liquid helium temperatures. The coupling decreases with increasing incident microwave
power. b) Results from the millikelvin measurement of natSi:P sample on top of a reflection type res-
onator. At very low powers, the power dependency is very weak. For higher powers, geff decreases
drastically as well.

microwave powers are sufficient.

5.1.3 Estimation of Spin-Lattice Relaxation Time

We also performed a measurement to estimate the spin-lattice relaxation time T1 of the natSi:P
sample by means of cwESR with the reflexion chip "JF016". For this purpose, we apply the
principle of cw saturation recovery [97]. Hereby, the spin ensemble is driven into saturation by
a higher power pulse. Following the pulse, the relaxation of the spin system is measured over
time at very low power.

Before doing that, we measure cwESR for incident microwave powers at the sample PMW
from −138 dBm to −68 dBm is steps of 2 dBm at the low field transition. The measured |S11|2
data over the incident microwave power at the sample is shown in figure 5.1.8 a) and |S11|2
spectra for three different powers are shown in 5.1.8 b). The data has been normalized for better
comparison. We notice that the resonance frequency shifts to lower values and the resonance
dip becomes more narrow with increasing incident microwave power. The latter effect can
be explained with the saturation of the spin ensemble. When saturated, the coupling to the
spin ensemble is suppressed and its loss contribution to the resonator is reduced, resulting in
a more shallow and more narrow resonance dip of the microwave resonator. Additionally, we
observe extraordinary high amplitude resonance signatures for incident microwave powers from
−100 dBm to − 80 dBm. We attribute this to the observation, that the absorption depth of
microwave resonator depends on the ratio of κext and κint. When considering the contribution
of the spin ensemble in form of a κspin, we can create the situation that κint + κspin = κext and
hence we observe critical coupling.

From figures 5.1.8 a) and 5.1.7 b), we can see that we do not necessarily need to apply a
higher power pulse to saturate the spin ensemble since the cw probe signal at −68 dBm is
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Figure 5.1.8: cwESR measurement data for the estimation of the spin-lattice relaxation time T1 by
cw saturation recovery [97]. a) Measured |S11|2 data for various applied microwave powers PMW.
The resonance frequency shifts due to the increasing power. b) |S11|2 data for three different applied
powers. For estimating T1, the values of the curves at the resonance frequency of the lowest incident
microwave power is used (intersections with the red line). c) |S11|2 data as a function of time after
saturating the spin ensemble. The data is normalized and measured with an incident microwave
power at the sample PMW = −138 dBm. An exponential saturation is observed and fit by equation
(5.13) to yield T1 ≈ 33 s.

already sufficient for reaching saturation. We therefore measure cwESR saturation recovery at
T = 80mK as follows: First, we measure the S11-parameter at the highest possible power with
the VNA to saturate the spin ensemble. Following that, we measure the relaxation of the spin
ensemble by measuring S11 over time at the lowest possible power, which is −138 dBm. We
then take the values of the S11-parameter spectra at the low power resonance frequency, which
are the intersections of the spectra with the red vertical line in 5.1.8 b), and normalize the data
to the value measured for full relaxation.

The resulting data is shown in figure 5.1.8 d) with the normalized |S11|2 data as a function of
time. Overall, we observe an exponential dependence with saturation value of about 1. However,
the time dependence of |S11|2 is quite complex. Stating from an initial value of 0.8 at t = 0 s,
the |S11|2 initially decreases until it reaches its minimum at t = 5 s. Then we observe an
monotonic increase until the |S11|2 reaches its normalization value of 1. We note that |S11|2 is
not directly proportional to the spin polarization, but the situation is more complex. This can be
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anticipated by revisiting equation (2.81). Here, we note that the |S11|2 depends on geff, which
itself it proportional to

√
P . Hence, for a quantitative analysis of T1, we would need to translate

the measured data to a P (t) dependence and then analyse the data with an exponential relaxation
back to the thermal state. However, for a first estimate for the relaxation time at play, we go a
more experimental route and fit |S11|2 to an exponential saturation function

|S11|2(t) = A−B · exp
{
− t

T1

}
, (5.13)

where the amplitudeA accounts for the saturation value not being exactly 1 due to normalization
and B accounts for the minimum value not being 0 for t = 0 s.

From the fit, we yield a spin-lattice relaxation time of T1 ≈ 33 s. Comparing these values to
literature turns out to be challenging since T1 highly depends on the concentration of phospho-
rous donor atoms [98]. However, for concentrations in the order of 1017 cm−3 like in our case,
T1 is in the order of of 1 s for temperatures of 1.25K [98] and 1.4K [99], respectively. Judg-
ing from these values measured at higher temperatures than in the case of this measurement, it
is intuitive that our estimated value for T1 is larger due to the lower temperature. A more in
depth discussion about measuring and estimating T1 for a similar sample can be found in the
supplemental material of Ref. [7].

5.2 Pulsed ESR

In this section, we deal with the second measurement technique, which is pulsed electron spin
resonance (pESR). First, we present the measurement setup and the characterization procedure.
We then show measurements using the Hahn-Echo pulse sequence for measuring spin echos and
the coherence time of the spin system.

5.2.1 Measurement Setup and Characterization

Measurement Setup The measurement setup used for pulsed ESR experiments at liquid he-
lium temperatures in transmission geometry is schematically depicted in figure 5.2.1. A 10MHz
signal provided by a reference clock is used to synchronize and stabilize the phase between all
devices. The pulse generating arbitrary waveform generator (AWG, Keysight M8190A 12GSa/s)
is initially triggered by a pulse blaster card (PBC). The AWG then triggers the analog-to-digital
converter (ADC) before sending out the pulses, so it is ready to detect signals in the correct time
frame. The outgoing pulses from the AWG are split up in in-phase (I) and 90◦ phase shifted
quadrature (Q) signals at an intermediate frequency of fIF = 50MHz. These signals are then
upconverted to radio frequency (RF) by a vector source (Rohde & Schwarz SGS100A). This de-
vice consists of an IQ modulator and a built-in local oscillator source (LO). The frequency fLO
of the internal LO is set accordingly to the obtain the target resonance frequency of the hybrid
system fs given by:

fs = fLO + fIF. (5.14)

The signal is then attenuated by −30 dB and guided to the sample in the cryostat, which is
at a temperature T = 3.6K. The background magnetic field B0 at the sample as well as the
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Figure 5.2.1: Schematic of the measurement setup used for pESR measurements. The pulses are
generated by an arbitrary waveform generator (AWG) at an intermediate frequency. They then are
upconverted to the corresponding ESR frequency before reaching the sample in the cryostat. Signal
coming back from the sample is downconverted to the intermediate frequency and subsequently
recorded by an analog-to-digital converter (ADC).

resonance frequency of the resonator-spin-ensemble system is set to the values obtained from
previous cwESR measurements, e.g. the ones dicussed in Chapter 5.1.2.2.

Signals coming from the sample pass a −3 dB attenuator before being amplified by +40dB
and then reach the downconversion setup. This setup consists of a −10 dB attenuator, an IQ
mixer (Marki microwave MLIQ-0416L), an external LO source (Keysight E8257D) and two
variable voltage amplifiers (FEMTO DHPVA) which are placed at the I and Q outputs of the
IQ mixer. The downconversion of the signal follows the inverted logic described above for the
upconversion. Eventually, the amplified I and Q signals are recorded by the ADC.
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Figure 5.2.2: Measurements of the 1 dB-compression points at the I-port of the downconversion
setup. a) Recorded data for different powers of the external LO source. The linear regime becomes
more narrow with increasing LO power. b) Exemplary procedure to yield the 1 dB-compression
point for an LO power of −30 dBm. The linear function with a fixed slope of 1 is used to extrapolate
the linear regime to determine the compression point by means of equation (5.15). All results as well
as the ones from the characterization of the Q-port are listed in table 5.2.1.

Setup Characterization We want to operate our setup in the linear regime, so an increase
in microwave power at the input of any device in the setup should lead to an identical increase
in its output power. Unfortunately, some devices exhibit nonlinear behaviors for too high input
powers. In our setup, nonlinearities are mainly caused by the IQ mixer and the amplifiers of the
downconversion setup.

In order to determine an upper limit for the input power to avoid nonlinear behavior, we need
to measure the so called 1 dB-compression point of these devices [100]. It is defined as the input
P1dB at which the actual output of the device deviates by 1 dB from the value expected from
extrapolation of the linear regime Plin:

Pout(P1dB) = Plin(P1dB)− 1 dB. (5.15)

We define the upper limit for operating the mentioned devices in the linear regime as 6 dB below
their compression point.

The measurement procedure for the characterization is as follows: The AWG sends a con-
tinuous sine signal at a frequency of 50MHz. The amplitude of the two signals is set to 1.1V
so that the output power of the vector source is identical to the set one. The LO frequencies of
both vector and external source of the downconversion setup is set to (de)modulate a RF signal
of 5GHz. Since we only characterize the microwave devices, we bypass the cryostat by directly
connecting the RF output of the vector source with the RF input of the downconversion setup
(the −10 dB attenuator) for these measurements. To detect the output power, we employ the
Rohde & Schwarz power sensor ZRP-N31.

For characterizing the IQ mixer, the power sensor is directly connected to its I- and Q-port.
The measurement at the I-port for different powers of the LO source PLO is shown in figure
5.2.2 a). We observe a narrowing of the linear regime of the IQ-mixer when increasing PLO. We
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Figure 5.2.3: Characterization measurement of the variable voltage amplifier placed at the I-port of
the IQ-mixer. The 1 dB-compression point for a set gain of 30 dB is significantly lower than the ones
measured for other gains due to the amplifier being driven into saturation. All results as well as the
ones from the measurement of the amplifier placed at the Q-port are listed in table 5.2.1.

PLO(dBm) P1dB,I (dBm) P1dB,Q (dBm)

−30 12.5 15

−10 10 15

0 17.5 17.5

10 17.5 17.5

18 20 20

Amplifier Gain (dB) P1dB,I (dBm) P1dB,Q (dBm)

10 22.5 22.5

20 20 20

30 10 10

Table 5.2.1: Resulting 1 dB-compression points measured directly at the I- and Q-ports of the down-
conversion setup at different powers PLO of the LO and for different gains of the amplifiers placed at
the same ports.

discuss the procedure of determining the 1 dB-compression point for the data set measured at
PLO = −30 dBm, which is shown in figure 5.2.2 b). A linear function with a fixed slope of 1
is fitted to the linear regime of the data. This function effectively extrapolates the linear regime
and serves as a reference to determine the compression point with equation (5.15). For this data
set, we find P1dB = 12.5 dBm. The so obtained compression points for the other LO powers as
well as the results from the measurement at the Q-port are listed in table 5.2.1.

For the characterization of the variable voltage amplifiers, they are placed at the I(Q)-port of
the IQ-mixer and the power sensor is placed at their output. We perform the same measurement
as described before for set gains of 10 dB, 20 dB and 30 dB. The recorded data as well as the
linear fits for the measurement of the amplifier placed at the I-port is shown in figure 5.2.3.
We find P1dB,10dB = 22.5 dBm, P1dB,20dB = 20dBm and P1dB,30dB = 10dBm. We note that
the compression point obtained for a set gain of 30 dB is significantly lower than the other ones.
This is due to the amplifier being driven into saturation, which becomes more evident by the
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Figure 5.2.4: Bloch spheres in the rotating reference frame illustrating the effect of the Hahn-echo
pulse sequence on the total magnetization M⃗ . The different spheres always show the final state.
Opaque blue points show the trace of M⃗ and transparent points indicate the extrapolated trace. a)
Initially, M⃗ is assumed to be aligned with the magnetic background field B⃗0 = B0e⃗z . b) A π/2-
pulse applied via the resonator magnetic field B⃗1 = B1e⃗x rotates M⃗ onto the xy-plane. c) Due to
inhomogeneities of B⃗0 and spin-spin interactions, M⃗ fans out with time and the different parts pre-
cess around the z-axis. d) After a free evolution time τ following the π/2-pulse, a π-pulse effectively
inverts the y-components of the fanned out M⃗ . e) Finally, the different magnetic moments refocus
after a total time of 2τ since the π/2-pulse and the change of the total magnetization induces a signal
into the inductor of the resonator, which is eventually recorded.

saturation value being the same as the one for a set gain of 20 dB. These results and the one
obtained from characterizing the amplifier placed at the Q-port are also listed in table 5.2.1.

Note on pESR with Reflection Type Resonators Unfortunately, we experienced several
soft- and hardware problems with the ADC unit after the successful pESR measurements using
the transmission chip. These technical difficulties could not be resolved in the course of this
work, which is the reason why we can only discuss measurements in transmission geometry.
However, the measurement procedure is identical for the usage of reflection type resonators.

5.2.2 Hahn-Echo Measurement

Hahn-Echo Pulse Sequence The Hahn-echo pulse sequence is widely used for charac-
terizing spin ensembles, i.e. NV centers in diamond, and for quantum memory applications
[10, 11, 101]. In this work, it is a two pulse sequence consisting of a π/2-pulse followed by a
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Figure 5.2.5: Hahn-echo pulse sequence illustrated in terms of microwave signal amplitude. The
pulses are of gaussian shape. After a time of 2τ since the initial pulse, one records a spin echo of
lower amplitude due to spin-spin dephasing effects.

π-pulse later. To illustrate the effects of this pulse sequence on the total magnetization M⃗ , we
represent the occurring vectors in Bloch spheres. Such a sphere was originally introduced to
display the states of a two level system, e.g. qubits [102]. The different steps of the Hahn-echo
pulse sequence are shown in the Bloch spheres in Figure 5.2.4. Note that the representation is
already in the rotating reference frame.

We assume M⃗ to point in z-direction initially. Then, the π/2-pulse is applied through the
magnetic field of the resonator B⃗1. It rotates the total magnetization M⃗ onto the equatorial plane.
Subsequently, M⃗ starts to fan out as indicated by the additional blue vectors in Figure 5.2.4 c).
This is caused by magnetic inhomogeneities of B⃗0 and spin-spin interactions. Consequently,
there is not a single sharp Larmor frequency but instead a band of frequencies due to the different
local magnetic environments of each spin. Each of these spins then starts to precess around the
z-axis with its own detuning frequency ∆ω(r⃗) = ω0 − ωL(r⃗).

After some free evolution time τ , a π-pulse is applied. This pulse effectively inverts the
y-component of each spin. As a consequence, the spins refocus and after an additional free
evolution time τ , M⃗ is refocused. This represents a change in magnetic flux, which induces the
signal of this spin echo into the resonator and is eventually recorded.

In Figure 5.2.5, the Hahn-echo sequence is depicted in terms of sent and measured microwave
amplitudes. The amplitude and pulse area of the spin echo becomes naturally lower with increas-
ing free evolution time τ . This is due to spin-spin relaxation, which causes the spins to dephase
in a way that cannot be compensated by the π-pulse [59, 62]. This relaxation mechanism is
characterized by the spin-spin relaxation time T2, also called the dephasing time.

Single Echo Measurement For the measurements presented from hereon, we set the am-
plitude of the AWG to 0.7V, the RF power of the vector source to 5 dBm, the RF power of the
external LO source to 18 dBm and the temperature of the cryostat to T = 3K. All measure-
ments were executed at the low field ESR transition of natSi:P placed on the transmission NbTiN
chip. With these settings, we employ a standard Hahn-echo pulse sequence. We choose the
duration of the π/2-pulse and π-pulse to be tπ/2 = 150 ns and tπ = 300 ns, respectively. For
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0 2 0 4 0 6 0 8 0 1 0 0 1 2 00 . 0
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1 . 0

Figure 5.2.6: Hahn-echo measurement using a single excitation π/2-pulse and a refocusing π-pulse
conducted at T = 3K. The signals are normalized to the maximum amplitude of the pulses. The
duration of the pulses were 150 ns and 300 ns. After twice the free evolution time τ = 80 µs, the
expected spin echo is recorded. The normalized amplitude of the measured signal is scaled up by a
factor of 3000 for better visibility.

the free evolution time between the two pulses, we chose a duration of τ = 40 µs, so we expect
to measure a spin echo at time 2τ = 80 µs. To better distinguish the spin echo from noise, we
record not just one but 10240 spin echos and averaged the acquired data. The shot repetition time
between subsequent pulse sequences was chosen to be SRT = 0.2 s. We also record the pulses
themselves in an extra measurement where we detuned the pulse frequency from the resonance
frequency to allow for the transmission of the pulses and eventually the detection.

Both sent signals and measured data are shown together in Figure 5.2.6. The data has been
normalized to the maximum amplitude of the pulses. We indeed measure a spin echo after 80 µs
since the initial exciting π/2-pulse. However, the normalized amplitude is very low compared
to the one of the pulses. We hereby have demonstrated, that we can use our hybrid system
consisting of resonator and solid-state spin ensemble to store and retrieve microwave pulses in
the fashion of a quantum memory.

Multimode Storage We just showed that we can store and retrieve a single π/2-pulse signal
in our natSi:P sample. However, for quantum memory applications, the storage of multiple
information is crucial [11]. This can be realized by modifying the standard Hahn-echo pulse
sequence. To store and retrieve for example two pulses in the same spin ensemble, we apply the
pulse sequence shown in 5.2.7. Here, we send two subsequent π/2-pulses as signals to the spin
ensemble. To be able to distinguish these signals apart from the point in time at which they were
sent, we choose different amplitudes for them. After some time, a π-pulse is applied like in the
standard Hahn-echo pulse sequence to refocus the precessing spins. Finally, two spin echoes are
measured. The emitted signals from the spin ensemble appear in inverted order. The reason for
this is the fact, that the signals are always located symmetrical in time around the π-pulse, since
it acts similar to a time inversion on the precessing spins.

We conduct a measurement using this pulse sequence, where we send the second π/2-pulse
5 µs after the first one. The added duration both pulses results in the one of the π/2-pulse
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Figure 5.2.7: Modified Hahn-echo pulse sequence for storing and retrieving two signals. The signals
consist of two subsequent π/2-pulses of different amplitudes to distinguish the spin echoes later. A
π-pulse is used to refocus the precessing spins. Finally after a time of 2τ1 and 2τ2 since the exciting
π/2-pulses, the corresponding spin echoes are measured in inverted order.
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Figure 5.2.8: Measurement of multimode storage at T = 3K. Two π/2-pulses of different ampli-
tudes are stored to and retrieved from the natSi:P sample. The spin echoes are measured in inverted
order of the initial two pulses as indicated by the different amplitudes.
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Figure 5.2.9: Measurement of the spin-spin relaxation time T2 for natSi:P measured at T = 3K. The
normalized area of the spin echoes are shown as a function of the time of measurement 2τ . The data
is fit with an exponential decay given by equation (5.16).

used in the previous measurement. After τ1 = τ2 + 5 µs = 25 µs, the refocusing π-pulse
is applied. Consequently, we expect the echoes to be measured at around 2τ1 = 50 µs and
2τ2 + 5 µs = 45 µs. Figure 5.2.8 shows both the sent pulses as well as the recorded data. The
measurement data is also averaged over 10240 records with a larger SRT of 1 s to ensure that
all spins have relaxed back into the initial state. We indeed notice two spin echoes at 45 µs and
50 µs with different amplitudes. We can assign the first echo to the second π/2-pulse and the
second echo to the first pulse, as expected.

To retrieve the stored pulses in the correct order, one could in principle apply the method
proposed in [11]. Here, one would add an additional π-pulse after the echoes occur. The second
pulse would effectively cancel the inversion of the spin ensemble, meaning that the order of the
stored signals is restored. However, when doing this one would need to avoid recording the first
echoes, also called "silencing". This can be done by decoupling the resonator from the spin
ensemble for the period of time at which the first series of echoes would be measured.

5.2.3 Measurement of Spin Coherence Time

We also employed the Hahn-Echo pulse sequence to measure the spin-spin relaxation time T2,
which is also referred to as spin coherence or dephasing time. Due to this relaxation mechanism,
the intensity of the spin echo decreases exponentially in time [103]. This is here measured by
applying the standard Hahn-Echo pulse sequence and vary the free induction time τ between the
two pulses from 10 µs to 200 µs. The obtained data for each element of this series is averaged
over 10240 records with a SRT of 0.2 s. Instead of taking the amplitude of the spin echo as a
measure for its intensity, we use the area of the gaussian like signal.

The measured intensity of each echo is normalized to the echo signature recorded at 2τ =
20 µs. The data is shown in Figure 5.2.9. We can see the expected exponential decay in the
echo intensity. To extract the T2 relaxation time, we fit the measured data with the exponential
function:

Aecho = A · exp
(
−2τ

T2

)
+A0, (5.16)
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5.3 Summary

where A is the amplitude and A0 denotes an offset. From the fit, we obtain T2 = (80 ± 14) µs,
which is in the correct order of magnitude for comparable samples [12].

The spin coherence time can be increased in three ways. First, using isotopically purified 28Si
samples with phosphorous donors instead of natSi:P increases T2 significantly [12]. The reason
for this increase is the reduction of the isotope 29Si, which has a natural abundance of 4.7%
in natural silicon. 29Si exhibits a magnetic moment and therefore contributes to the dephasing
dipole fluctuations affecting the spins of phosphorous. Another way to increase T2 is by reducing
the concentration of phosphorous dopants in silicon [5]. A lower density of addressable spins
consequently leads to lower spin-spin interactions among them, thereby reducing the dephas-
ing effects. Finally, reducing the temperature also increases the spin coherence time, although
saturation has been observed at temperatures few Kelvin [5, 104].

5.3 Summary

Finally, we want to summarize the main results of this chapter. We first presented cwESR
measurements using a NbTiN transmission type resonator chip at liquid helium temperatures
and a Nb reflection type chip at millikelvin temperatures on natSi:P samples with a concentration
of [P] = 2× 1017 cm−3. We stressed the importance of ensuring good contact between sample
and resonator as a prerequisite for cwESR measurements. By using DPPH as a spin marker,
we calibrated the magnetic field of the liquid helium temperature setup. We then discussed the
method of cwESR using the two materials, resonator geometries and temperature regimes stated
above. From these measurements, we could extract the working points for pESR experiments
and the collective coupling rate geff between resonator and spin ensemble. Furthermore, we
were able to assign the hybrid system measured at elevated temperature to the weak coupling
regime with a cooperativity C ≈ 0.1 and the one measured at millikelvin temperature to the
strong coupling regime with C ≈ 2. We identified the thermal spin polarization P (T ) as the
main reason for that [57]. We also investigated the influence of the applied incident microwave
power on geff. Here, we saw the effect of saturation setting in. The main difference between
the two setups was identified to lay in the different spin-lattice relaxation times T1 [59], which
is larger at lower temperatures and favors saturation at lower incident microwave powers. The
same quantity was estimated by using the method of saturation recovery [97], where we obtained
an estimation value of T1 ≈ 33 s.

We then presented pESR as the second measurement technique at liquid helium temperatures
using the NbTiN transmission chip. First, we discused the measurement setup and its calibration.
Following that, we explained the Hahn-Echo pulse sequence [10]. We then demonstrated the
storage and retrieval of a single pulse. Additionally, we explored the crucial characteristic of
multimode storage, which is of importance for quantum memory applications [11]. Here, we
stored two pulses and retrieved them in inverted order in form of two spin echoes. Finally,
we used the Hahn-Echo pulse sequence to measure the spin-spin relaxation time T2 of the spin
system. We obtained T2 = (80 ± 14) µs, which is in good agreement for comparable samples
[12].
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Differences of the two Resonator Geometries in Signal to Noise Ratio Finally, we
want to address the difference of both resonator geometries in terms of signal to noise ratio.
As suggested from the theory presented in Chapter 2.1.2, reflection type resonators promise to
exhibit a signal to noise ratio greater by a factor of two compared to transmission geometry due
to every signal coupling back from the resonator being measured [8]. In general, we would have
liked to measure this difference and thereby investigate the postulated factor of two. Unfortu-
nately, doing so turned out to be non-trivial and quite challenging. The main idea is to fabricate
two chips with identical resonators that only differ in feedline geometry and compare the mea-
sured cwESR spectra and amplitudes of the pESR spin echoes. However, there are two reasons
that make the realization of this strategy complicated.

On the one hand, it proved to be very difficult to actually fabricate resonators with identi-
cal properties but different feedline geometries. We discussed this at the example of the chips
"JF001" and "JF002" in Chapter 4.3.1. These two chips were fabricated as parallel as possible
but still differed in terms of resonance frequencies and quality factors. Especially matching the
external coupling rate κext of both geometries would require multiple attempts and therefore
would be very time consuming.

On the other hand, the identical sample preparation is very sensitive. Assuming we have
successfully fabricated two chips with identical resonator properties but different feedline ge-
ometries, we also need to mount the same natSi:P sample on the resonators. As shown in [9],
the filling factor ν that is connected to the effective collective coupling rate via geff ∝

√
ν is

extremely sensitive to the vertical spacing between resonator and spin ensemble sample. It is
therefore evident, that mounting the same sample twice with the same vertical spacing is highly
challenging.
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Chapter 6

Nuclear Magnetic Resonance

In this chapter, we first discuss the concept of nuclear magnetic resonance (NMR), its differences
to ESR and the combination of both techniques applied on phosphorous donors in silicon. In the
second part, we introduce different possibilities to realize the experimental implementation of
NMR on our resonator-spin-ensemble system.

6.1 Basics of NMR and Combination with ESR

Basics of NMR Nuclear magnetic resonance was first measured by Purcell et al. and Bloch
et al. in 1946 [105, 106]. It is mostly applied in chemistry to detect changes in the chemical
environment of nuclei and is also used for e.g. structure determination in the field of organic
chemistry [107, 108].

In order to measure NMR, the nucleus of interest must exhibit a non-vanishing nuclear spin I
resulting in a nuclear magnetic moment µn. Therefore, only nuclei with an odd mass number A
can be probed with NMR [19]. Such nuclei are for example 29Si and 31P with a nuclear spin of
I = 1

2 . The latter is the nucleus of our interest.
In an external magnetic field B⃗0 = B0e⃗z , the nuclear spin I⃗ of phosphorous is affected by the

nuclear Zeeman effect, which is exactly analogue to the Zeeman effect acting on the unbound
electron system of Si:P with spin S⃗. The energy splitting of the 31P spin states caused by just
this interaction between nuclear spins and external magnetic field is given by:

EmI = −µ⃗n · B⃗0 = −gnµNB0mI , mI = ±1

2
. (6.1)

Here, gn = 2.2632 is the nuclear Landé factor of phosphorous and µN is the nuclear magneton
[38]. In contrast to the electron spin, the mI = +1

2 state is energetically more favorable for the
nuclear spin.

The energy difference between those two levels, that is simultaneously the resonance condi-
tion for NMR, is given by [19]:

ℏωL,N = gnµNB0, (6.2)

where ωL is the Larmor frequency for the nuclear spins. The frequencies required to drive NMR
transitions at a given magnetic field B0 are way lower than the one of ESR due to the nuclear
magneton µN being three orders of magnitude smaller than the Bohr magneton µB.

Concerning the nuclear spin dynamics of 31P, the situation is identical to the one of electron

91



Chapter 6 Nuclear Magnetic Resonance
S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out
|↑,⇓⟩
|↑,⇑⟩
|↓,⇑⟩
|↓,⇓⟩

I
V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out
|↑,⇓⟩
|↑,⇑⟩
|↓,⇑⟩
|↓,⇓⟩

I
V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out
|↑,⇓⟩
|↑,⇑⟩
|↓,⇑⟩
|↓,⇓⟩

I
V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out
|↑,⇓⟩
|↑,⇑⟩
|↓,⇑⟩
|↓,⇓⟩

I
V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

1 6 5 1 6 6 1 6 7 1 6 8 1 6 9
- 2 . 4
- 2 . 3
2 . 3
2 . 4

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out

fr
fn

fr
fn
T1,e

T1,n

Tx

V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out

fr
fn

fr
fn
T1,e

T1,n

Tx

V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out

fr
fn

fr
fn
T1,e

T1,n

Tx

V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out

fr
fn

fr
fn
T1,e

T1,n

Tx

V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out

fr
fn

fr
fn
T1,e

T1,n

Tx

V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out

fr
fn

fr
fn
T1,e

T1,n

Tx

V1

V2

Transmission:
Reflection:
+dB −30 dB
−3 dB

Position
Energy

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

e−

Si NbTiN Resist Exposed Resist

Ar + SF6

1

S11(ω) = aeiαe−iωτ

(
2 Q
|Qext|e

iϕ

1 + 2iQ (ω−ωr)
ωr

− 1

)
(1)

a) b) c) d) e) f) g) h)

Trig in
Trig out

fr
fn

Storage to
electron spins

Readout of
electron spins

Transfer to
nuclear spins

Transfer to
electron spins

Refocusing of
nuclear spins

B0 = fixed

fr
fn
T1,e

T1,n

Tx

Ar + SF6

1

Figure 6.1.1: Exemplary demonstration of the combination of ESR and NMR transitions of Si:P. a)
Breit-Rabi diagram showing the Si:P spin state energies as a function of the external magnetic field.
First, the ESR transition from the |↓,⇓⟩ to the |↑,⇓⟩ state is driven with the microwave resonance
frequency fr. Second, a radio frequency pulse excites the nuclear spins from the |↑,⇓⟩ to the |↑,⇑⟩
state. b) Schematic of the spin states, ESR and NMR transitions in a given magnetic field B0. The
dashed lines indicate the spin-lattice relaxations T1 trying to reestablish the equilibrium state. The
spin-exchanging relaxation process with the characteristic time Tx is caused by the Overhauser-effect
[109].

spins discussed in Chapter 5.2.2, but with the relation

M⃗ = +γNL⃗, (6.3)

where γN is the nuclear gyromagnetic ratio. Due to the positive nuclear Landé factor gn of 31P,
the sense of precession is contrary to the one of the electron spins [60, 62]:

dM⃗

dt
= +γn(M⃗ × B⃗0). (6.4)

Combination with ESR We now discuss how we can conceptually combine our existing
measurement technique as discussed in the previous chapters with the NMR technique for pos-
sible quantum memory applications. Given our hybrid system of a resonator coupled to a Si:P
solid-state spin ensemble, the magnetic fields as well as the ESR transition frequencies are al-
ready determined by the fixed resonance frequency of the resonator. In general, it is clear that
the pulse protocol must consist of two subsequent excitations. As a consequence, we can only
address the high field ESR transition, as shown in figure 6.1.1.

In principle, we have the choice of either driving the ESR transition first followed by the
NMR one or vice versa. We choose the former option based on two favorable properties: On
the one hand, the quantum memory should be easily integrable in quantum information circuitry.
Fortunately, the frequencies of ESR transitions are in the microwave regime and therefore ideally
suited. On the other hand, the second transition represents the actual storage unit. The spin
coherence time of the nuclear spins T2,n is larger than the one of the electron spins T2,e. Hence,
one naturally exploits this property of the nuclear spin system and chooses the latter as the actual
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Figure 6.1.2: Pulse-sequence for demonstration of the storage of a coherent microwave state in a
nuclear spin state via an intermediate electron spin state and retrieval [13]. The pulse sequence is
π/2-π-π(RF)-π-π(RF)-π-π(RF)-π-readout. The three NMR π-pulses represent a Hahn-echo-like
sequence used for actual storage of the information transferred via the electron spin system in the
nuclear spin system. Figure adapted from [13].

storage unit for increased storage times of up to a few minutes [110].
The different spin states of Si:P together with the mentioned transitions and spin-lattice re-

laxation times are shown in figure 6.1.1 b). The spin-lattice relaxation times of the electron T1,e
and nuclear spins T1,n strive to reestablish the equilibrium state. However, since these times are
significantly larger than their dephasing times, the limiting factor for the storage time is given
by the latter ones [13]. However, since T1,e < T1,n, the electron spin-lattice relaxation can also
provide an upper limit for the storage time. Additionally to the mentioned relaxation processes,
there is another one where the electron and nuclear spin relax by exchanging spin orientation.
This is the so-called Overhauser-effect and its characteristic time Tx is in the order of hours,
thereby negligible [98, 109].

A possible quantum memory pulse protocol has been demonstrated by Morton et al. on Si:P
and is shown in figure 6.1.2 [13]. The pulse sequence effectively consists of three interwoven
Hahn-echo sequences and is used to coherently store and retrieve quantum information.

A coherent microwave state is first transferred to an electron spin state by an initial π/2-
pulse with given phase ϕ. This phase represents the information that is to store and retrieve.
The coherence of the electron spin state is refocused by applying a π-pulse. Following that,
the spin state is transferred and stored to the nuclear spin by subsequent nuclear and electron
π-pulses of which the latter is applied at the time of the electron spin echo. After half of the
storage time, a refocusing π-pulse is applied to the nuclear spin state. The transfer back to
the electron spin-state is done with the inverse pulse sequence. Finally, a π-pulse is applied to
refocus the back-transferred spin state and the following electron spin echo is measured. The
latter exhibits the same phase ϕ of the initial π/2-pulse and therefore proves the coherent storage
of information.

Morton et al. reported a nuclear spin coherence time of T2,n = 1.75 s at T = 5.5K using
repetitive dynamic decoupling sequences during the storage time 2τn [13]. This value is sig-
nificantly higher than our measured electron spin coherence time T2,e ≈ 80 µs, supporting the
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Chapter 6 Nuclear Magnetic Resonance

choice of the nuclear spins as the storage unit. Similar memory pulse sequences using different
measurement and readout techniques have been demonstrated by [111, 112].

6.2 Possible Realizations of NMR

We now discuss how to experimentally realize the addition of NMR to our existing hybrid system
of a planar superconducting microwave resonator coupled to the Si:P spin ensemble. As already
mentioned in the previous chapter, the ESR resonance frequencies are in the microwave regime
of a few gigahertz whereas NMR transition frequencies are in the range of tens of megahertz. In
general, there exist tunable microwave resonators, whose frequency can be adjusted by applying
magnetic flux or a dc bias [88, 113]. However, the shift of the resonance frequency is insufficient
to drive both ESR and NMR transitions with the same tunable microwave resonator. Hence,
NMR transitions must be driven with the magnetic field B⃗2 provided by an additional device. In
the following, we present possible candidates for this purpose.

Planar Conducting Loop In theory, the most convenient and simplest implementation con-
sists of an on-chip solution. We therefore explore the properties and influence of a supercon-
ducting loop enclosing the resonator by simulations using CST Microwave Studio. The modelled
chip is shown in figure 6.2.1 a). The loop is designed as an CPW identical to the feedline with
the dimensions w = 20 µm and s = 12 µm. It replaces the separating stripe and passes between
feedline and resonator.

In order to simulate its magnetic field B2 at the spot of the spin ensemble, it is driven with
a NMR typical frequency of 60MHz. The resulting magnetic field distribution on a plane that
cuts the feedline and the inductor of the resonator perpendicularly is shown in figure 6.2.1 b).
We note the overall amplitude of the magnetic field B2 being two orders of magnitude lower
than the magnetic field B1 of the resonator shown in figure 3.1.5. A strong field B2 is crucial
for the duration of NMR pulses, since the rotational Larmor frequency is given by:

ωL,N =
µN

ℏ
B2. (6.5)

We once again stress that µN is three orders of magnitude smaller than µB for ESR. Assuming
the addressed spins to be located about 20 µm above the substrate, the simulated field amplitude
is about 0.1mT. Consequently, we estimate the duration of a π-pulse to be tπ,N ≈ 650 µs. This
is large compared to our measured electron spin coherence time of T2 ≈ 80 µs. Hence, the
electron spins would have already dephased in the memory sequence discussed in the previous
chapter due to the free evolution time of the electron spins needing to fulfill τe,1 > tπ,N.

We also simulate the S21-parameter of the bare resonator chip and the one with the conduct-
ing loop enclosing the resonator to examine the influence of the loop on the coupling between
resonator and feedline. The data is shown in figure 6.2.1 c). We observe that instead of a sin-
gle resonance, four high amplitude resonance-like signatures are present in the simulated data
with the conducting loop around the resonator. A possible reason for this is the fact that sig-
nal coming from the resonator can also couple into the conducting loop instead of the feedline.
This makes the whole situation effectively a four-port problem instead of a two-port as for just
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Figure 6.2.1: Design and simulation results for realizing NMR by placing a conducting loop around
the resonator. a) A CPW with the same dimensions as the feedline encloses the resonator and is
driven at megahertz frequencies. b) Simulated |B2| field caused by the conducting loop on a plane
that cuts perpendicularly through the feedline and the inductor of the resonator. The driving fre-
quency is set to 60MHz. c) Simulated |S21|2 data of the resonator without and with the conducting
loop enclosing it. The presence of the loop leads to four resonance-like and deeper signatures in the
data.
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Figure 6.2.2: Simulation of an air coil placed on top of the resonator chip. a) CST model of an air
coil made of copper (depicted in yellow) on to of the resonator chip for NMR. b) Simulated B2

distribution of the air coil for a typical NMR driving frequency an an applied Power of 0.5W. The
amplitude of the magnetic field is very low.

a transmission type feedline.
While this NMR implementation seems to be a convenient solution at first glance, it unfor-

tunately yields a too small magnetic field B2 and potentially also leads to signal losses. It is
therefore not suited for our system.

Coil Placed on top of Resonator Another possibility to generate theB2 field at the spot of
the sample for NMR is by using a small cylindrical air coil made of copper. The idea is to place
it on top of the Si:P sample located on the resonator as shown in the CST model in figure 6.2.2
a). The modelled coil has 10 windings, a coil diameter of 3mm, a wire diameter of 400 µm and
a height of about 5mm, which are dimensions comparable to commercially available air coils.

The simulated B2 field distribution is shown in figure 6.2.2. We notice an even lower field
amplitude compared to the conducting loop discussed previously. There are two possible reasons
for that.

On the one hand, the relative placement of coil and resonator is not optimal. Ideally, one would
like to place the resonator together with the spin ensemble inside of the coil where the magnetic
field of the latter is the strongest and most homogeneous. Obviously, this is not feasible due
to the geometric dimensions of both resonator chip and coil. Consequently, the spin ensemble
is exposed to the stray magnetic field just outside of the coil, where it naturally fans out and
exhibits a weaker amplitude [114].

On the other hand, there might be more suited simulation software for this kind of problem.
In CST Microwave Studio, we cannot set the current of the driving field and the applied power
is always fixed to 0.5W. One would potentially like to explore the results from other simulation
software, where one varies the applied current to enhance the field amplitude before ruling out
this option. However, one also needs to keep in mind that these resistive coils heat up at high
enough currents, which might make their employment in cryostats not reasonable.
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Figure 6.2.3: Sketch of a the top chip hosting a planar spiral coil for NMR in flip-chip geometry.

Planar Coil on a second Chip in Flip-Chip Geometry Finally, we want to conceptually
sketch a more complex experimental realization of NMR on our hybrid system. Since NMR can
be measured by using planar superconducting RF coils [115, 116], we propose to also employ
such. Obviously, we need the magnetic fieldB2 to overlap with the sample that is already placed
on top of the planar superconducting microwave resonator, so a placement of the coil next to the
latter is unreasonable. Instead, the coil should be fabricated on a second chip that is placed in
a flip-chip geometry above the resonator chip, thereby clamping the spin ensemble between the
two chips.

The field magnitude of the planar coil could be resonantly enhanced, by designing it as a
spiral resonator coupled to a feedline as in [9]. Obviously, the resonance frequency must be
drastically reduced for NMR purposes, but since this type behaves like a λ/2-resonator, one can
easily do this by extending the length of the resonant strip. The reason why one would choose
this design instead of other sub-gigahertz lumped-element resonators as in [117], is the magnetic
field distribution. The spiral resonator exhibits a higher field homogeneity and also decays on
a larger scale than the resonator design that we use for ESR. Due to this characteristic, the
magnetic field could be sufficiently large at the spot of the sample for NMR.

However, since the transition frequencies of Si:P at a given magnetic fieldB0 are well defined,
the choice of a setup consisting of two resonators is unreasonable since one simply cannot pre-
cisely fabricate matching resonance frequencies. Hence, one cannot employ a spiral resonator
and needs to use a simple planar coil as sketched in Figure 6.2.3, which can be driven with any
frequency and therefore can be manually matched to the NMR frequency by the driving source
[118].
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Chapter 7

Summary and Outlook

In this thesis, we have studied superconducting lumped element microwave resonators for elec-
tron spin resonance spectroscopy. In addition, these resonators can reach the so-called strong
coupling regime, where the subsystems microwave resonator and the spin resonance transition
hybridize, which is of interest for quantum state storage. This motivated us to discuss the physics
of the coupled systems using the input-output formalism, which allows to describe the hybridiza-
tion of the microwave photonic and the spin excitation mode [20].

Notably, we discuss this formalism for hanger type resonators, where the lumped element
microwave resonator is coupled to a microwave transmission line and reflection type resonators,
which results in some subtle differences regarding the spectra. The reflection type resonators
should principally improve the signal recovered from the spin system, as all of the signal is
used for analysis and hence improve the the signal-to-noise ratio [8]. We then discussed the
spin Hamiltonian of phosphorous donors in silicon and how we can drive ESR transitions with
a single microwave resonator at two well-defined magnetic fields B0. Key for the understanding
of the coupling of microwave mode and spin ensemble is the Tavis-Cummings Hamiltonian.
We reviewed the underlying concepts and derived the scattering parameters that characterize the
hybrid system in terms of coupling rates.

Essential for the realization of the hybrid system is the understanding of the microwave res-
onator. In Chapter 3, we gave insight on how we model and simulate our resonators using finite
element modeling tools, in particular CST Microwave Studio [22]. The resonator model, simu-
lation settings and discrepancies between simulation and reality were addressed, pointing out the
main reason for differences to be the modelling of the superconducting layer by perfectly electric
conducting material. We also detailed the fabrication procedure based on e-beam lithography
and reactive ion etching for microwave resonators made of either NbTiN or Nb.

In Chapter 4, we systematically studied the performance of the superconducting materials
NbTiN and Nb. Here, DC transport measurements were employed to determine the critical
temperatures of Tc,NbTiN ≈ 16K and Tc,Nb ≈ 7.9K. While the value obtained for NbTiN is in
good agreement with literature values, the one of Nb is about 1K lower than expected [83, 84].
The smaller width of transition ∆TNb = 0.0107K of Nb compared to NbTiN with ∆TNbTiN =
0.0718K hinted a higher quality of Nb thin films. Unfortunately, the NbTiN thin films decreased
in quality over the course of this work due to degradation of the sputter deposition target.

We then compared lumped-element resonators based on the design of [9] coupled to feedlines
in transmission and reflection geometry. The reflection type feedline is terminated in open cir-
cuit geometry and leads to a position dependent external coupling rate κext due to the forming of
standing waves. The external quality factorsQext of these resonators ranged from 6000 to 80000
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at a temperature of 4K. Subsequently, we investigated the behavior of the resonators under
conditions relevant for electron spin resonance spectroscopy. In particular, we investigated the
robustness of the resonators against external magnetic fields, temperature, and their behavior as
function of the incident microwave power. All performance limiting mechanisms can be either
related to the kinetic inductivity of the materials or the two-level systems present in the struc-
tures. The NbTiN resonators proved to be more robust towards external magnetic fields than Nb
as expected [18]. The internal quality factor of Nb drastically decreases from 270000 at zero
magnetic field to 50000 at 200mT measured at millikelvin temperatures. From measurements
conducted at various temperatures in the Kelvin regime, we observed high stability of NbTiN at
elevated temperatures due to its high critical temperature of 16K. For variations of the temper-
ature in the millikelvin regime, the influence of highly detuned TLS on the resonance frequency
and the internal quality factor were observed. The contribution of these TLS to the Qint were
determined to be QTLS = 2.9 × 106 for a NbTiN resonator [54]. We also investigated the be-
havior of the microwave resonators for different incident microwave powers. For powers above
−20 dBm at liquid helium temperatures, the lineshape of the resonance becomes asymmetrical
and shows the characteristic of a duffing oscillator [90]. At millikelvin temperatures and low
powers down to the single photon regime, we observed the influence of unsaturated TLS on Qint
of the resonators. Here we yielded the TLS quality factors to be QTLS,NbTiN = 285 × 103 and
QTLS,Nb = 1471× 103 for the employed materials NbTiN and Nb.

In order to adjust the external and internal coupling rate of the resonators, we varied different
geometric parameters in the design. We noted that by increasing the width of the separating
stripe wsep between resonator and signal line leads to a decrease of κext. In contrast to that,
the measurement of resonators width different widths of the inductor wind unfortunately did not
yield a reliable results on how this parameter affects κint.

In Chapter five, we employed our resonators in ESR experiments on phosphorous donors
in natural silicon with a donor concentration of [P] = 2 × 1017 cm−3. We discussed cwESR
experiments using a NbTiN resonator coupled to a tansmission type feedline at liquid helium
temperatures and also using a Nb resonator coupled to a reflection type feedline at millikelvin
temperatures. The former configuration showed a cooperativity ofC ≈ 0.1 in the weak coupling
regime and the latter configuration exhibited a cooperativity of C ≈ 2 and thus, strong coupling
between resonator and spin ensemble. We identified the thermal spin polarization P (T ) as the
main reason for this difference in C. Furthermore, we investigated the saturation of the spin
ensemble by varying the incident microwave power at the sample. The setup at millikelvin
temperatures saturated at lower powers due to the larger spin-lattice relaxation time T1 [59].
By using the method of saturation recovery, we were able to estimate T1 ≈ 33 s at millikelvin
temperatures [97]. In the second part of this chapter, pulsed ESR experiments on the same
Si:P sample using the NbTiN resonator coupled to a transmission type feedline measured at
liquid helium temperatures were discussed. We measured spin echoes using the Hahn-echo
pulse sequence and also demonstrated the storage and retrieval of multiple pulses in the spin
ensemble [10]. For the spin coherence time of Si:P, we obtained T2 ≈ 80 µs, which agrees with
comparable samples [12].

In the final chapter, we conceptually discussed electron nuclear magnetic resonance concepts
for transferring the excitation in the spin system to the nuclear subsystem and back. This would
allow to store information in the nuclear spin ensemble with larger spin coherence times of
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T2,n = 1.75 s at T = 5.5K, which is of high interest for potential quantum memory applications
[13]. We then analyzed different possibilities to realize the addition of NMR experimentally to
our existing hybrid system. Here, a flip-chip geometry with a planar coil on the top chip seemed
promising in theory, as its magnetic fieldB2 should be sufficiently large at the spot of the sample
to efficiently drive NMR transitions.

Finally, we want to provide an outlook on how one can continue on from the results of this
work. Since we encountered a decreasing in quality of the NbTiN thin films, one should strive
to optimize the thin films after and reestablish the original quality that has been achieved in
Ref. [18]. Resonators made of NbTiN thin films with high enough quality should outperform
Nb ones in terms of Qint in external magnetic fields relevant for electron spin resonance at mil-
likelvin temperatures.

In this work, we only discussed pulsed electron spin resonance measurements at elevated
temperatures using resonators coupled to a transmission type feedline. One still has to also
do these measurements using the new chip design of resonators coupled to a reflection type
resonators at liquid helium and millikelvin temperatures. An obvious next step is to move to
isotopically engineered 28Si:P to yield higher spin coherence times [12]. Since our maximal
spin cooperativity C ≈ 2 is neither in the critical nor deep in the strong coupling regime, one
wants to achieve C = 1 and C ≫ 1 to compare the efficiency of storage and readout processes
between resonator and spin ensemble for quantum memory applications.

Lastly, the ideas to experimentally implement NMR on our hybrid system needs to be fur-
ther developed. As already mentioned in the last chapter, the option of generating the driving
magnetic field B2 by using a small air coil needs to be further investigated before ruling it out
completely. More appropriate simulation software should be employed to simulate the magnetic
field distribution of such a coil. Otherwise, one can proceed by modelling and simulating the
planar coil in flip-chip geometry and thereby test its applicability for NMR applications.

Besides the optimization of a 28Si:P based quantum memory, we want to also look one step
further. Until now, we have only demonstrated the storage and retrieval of classical microwave
pulses in our spin ensemble. However, for quantum computing based on transmons and fluxo-
nium qubits, quantum memories are also required. The idea of a random access quantum mem-
ory has been already demostrated for a spin ensemble [15]. The next step would be to demon-
strate the actual transfer of information between transmon and quantum memory. Our approach
towards a quantum memory uses NbTiN resonators coupled to a spin ensemble in an external
magnetic field. In contrast to that, transmon qubits and their readout resonators are mostly made
of Nb. Therefore the coherence time of the transmon qubit as well as the quality factor of the
resonator suffer from significant losses in an external magnetic field that is necessary for the
functionality of the quantum memory [119]. To avoid these qubit losses while simultaneously
utilizing the magnetic field robustness of NbTiN resonators for the quantum memory, a setup of
two chips might be reasonable. Here, one Nb chip would host the qubit and its readout resonator
and the other NbTiN chip would host the quantum memory. These chips would then need to be
electrically connected while magnetically shielding the qubit chip.

In conclusion, we further developed the resonator design to enhance the readout signal, which
is another important aspect towards storage and retrieval of quantum states in a spin-based quan-
tum memory.
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Chapter 7 Summary and Outlook
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Appendix A

Fabrication Recipe

The fabrication steps inside the clean room, which are described in chapter 3.2, are presented
here in a step-by-step manner. The chips are handled with a pair of tweezers with teflon tips
to prevent causing scratches in the surface. Every step is executed on clean room wipes to
minimize contamination and the chips are transported in concave plastic sample boxes with the
surface facing down.

Cleaning the Chip for HF Treatment

1. Loose the silicon chip of your choice from the pre-cut wafer by pushing the backside
of the foil on which it is sticking with your finger until you can grab the chip with the
tweezers. Carefully remove the chip.

2. Prepare a hotplate by setting the temperature to 120 ◦C.

3. Fill a beaker with technical grade acetone and put the chip in it. Place the beaker in the
ultrasonic bath for 2 minutes at medium power level.

4. Repeat step 3 twice with p.a. grade acetone.

5. Repeat step 3 once with p.a. grade isopropanol.

6. Remove the chip from the beaker filled with isopropanol and rinse it with p.a. grade
isopropanol.

7. Place the chip on the clean room wipe while still holding it with the tweezers and carefully
blow dry the surface of the chip with nitrogen gas.

8. Put the chip on the preheated hotplate for approximately 2 minutes.

9. Check the surface of the chip with a microscope for scratches, residues of protective coat-
ing etc. If necessary, clean the chip again by starting from step 4. If there are too many
scratches, discard the chip.

10. Proceed with HF treatment.
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Appendix A Fabrication Recipe

Cleaning the Chip for Spin Coating

1. Prepare a hotplate by setting the temperature to 70 ◦C.

2. Prepare two beakers of p.a. acetone and p.a. isopropanol each and place one beaker of
each chemical on the hotplate. Wait for the chemicals to heat up.

3. Put the chip in the beaker with room temperature acetone and place it into the ultrasonic
bath at medium power level for 5 minutes.

4. Repeat the previous step with the other three beakers in the following order: hot acetone,
hot isopropanol and room temperature isopropanol.

5. Remove the chip from the beaker filled with isopropanol and rinse it with p.a. grade
isopropanol.

6. Place the chip on the clean room wipe while still holding it with the tweezers and carefully
blow dry the surface of the chip with nitrogen gas.

7. Proceed with spin coating.

Spin Coating

1. Prepare the hotplate for bakeout by setting up a program that applies a temperature of
150 ◦C for 1 minute with the vacuum function active. Start the program and the hotplate
starts heating until it reaches the set temperature.

2. Activate the vacuum function of the spin coater and open its lid. Carefully mount the chip
onto the spin coater. The vacuum pump sucks the chip onto the O-ring. Center the chip
with help of the aligner shape or carefully with the tweezers. In case of the latter, it is
recommended to execute a lever movement with the tweezers to be able to push the chip
with high precision.

3. Close the lid after successful alignment.

4. Get a suitable tip for the pipette. Its volume should be suitable for 40 µL of resist. Blow
the tip at each opening with nitrogen gas. Mount the tip to the pipette.

5. Extract 40 µL of CSAR "AR-P 6200.18" resist. Be careful to not dip the tip too deep into
the resist. Otherwise, thin film of resist accumulates on the outside of the tip will drop.

6. Insert the pipette into the spin coater via the opening on the top of the lid. It is recom-
mended to use both hands for stabilization and steadiness of the movement. There is an
edge on which you can rest the pipette. This serves as a first orientation point. Carefully
approach the surface of the chip until the distance between chip and tip is about 0.5 cm to
1 cm.

7. When in position, press the button of the pipette down in a slow and steady motion and
keep holding it down.
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8. If there happens to form a bubble of air, you can either try to carefully pop it with the tip
or try to extract it with the pipette, where you still hold the button down. In case of the
latter option, aim for the bubble and carefully lower the pressure on the button until the
bubble is sucked into the tip. There will also be some resist sucked into the tip, but do not
try to put it back to the chip.

9. Remove the pipette and discard the tip into the trash bin.

10. Start the spin coater program that runs with 8000 rpm for 1 minute.

11. Open the lid, deactivate the vacuum function and carefully remove the chip from the spin
coater.

12. Check whether the film of resist is distributed homogeneously except for some wall of
resist in two of the four edges. If that is not the case and/or there are scratches in the resist
layer due to mishandling the chip with the tweezers, you need to remove the resist layer
according to the instruction "Removal of Resist" and start over at "Cleaning the Chip for
Spin Coating".

13. Place the chip onto the wafer of the hotplate and place the wafer on the hotplate. Close
the lid and start the program.

14. Open the lid and remove the wafer and subsequently the chip. Place the chip with the
surface facing up on the tray of the sample box.

15. Get a watch glass, a tooth pick, the bottle of liquid containing gold nanoparticles and a
pipette made of glass. Shake the bottle a few times. Extract some fluid from the bottle
with the glass pipette and place one to two droplets onto the watch glass. The remaining
liquid in the pipette can be put back into the bottle.

16. Dip the tooth pick in the droplet of gold nanoparticles and carefully place a small droplet
in a corner of the surface of the chip by gently pressing the tooth pick onto the surface.
Hold the toothpick vertical for this step. Note on NbTiN chips: Try to place the droplet
on the NbTiN thin film and not on the silicon boundary around it.

17. Repeat the previous step for the other three corners.

18. Proceed with e-beam lithography.

Developing Exposed Resist

1. Prepare the hotplate for post-exposure bakeout by setting up a program that applies a
temperature of 130 ◦C for 1 minute with the vacuum function active. Start the program
and the hotplate starts heating until it reaches the set temperature.

2. Prepare three beakers: One with the developer chemical "AR 600-546" and two with p.a.
grade isopropanol.
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3. Hold the chip with tweezers and gently move it in the developer chemical for 2 minutes.
Make sure to not hit the beaker wall. It is recommended to move the chip in the shape of
the number 8.

4. Dip the chip for about 10 seconds in the first beaker filled with p.a. grade isopropanol and
move it just like in the previous step.

5. Place the chip in the second beaker filled with p.a. grade isopropanol. Place the beaker in
the ultrasonic bath at low power level for 2 minutes.

6. Remove the chip from the beaker and rinse it with p.a. grade isopropanol.

7. Place the chip on the clean room wipe while still holding the former with the tweezers and
carefully blow dry the surface of the chip with nitrogen gas.

8. Check the surface of the chip with a microscope for flakes or residues of resist. If neces-
sary start over from step 2 but reduce the time of development (e.g. only 30 seconds).

9. Place the chip onto the wafer and place it wafer on the hotplate. Close the lid and start the
program.

10. Open the lid and remove the chip.

11. Proceed with reactive ion etching.

Removal of Resist

1. Prepare three beakers: One with the remover chemical "AR 600-71" and two with p.a.
grade isopropanol.

2. Place the chip in the beaker with remover chemical for about 10 minutes. Move the chip
at times with the tweezers.

3. Dip the chip for about 10 seconds in p.a. grade isopropanol and move it just like in the
previous step.

4. Place the chip in the other beaker filled with p.a. grade isopropanol. Place the beaker in
the ultrasonic bath at low power level for 2 minutes.

5. Remove the chip from the beaker filled with isopropanol and rinse it above the latter with
p.a. grade isopropanol.

6. Place the chip on the clean room wipe while still holding the former with the tweezers and
carefully blow dry the surface of the chip with nitrogen gas.

7. Check the surface of the chip with a microscope for flakes or residues of resist. If neces-
sary, start over at step 2. Optional: Heat the remover up to 40 ◦C by placing the beaker on
a hotplate.

8. The chip is finished.
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Appendix B

Further Transport Measurements

As mentioned in chapter 4.2, we conduct additional transport measurements on NbTiN thin films
after exchanging the target of the ULTRADISK. The films are grown on silicon substrates with
a thermal oxide layer on top, i.e. these chips are not treated with HF. The process parameters as
well as the results of the transport measurements are listed in table B.0.1 and the data is shown
in the following.

Sample Tdepo (◦C) Ar/N2 Idepo (mA) RRR Method Tc (K) ∆T (K)

NbTiN06 20 36.2/3.8 200 0.9021
fit 10.159 0.313

mean value 10.306 0.263

NbTiN07 500 36.2/3.8 200 1.0640
fit 15.739 0.201

mean value 15.912 0.260

NbTiN08 500 37/3 200 1.1876
fit 15.215 0.061

mean value 15.219 0.043

NbTiN09 500 35/5 200 1.0897
fit 15.974 0.054

mean value 16.010 0.043

NbTiN10 500 35/5 400 1.1024
fit 14.611 0.040

mean value 14.615 0.044

NbTiN11 500 34/6 400 /
fit 15.705 0.030

mean value 15.714 0.035

Table B.0.1: Summary of the deposition parameters and determined characteristics for sputtered
NbTiN thin films. The deposition procedure is explained in chapter 3.2. The performed transport
measurements and the according data analysis is addressed in chapter 4.2.
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Figure B.0.1: Tc measurement of sample NbTiN06. a) Raw data. b) Numerical derivative with
gaussian fit. The critical temperature is far below the expected value of 16K, hinting that this film
does not have the desired composition. This film has insufficient quality.
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Figure B.0.2: Tc measurement of sample NbTiN07. a) Raw data. b) Numerical derivative with
gaussian fit. The transition temperature seems very good, but the transition width is rather large
compared to other films. Based on this large width, this film seems not be of sufficient quality.
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Figure B.0.3: Tc measurement of sample NbTiN08. a) Raw data. b) Numerical derivative with
gaussian fit. The critical temperature is good and the width of the transition is very small. However,
the drop in ρ after passing Tc is irritating.
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Figure B.0.4: Tc measurement of sample NbTiN09. a) Raw data. b) Numerical derivative with
gaussian fit. Both critical temperature and the transition width show promising values of high quality
films.
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Figure B.0.5: Tc measurement of sample NbTiN10. a) Raw data. b) Numerical derivative with
gaussian fit. The transition is very sharp, but the critical temperature is rather low, which is not
satisfactory.
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Figure B.0.6: Tc measurement of sample NbTiN11. a) Raw data. b) Numerical derivative with
gaussian fit. The values for Tc and ∆T also look very promising and hint for a high quality thin film.
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Figure B.0.7: Measured ρ(T ) curves of samples a) NbTiN06 and b) NbTiN07. The decline of ρ for
NbTiN06 hints that this film does not fulfill the required composition of the three components.
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Figure B.0.8: Measured ρ(T ) curves of samples a) NbTiN08 and b) NbTiN09. The jumps in the data
are a consequence of the measurement procedure, which was done in intervals of 50K.
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Figure B.0.9: Measured ρ(T ) curves of samples a) NbTiN10 and b) NbTiN11. For the latter, no
RRR value was extracted due to the unusual behavior of ρ for temperatures above 225K.
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