
WMI
TECHNISCHE

UNIVERSITÄT
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Chapter 1

Introduction

Within the last couple of decades, the development of quantum information science gave

rise to many novel and active fields of research. These fields are unified by a common goal

to exploit fundamental properties imposed by quantum mechanics, such as superposition

or quantum entanglement, in order to achieve a quantum advantage in solution of various

practical problems. For example, this advantage can come in the form of an unconditional

security, in the case of quantum cryptography and quantum communication [1, 2], or

in the form of an ability to deal with classically-unsolvable problem, in the case of

quantum computing [3]. In order to experimentally implement these concepts, various

physical platforms must be developed. While each platform has its own advantages and

disadvantages, superconducting circuits operating in the quantum regime are a particularly

promising platform, especially due to the recent advances with superconducting quantum

information processors with few tens of quantum bits [4].

Experimental applications of the superconducting circuits are not limited to quantum

bits - they also can be used for generation and investigations of quantum microwave

radiation. Here, state-of-the-art experiments have demonstrated successful applications

of propagating microwaves as carriers of quantum information, for example, in secure

communication with remote state preparation [5], quantum teleportation [6], or quantum

key distribution [7]. This entire field is of great importance with respect to future

quantum communication between superconducting quantum processors. The absence of

frequency conversion losses due to the natural frequency match between the propagating

microwaves and the superconducting quantum processors can be the decisive factor

especially in local area networks. However, despite many advantages of utilizing the

microwave regime for quantum information processing, experimental implementations

hold many challenges. First of all, the employed superconducting circuits require cryogenic

operation temperatures, typically, below 10 Kelvin, to be in the superconducting state.

Moreover, comparatively low energies of microwave photons in the gigahertz range imply

the requirement of even lower temperatures around a few tens of millikelvin in order

to avoid excessive thermal noise. Furthermore, the low energies of microwave photons

makes their detection a challenging task. The lack of efficient single-photon detectors in

the microwave regime requires us to amplify the weak microwave signals with a chain

3



4 Chapter 1 Introduction

of linear amplifiers before conversion into digital signals. State-of-the-art commercially

available semiconductor-based microwave amplifiers, such as cryogenic high-electron-

mobility transistors (HEMTs), inevitably add 10-20 noise photons to the incoming signal.

This makes the task of quantum tomography of microwave states with very few photons

quite challenging. Here, superconducting parametric amplifiers are extremely important

and useful [3]. These amplifiers provide access to the quantum-limited noise performance,

corresponding to 0.5 added noise photons in the phase-insensitive regime.

First proposals for parametric amplifiers based on the nonlinear inductance of Josephson

junctions date back to the early 1980s [8]. By the end of that decade, Josephson junction-

based amplification reaching the near quantum-limited performance was demonstrated

for the first time by Bernard Yurke et al. [9, 10]. In the early 2000s, with a renewed

interest stemming from the field of circuit quantum electrodynamics (c-QED) [11–13],

microwave quantum-limited amplification became the basis for many applications, such

as single-shot qubit readout. Over the last couple of years, flux-driven JPAs [14, 15]

have seen extensive use in various different fields of research, including, but not limited

to, high-fidelity qubit readout [16], generation of squeezed microwave fields [17], or as

sources of quantum entanglement in continuous-variable systems [18]. However, despite of

years of improvements, Josephson-based amplifiers struggled to overcome bandwidth, gain,

and compression limitations imposed by the original resonator paradigm. These issues

have strongly motivated the development of superconducting traveling wave parametric

amplifier (TWPA) devices in the microwave regime. These TWPAs make use of resonator-

free geometries with distributed nonlinear elements and are able to overcome the gain-

bandwidth limit of the resonator-based JPAs.

In this thesis, we experimentally measure and compare flux-driven JPA designs with a

superconducting TWPA device in the context of their nondegenerate gain and bandwidth,

1 dB-compression point, and ability to create squeezed states. For the quantum state

tomography of these squeezed states of light, an accurate calibration of the system’s

amplification chain is of utmost importance. To this end, we introduce a so-called two-

dimensional Planck spectroscopy. It improves the existing calibration techniques based on

the black-body radiation approach [19] and provides an in-situ access to microwave losses

present inside of a closed cryogenic system at millikelvin temperatures.

The ability of superconducting JPAs and TWPAs to generate propagating squeezed

states, in perspective, allows one to build local area quantum network [20], generate

cluster states [21], and, in general, implement paradigms of continuous-variable quantum

information processing [22–24] in the microwave regime.

In order to experimentally investigate a potential of such distributed microwave quantum

networks, an accompanying cryogenic infrastructure needs to be created and tested. To

this end, in close collaboration with Oxford Instruments, we have designed a cryogenic

link, that connects two dilution cryostats spatially separated by 6.5 m. This link contains

a 6 m long superconducting microwave cable, which is cooled to the temperatures of less



5

than 100 mK, forming a quantum local area network (QLAN) in the microwave regime.

We demonstrate the potential of this QLAN implementation by successfully transferring

microwave squeezed states and distributing quantum entanglement across the link.

This thesis is divided into four main chapters, preceded by introduction and concluded

by the summary. In Chapter 2, we give an introduction into the fundamental theory of the

flux-driven JPAs and TWPAs. To this end, we introduce Gaussian states which provide

the basis for the description of quantum states used in our experiments. Afterwards, we

present the nonlinear Josephson elements (dc-SQUIDs and SNAILs) used to construct the

JPAs and TWPAs. We describe the parametric amplification process and its limitations.

We conclude this chapter by theoretically describing the superconducting TWPA. In

Chapter 3, we focus on the employed cryogenic and room temperature setups. Here, we

present the data acquisition, processing, and calibration procedures. Chapter 4 is dedicated

to the experimental measurements and characterization of the JPAs and TWPA. We

discuss their properties in the framework of quantum-limited phase-insensitive amplifiers

and as generators of squeezed light. We conclude this chapter by introducing different

techniques used to calibrate losses and noise in closed cryogenic microwave systems and

present the novel two-dimensional Planck spectroscopy. We discuss the experimental

results obtained with this method and use them to determine the noise performance of

the TWPA. In Chapter 5, we introduce the cryogenic link, discuss its technical details,

and present its temperature performance. We conclude this chapter by demonstrating

microwave entanglement distribution over the cryogenic link at elevated temperatures (up

to 1 K) through the superconducting cable. Chapter 6 concludes the thesis by providing a

short summary with a related outlook.





Chapter 2

Propagating quantum microwaves and

superconducting circuits

In this chapter, we present the theoretical foundations necessary for this thesis. First, we

discuss a theory to describe propagating quantum microwaves. To this end, we present

the Wigner function as a quasi-probability distribution. Furthermore, we introduce

Gaussian states and provide important examples of such states. Second, we discuss

different superconducting elements needed to construct Josephson parametric amplifiers

(JPAs) and Josephson traveling wave parametric amplifiers (JTWPAs). These are the

coplanar waveguide (CPW), the direct current superconducting quantum interference

device (dc-SQUID), and the superconducting nonlinear asymmetric inductive element

(SNAIL). We also discuss related amplification mechanisms and how these amplifiers can

be used as a source of nonclassical microwave signals.

2.1 Propagating quantum microwaves

Superconducting JPAs and TWPAs are meant to operate with propagating microwave

signals in the quantum regime. Here, we provide basic concepts and mathematical tools for

describing such quantum microwaves. To this end, we introduce a concept of propagating

microwave signals. We employ the Wigner quasi-probability distribution as the main

tool for describing Gaussian microwave states and discuss most typical Gaussian states.

We conclude the section by introducing a negativity criterion as a measure for quantum

entanglement.

2.1.1 Representation of quantum states

Throughout this thesis, we are interested in studying electromagnetic signals with fre-

quencies laying in the range from 3 to 12 GHz propagating along quasi one-dimensional

structures, such as coaxial cables or coplanar waveguides. All these frequencies are

located well within the microwave regime spanning from 300 MHz to 300 GHz. These

propagating waves obey Maxwell’s equations, which provide the basis for their classical

7
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description. Such signals A(r, t) can be described by introducing their in-phase and

out-of-phase quadrature components, I(t) and Q(t), respectivley. We can express an

arbitrary propagating single-mode signal at position x as

A (x, t) = I(t) cos(ωt − kx) + Q(t) sin(ωt − kx) , (2.1)

where k is the wave vector. We limit the discussion to signals propagating only in

one dimension, as we mainly employ signals propagating along quasi one-dimensional

structures throughout our experiments. We see, that for a given position, wave vector,

and frequency, knowledge over the in- and out-of-phase quadratures gives us access to

all relevant information about the signal. However, if one wants to describe quantum-

mechanical properties of propagating signals, quantization of the electromagnetic field must

be performed. In this context, the amplitude operator for a one-dimensional, quantized,

single-mode electrical field is given by [25]

Â(x, t) = C
[
â†ei(ωt−kx) + âe−i(ωt−kx)

]
= 2C [q̂ cos(ωt − kx) + p̂ sin(ωt − kx)] . (2.2)

Here, we have introduced the bosonic creation and annihilation operators, â† and â,

respectively. The normalization constant C is chosen in such a way that â† and â obey

the usual bosonic commutation relation,
[
â, â†

]
= 1. Utilizing these operators, we can

define the canonical quadrature operators q̂ and p̂

q̂ = â + â†

2 , p̂ = â − â†

2i
, [q̂, p̂] = i

2 . (2.3)

In contrast to the classical quadratures I and Q, we are not able to achieve absolute

knowledge of the expectation values of q̂ and p̂ simultaneously, due to their non-zero

commutation relation. The achievable precision is bounded by the Heisenberg-uncertainty

relation [26]

∆q · ∆p ≤ 1
2 | ⟨[ q̂, p̂]⟩| = 1

4 , (2.4)

where the variance ∆O of an observable Ô is defined as

(∆O)2 ≡ ⟨Ô2⟩ − ⟨Ô⟩2 . (2.5)

Therefore, a complete description of propagating quantum states with only the expectation

values of the quadrature components is not possible and an alternative method relying on

the full quantum description is needed.
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Density matrix

One of the most general ways of describing quantum states utilizes the density matrix

formalism, as any quantum-mechanical state is completely described by its density matrix ρ̂

ρ̂ =
N∑
j=1

Pj |Ψj⟩ ⟨Ψj| , (2.6)

where N is the dimension of the Hilbert-space describing the system. With Pj ≤ 1
and

∑N
j Pj = 1, Pj represents the classical probability of finding the system in the

eigenstate |Ψj⟩. The expectation value of an observable Ô can be calculated using the

density matrix

⟨Ô⟩ =
∑
j

Pj ⟨Ψj|Ô|Ψj⟩ = Tr
(
Ôρ̂
)

. (2.7)

In general, the density matrix approach is very universal and powerful but may lead to

significant mathematical complications. Therefore, for a more limited class of quantum

states, such as the Gaussian states, one may use certain simplifications. These Gaussian

states yield a more practical description of the continuous variable systems we are

interested it, as it is possible to express them in terms of phase space quasi-probability

distributions such as the Wigner function [27]. This quasi-probability distribution can

be seen as an extension of the classical probability distributions, where we have a well-

defined probability to find a system in a given state (p, q), to quantum systems, where

the Heisenberg uncertainty prohibits precise knowledge of q and p at the same time.

Wigner function

The Wigner function is a quasi-probability distribution function, which gives an equivalent

description to the density matrix formalism. In general, the Wigner function of a density

matrix ρ̂ is defined as [27, 28]

W (q, p) = 1
πℏ

∫ ∞

−∞
⟨q − y| ρ̂ |q + y⟩ e2ipy/ℏdy , (2.8)

where ℏ = h/2π is the reduced Planck constant. Here, as for any probability distribution,

the normalization condition
∫∞

−∞
∫∞

−∞ W (p, q)dpdq = 1 must be fulfilled. However, contrary

to a classical probability distribution, the Wigner function can take negative values, which

makes it a quasi-probability distribution [29].

2.1.2 Gaussian states

Gaussian states are defined as states whose quasi-probability distributions can be fully

captured by the Gaussian distribution in the Wigner phase space. Any arbitrary N -mode

Gaussian state can be fully described using the statistical moments of its quadratures.
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Figure 2.1: (a) Wigner function of a vacuum state with symmetric quadrature variances,

(∆p)2 = (∆q)2 = 1/4. (b) Wigner function of a thermal state with the photon

number nth = 4 corresponding to (∆p)2 = (∆q)2 = 17/4. Such a thermal state

corresponds to a microwave mode at the frequency of 5 GHz and at the temperature

around 1.1 K.

We define the first order statistical moment as the mean, x̄ = ⟨x⟩ = Tr (ρ̂x̂). Here,

x = (q̂1, p̂1, ..., q̂N , p̂N) is a vector containing the quadrature field operators of each of the

N modes. The second order moment is a 2N × 2N real symmetric matrix, also known as

the covariance matrix V. Its elements, Vij, are defined as

Vij = ⟨x̂ix̂j + x̂jx̂i⟩/2 − ⟨x̂i⟩⟨x̂j⟩ . (2.9)

A full quantum description of an arbitrary Gaussian state requires knowledge of only first

and second order statistical quadrature moments, x and V [30, 31]. The Wigner function

of a N -mode Gaussian state can be written as [32]

W (x) =
exp

[
−1

2 (x − x̄) V−1 (x − x̄)T
]

(2π)N
√

det V
. (2.10)

Equation 2.10 demonstrates, that the Wigner function of a N -mode Gaussian state is

always positive. Negative values of the Wigner function correspond to non-Gaussian

quantum states.

Vacuum and thermal states

As the first example of Gaussian states, we consider the ground state of the electromagnetic

field, also known as the vacuum state, |0⟩. The vacuum state corresponds to the zero

equilibrium temperature, T = 0. Although the mean expectation values of quadratures
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are zero in the vacuum state, their variances remain profoundly non-zero, giving rise to

vacuum field fluctuations. These fluctuations are a direct consequence of the bosonic

commutation relation. The statistical moments of the vacuum state are [33]

x̄vac = 0 and Vvac = 12 , (2.11)

where 12 is the 2 × 2 identity matrix. This state has minimum uncertainty with equal

variances for both quadratures (∆p)2 = (∆q)2 = 1/4. Figure 2.1(a) shows the Wigner

function of the vacuum state.

In the finite temperature regime, T > 0, the ideal vacuum state is transformed into the

thermal state. The thermal states are characterized by their mean number of photons, nth,

in the bosonic mode, which follows the Bose-Einstein statistics [34]

nth = 1
exp

(
hf

kBT

)
− 1

. (2.12)

Here, kB is the Boltzmann constant. The density matrix of the thermal state is given

by [35]

ρ̂th =
∑

n

nn
th

(1 + nth)(n+1) |n⟩ ⟨n| , (2.13)

which only depends on the mean photon number nth. The mean and covariance matrix of

the thermal state are given by

x̄th = 0 and Vth = (2nth + 1)12

4 . (2.14)

The Wigner function of a thermal state with nth = 4 is plotted in Fig. 2.1(b). Even though

it is impossible to reach T = 0, often, microwave thermal states in our experiments can

approximated as vacuum states if the condition kBT ≪ hf is fulfilled.

Coherent states

The third class of Gaussian states is represented by coherent states, |α⟩, which are also

minimum uncertainty states just like the vacuum states. Mathematically, a coherent

state is defined as the eigenstate of the annihilation operator â, with a corresponding

eigenvalue α

â |α⟩ = α |α⟩ . (2.15)

Since the annihilation operator â is not a Hermitian operator, the displacement amplitude,

α = Q + iP , can be complex. Creating a coherent state is realized by applying the

displacement operator

D̂(α) = exp(αâ† − α∗â) (2.16)
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Figure 2.2: Wigner function of the ideal coherent state with |α| = 4 and θ = π/4.

to the vacuum state |0⟩. If we consider the phase space representation, the covariance

matrix of the coherent state is that of the vacuum state, but its mean is displaced to

the phase space coordinates (Q, P ), as can be seen in Fig. 2.2. The coherent states are

described by

x̄coh = (Q, P ) and Vcoh = 12 . (2.17)

Single- and two-mode squeezed states

The last class of Gaussian states are squeezed states. Here, we can differentiate between

single-mode squeezed (SMS) and two-mode squeezed (TMS) states. SMS states have

different variances along different quadratures, as shown in Fig. 2.3, giving them a distinct

ellipsoidal shape which is ”squeezed” along a certain direction, as compared to that of

coherent, vacuum, or thermal states. Mathematically, they can be described by applying

a single-mode squeezing operator [36]

Ŝ(ξ) = exp
(1

2ξ∗â2 − ξ(â†)2
)

(2.18)

to the vacuum state |0⟩, where ξ = reiφ is the complex squeezing amplitude, with r

being the squeezing factor and φ the squeezing phase. The latter describes a squeezing

orientation in the phase space. Here, it is more common to give a squeezing angle,

γ = −φ/2, which represents the angle between the anti-squeezed quadrature direction and

the p-axis, as depicted in Fig. 2.3. The variances along the squeezed and anti-squeezed

quadratures are given by σ2
s = e−2r/4 and σ2

as = e2r/4, respectively. Here, it can be seen,

that the variance of the squeezed quadrature can drop below 1/4, which is that of the

vacuum state. As the Heisenberg uncertainty relation has to be fulfilled, the variance of
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Figure 2.3: Wigner function of a single-mode squeezed state with r = 0.8 and θ = 3π/4.
This corresponds to the squeezed variance of σ2

s = 0.05 and the squeezing level of

S = 6.9 dB below the vacuum level.

the orthogonal quadrature must be increased accordingly.

In our experiments, SMS states can be created by using JPAs or TWPAs in the

degenerate regime, acting as phase-sensitive amplifiers with the vacuum state as their

input. To quantify the amount of squeezing and anti-squeezing generated by these devices,

we introduce the squeezing and anti-squeezing levels, S and A, respectively

S = −10 log10

(
σ2
s

0.25

)
and A = 10 log10

(
σ2
a

0.25

)
, (2.19)

where the factor 0.25 stems from the quadrature variance of the vacuum, originating from

our definition of quadrature operators. Therefore, positive levels of S indicate squeezing

below the vacuum limit. The quadrature mean and covariance matrix of a single-mode

squeezed state are [33]

x̄sms = 0 and Vsms =
(

cosh(2r) + cos(φ) sinh(2r) sin(φ) sinh(2r)
sin(φ) sinh(2r) cosh(r) − cos(φ) sinh(2r)

)
. (2.20)

A particularly important extension of the squeezed states are two-mode squeezed (TMS)

states. These states represent a particular realization of quantum entangled states and

can be readily generated in many experiments with superconducting quantum circuits.

In our experiments, the TMS state are created by sending squeezed states at the same

frequency to a symmetric beam splitter, which leads to the creation of an entangled,

frequency-degenerate, state at its outputs [32, 37]. Another way of creating the TMS

states involves using broadband parametric amplifiers, such as the TWPA. In doing so, we

generate pairs of entangled, frequency-nondegerate, photons in the output modes, where
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the correlations between these modes establish the two-mode squeezing [35]. An arbitrary

TMS state can be described by the two-mode squeezing operator [35]

Ŝ2(ξ) = exp
[
ξ∗
(
âb̂ − â†b̂†

)]
, (2.21)

where â and b̂ are the annihilation operators of the different modes and ξ = reiφ is the

complex two-mode squeezing amplitude, identical to the SMS operator definition. For

φ = 0, the quadrature mean and covariance matrix of an ideal TMS state are given by [35]

xtms = 0 and Vtms = 1
4


cosh (2r) 0 sinh (2r) 0

0 cosh (2r) 0 − sinh (2r)
sinh (2r) 0 cosh (2r) 0

0 − sinh (2r) 0 cosh (2r)

 . (2.22)

The two-mode squeezed vacuum state does not imply any local squeezing in individual

modes and the two-mode squeezing is present between the different modes. Locally, these

modes look like thermal states. The Wigner function of this TMS state can be written

as [38]

W (q1, q2.p1, p2) = 4
π2 exp

(
−(q1 + q2)2 + (p1 − p2)2

e2r
− (q1 − q2)2 + (p1 + p2)2

e−2r

)
. (2.23)

For r → ∞, this Wigner function takes the form W (q1, q2, p1, p2) ∝ δ(q1 − q2)δ(p1 + p2),
where δ denotes the Dirac delta-function. This state is the basis of the quantum nonlocality

paradox, which has been proposed by Einstein, Podolsky, and Rosen [39].

Two-mode squeezing is tightly related to the concept of quantum entanglement. In

general, a state shared by two parties A and B can be described by a joint density

matrix ρ̂AB. This state is separable, if ρ̂AB can be decomposed into a convex sum of

product states. Each of these product states fully describes the respective local subsystems.

A bipartite quantum state is defined to be quantum-entangled if its density matrix is

not separable. This bipartite quantum entanglement can be quantified by the so-called

negativity measure, N . It is an entanglement monotone based on the Peres-Horodecki

positive partial transpose (PPT) criterion [40], making it rather easy to calculate from the

covariance matrix. For bipartite Gaussian states, the negativity can be expressed as [41]

N = max
(

0,
1

8ν̃−
− 1

2

)
, (2.24)

where ν̃− is the smallest symplectic eigenvalue of the partially transposed density matrix.

A positive negativity, N > 0, indicates the presence of quantum-entanglement. In order

to calculate the symplectic eigenvalues from the covariance matrix, we first introduce the
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covariance matrix of a two-mode Gaussian state. It can be expressed in the form

V =
(

A C
CT B

)
, (2.25)

where A, B, and C are 2 × 2 matrices. Here, A and B describe the local states A

in the first mode and B in the second mode, respectively. The matrix C contains the

information about cross-correlations between both parties. In order to calculate the

symplectic eigenvalues, it is useful to first define the local symplectic invariants of the

covariance matrix [42]

I1 = det(A), I2 = det(B), I3 = det(C), I4 = det(D) . (2.26)

With access to the symplectic invariants, we can define the two symplectic eigenvalues of

the two-mode Gaussian state

ν̃± =
√

∆ ±
√

∆2 − 4I4

2 , (2.27)

where ∆ = I1 + I2 + 2I3.

2.2 Superconducting parametric amplifiers

In this section, we theoretically describe parametric amplification in the microwave regime

with a flux-driven JPA, as well as with a JTWPA. These devices rely on the interaction

between a signal and nonlinear medium. For the JPA, this interaction is achieved by

placing the dc-SQUID inside a cavity, which enhances the interaction time. For the

JTWPA, the long interaction times are achieved by long chains of nonlinear elements

embedded in the center conductor of a transmission line. Both devices allow for parametric

amplification of microwave signals with a noise performance close to the standard quantum

limit. They can also serve for the generation of quantum microwave signals.

2.2.1 Superconductivity and Josephson junctions

In order to preserve quantum states, low losses are of utmost importance. To this

end, we utilize superconducting materials throughout our experimental setups which

minimize dissipation, and thus, coupling to a noisy environment. The superconductivity

itself is a consequence of perfect diamagnetism below a certain transition temperature,

known as the Meißner-Ochsenfeld effect [43]. Another fundamental phenomenon in

superconductors which is central to our work is the Josephson effect [44]. The latter

occurs when two bulk superconductors are weakly coupled to each other. To explain this

effect, we need to consider superconductivity as a quantum phenomenon. This allows
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Insulating layer

Figure 2.4: Schematic of a Josephson junction consisting of two bulk superconductors (grey)

coupled via an insulating layer (yellow). The symbol Ψ1,2 denotes the macroscopic

wave function of the respective bulk superconductor.

us to assign a macroscopic wave function Ψi(r, t) = √
ns,ie

iθi(r,t), where i = 1, 2 denotes

superconductor 1 or 2 , to each of the bulk superconductors [45, 46]. Here,
√

ns,i refers

to the density of Cooper pairs and θi(r, t) is the global phase of the wave function in

each superconductor. By placing a thin layer of non-superconducting material, such as

an insulator, between the two superconductors, an overlap of the two wavefunctions can

be established and a Josephson junction (JJ) is formed. Such a structure is illustrated

in Fig. 2.4. Considering that both wavefunctions posses different global phases, one can

define a gauge invariant phase difference across the Josephson junction given by [47]

φ(r, t) = θ2(r, t) − θ1(r, t) − 2π

Φ0

∫ 2

1
A(r, t)dl , (2.28)

where Φ0 = h
2e

is the magnetic flux quantum and A(r, t) is a magnetic vector potential.

The Josephson effect can be described using two equations, the first and the second

Josephson equations. The first Josephson equation is also known as the current-phase

relation and connects the Josephson phase difference φ with the supercurrent Is across

the Josephson junction [48]

Is = Ic sin(φ) , (2.29)

where Ic is the critical current which determines the maximum amplitude of the supercur-

rent. The second Josephson equation, also known as the voltage-phase relation, can be

derived from the gauge invariant phase difference and gives a link between the voltage V

across the Josephson junction and the time-derivative of the Josephson phase [48]

∂φ

∂t
= 2π

Φ0
V (t) . (2.30)

By using V = LdIs
dt

and the Josephson equations one can derive the inductance of the

Josephson junction [48]

Ls(φ) = Φ0

2πIc cos φ
= LJ

cos φ
, (2.31)
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Figure 2.5: (a) Schematic drawing of a dc-SQUID consisting of a superconducting loop inter-

rupted by two Josephson junctions with equal critical currents Ic and related phase

difference φ1,2. (b) Schematic drawing of a SNAIL consisting of two large Josephson

junctions and one that has a critical current that is smaller by a factor α < 1. For
both panels (a) and (b), the green arrows indicate the external magnetic flux density

through the superconducting loop.

where we have introduced the Josephson inductance LJ = Ls(φ = 0) = Φ0
2πIc

as a

characteristic parameter of the Josephson junction. Consequently, the junction behaves as

a nonlinear inductor, which is particularly useful in many applications of superconducting

circuits.

2.2.2 dc-SQUID and SNAIL

In the following section we will introduce two Josephson junction-based devices: a dc-

SQUID and a SNAIL. These superconducting devices are central parts of JPAs and

TWPAs.

dc-SQUID

One of the main building blocks of a JPA is the dc-SQUID. Its basic structure is shown

in Fig. 2.5(a). Here, two Josephson junctions are connected in parallel and linked via

a superconducting loop. We assume that both junctions are identical with the same

critical current Ic,1 = Ic,2 = Ic. Due to boundary conditions, the gauge invariant phase

differences φ1 and φ2 of each Josephson junction are not independent of each other and

the total phase change along the closed dc-SQUID loop has to be
∮

C ∇θ · dr = 2πn, n ∈ Z.
By utilizing the gauge invariant phase difference introduced in Eq. 2.28, the phase gradient

across the superconductor can be written as [48]

∇θ = 2π

Φ0
(ΛJs + A) , (2.32)
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where Js is the supercurrent density, A is the vector potential, and Λ is the London

parameter. Assuming that the superconducting loop is much thicker than the London

penetration depth, one can always find an integration path deep inside the superconductor,

where the supercurrent density Js = 0, such that we can neglect the integral part over

Js. In this case, the only contribution comes from the integral over A, which yields the

magnetic flux Φ enclosed in the loop. Using this we obtain

φ2 − φ1 = 2πΦtotal

Φ0
+ 2πn , (2.33)

where Φtotal is the total magnetic flux threading the dc-SQUID loop. This total flux

consists of the externally applied flux Φext and the self-induced flux LloopIcirc,

Φtotal = Φext + LloopIcirc . (2.34)

Here, Lloop is the geometric inductance of the superconducting loop and Icirc is the

screening current circulating in the loop defined as

Icirc = I1 − I2

2 = Ic cos
(

φ1 + φ2

2

)
sin

(
φ1 − φ2

2

)
, (2.35)

where I1 and I2 are the supercurrents flowing through the respective junction. Furthermore,

we can calculate the total transport current Itr through the dc-SQUID by adding the

currents through each of the Josephson junctions

Itr = I1 + I2 = 2Ic sin
(

φ1 + φ2

2

)
cos

(
φ1 − φ2

2

)
. (2.36)

Using these results, we can rewrite the total magnetic flux through the loop as

Φtotal

Φ0
= Φext

Φ0
− βL

2 cos
(

φ1 + φ2

2

)
sin

(
φ1 − φ2

2

)
, (2.37)

where we introduce the screening parameter βL = 2LloopIc/Φ0 [49] which describes the

screening properties of the dc-SQUID. Here, two distinct regimes can be found. First, for

βL ≈ 0, the self-induced flux by the dc-SQUID can be neglected and, thus, the total flux

can be approximated with the externally applied flux Φtotal ≈ Φext. In this case, we can

define a nonlinear flux-dependent inductance of the dc-SQUID [50]

LS(Φext) = Φ0

4πIc

∣∣∣∣∣cos
(

π
Φext

Φ0

)∣∣∣∣∣ . (2.38)

From this we can see, that a dc-SQUID with βL ≈ 0 behaves like a a single Josephson

junction with a flux-dependent maximum supercurrent. For βL > 0, the self inductance of
the loop is not negligible anymore, thus requiring a self-consistent solution of Eq. 2.36 and
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Eq. 2.37, while fulfilling the fluxiod quantization introduced in Eq. 2.33. In most cases

of finite screening, analytical expressions cannot be derived and one needs to perform

numerical simulations of the system.

SNAIL

In general, it is instructive to study a potential energy U (φ) of an arbitrary Josephson

circuit expanded in the Taylor series

U (φ) = EJ

[
c2 (Φext) φ2 + c3 (Φext) φ3 + c4 (Φext) φ4 + ...

]
, (2.39)

where EJ = Φ0Ic

2π
is the Josephson energy of the single Josephson junction. Here, the expan-

sion coefficient c2 relates to the linear part of the Josephson inductance, the c3 term relates

to three-wave mixing (3WM), and the c4 term relates to four-wave mixing (4WM) [51, 52].

The latter two terms are fundamental for the performance of any parametric amplifier, as

they determine the mixing process present. The four-wave mixing process is promoted

by the third order nonlinearity in the Josephson inductance, which corresponds to the

fourth order in the potential energy. As this is equivalent to the Kerr-nonlinearity in

optical fibers, it is often referred to as Kerr-like nonlinearity. During the four-wave mixing

process, a total of four photons interact: two pump photons (with frequency ωp and wave

vector kp) are converted into one signal (ωs, ks) and one idler photon (ωi, ki) under both

energy (2ωp = ωs +ωi) and momentum (2kp = ks +ki) conservation. Three-wave mixing,

on the other hand, is promoted by the third order nonlinearity in the potential energy.

Here, only one pump photon interacts with a signal and an idler photon, leading to the

according relations ωp = ωs +ωi and kp = ks +ki. Different Josephson circuits will result

in different expansion coefficients, for example c2 = 1, c3 = 0 and c4 = − 1
12 for the single

Josephson junction. Another Josephson circuit we want to consider is the SNAIL. In

general, it consists of a superconducting loop interrupted by n large Josephson junctions

and a single smaller junction with the Josephson energies EJ and αEJ , α < 1, respectively.
As for the dc-SQUID, we can bias the SNAIL with an external magnetic flux Φext. For

α ≈ 0.8 and Φext ≈ 0.5 Φ0, this circuit can be used as the flux qubit [53, 54] with a

double-well potential. Additionally, in the limit of n ≫ 1 the potential approaches the

fluxonium qubit regime [55]. The SNAILs used for the TWPA in this work contain two

large, n = 2, and one small junction, α < 1. Therefore, we will limit our discussion to this

case. A scheme of the SNAIL is illustrated in Fig. 2.5(b). In contrary to the flux qubit,

we aim for a set of parameters which creates a potential with a single minimum, limiting

the SNAIL asymmetry α to in the range of 0 < α < 0.5. In order to derive the potential

energy of the SNAIL, we denote the phase across the small Josephson junction as φs, and

the total phase traversing the SNAIL loop as φext = 2πΦext/Φ0. Using Kirchhoff’s law,
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Figure 2.6: Dependence of the coefficients c3 and c4 on the external magnetic flux and the

SNAIL asymmetry α. We can see, that it is possible to have finite 3WM (i.e. c3 , 0)
and simultaneously vanishing 4WM (i.e. c4 → 0) for α ≈ 0.3 and an external flux

of roughly 0.4 Φext/Φ0. This optimal regime is marked by the black crosses. The

black-hatched regions correspond to unwanted double well behavior.

the transport current Itr across the SNAIL is given by [56]

Itr = αIc sin (φs) − Ic sin
(

φext − φs

2

)
, (2.40)

where we assume a uniform phase drop across the two large junctions. This assumption

is based on the fact that internal capacitances of the junctions are small and the self-

resonance frequencies of the element are expected to be above 30 GHz. Therefore, it

behaves as a nonlinear inductor at typical frequencies of circuit QED experiments of

around 5 GHz [57]. Utilizing Eq. 2.30, the voltage-phase relation, we obtain the potential

energy US (φs) of the SNAIL

US (φs) = EJ

∫ (
αIc sin (φs) − Ic sin

(
φext − φs

2

))
dφs =

− αEJ cos (φs) − 2EJ cos
(

φext − φs

2

)
. (2.41)
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Next, we expand the potential energy into the Taylor series around its minimum located

at φmin. Introducing φ̃ = φs − φmin, we obtain

US (φ̃) /EJ = c1φ̃ + c2φ̃
2 + c3φ̃

3 + c4φ̃
4 + ... . (2.42)

The individual flux-dependent coefficients are given by

cn = EJ

n!
∂nUS (φs)

∂φn
s

∣∣∣∣∣
φmin

. (2.43)

The linear inductance of the SNAIL is given as LSNAIL (φext) = LJ/c2 (φext). Furthermore,

expanding US around its minimum leads to a vanishing transport current through the

SNAIL, since c1 = 0 at φs = φmin. The coefficients c3 and c4 are shown in Fig. 2.6 for

various flux and SNAIL asymmetry values. For α > 0.5, a double well behavior of the

potential energy emerges. The potential energy as a function of φs for the Kerr-free

situation, as well as for parameters leading to a double well potential can be seen in Fig. 2.7.

- 2 π - π 0 π 2 π
- 2

0
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U S
(� s
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 α = 0 . 3 ,  Φ e x t / Φ 0 = 0 . 4
 α = 0 . 9 ,  Φ e x t / Φ 0 = 0 . 2 5

Figure 2.7: Potential energy of a single SNAIL for α = 0.3, Φext = 0.4 Φ (blue) and α = 0.9,
Φext = 0.25 Φ (red). The blue line corresponds to the optimal regime marked by the

crosses in Fig. 2.6. Here, φmin ≈ 0.6π. The red line corresponds to a point inside

the hatched region of Fig. 2.6, where a double-well potential emerges.

2.2.3 Narrow-band amplification with Josephson parametric amplifiers

Josephson parametric amplifiers are important building blocks for many experiments with

quantum microwaves, as they can be used for low noise amplification of signals, as well

as for generation of squeezed states of light [6, 58, 59]. In order to understand the JPA

amplification mechanism, we first introduce a CPW resonator and briefly describe its

characteristics using a distributed element approach. We continue with the description of
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Figure 2.8: Magnitude (a) and phase (b) of the reflection coefficient Γ as a function of frequency

for a CPW with the external quality factor Qext = 1000 and resonance frequency

fr = 5.0 GHz. Red lines correspond to an undercoupled resonator and the green

lines describe the case of an overcoupled resonator. Blue lines indicate the case

when the internal and external quality factors are equal, corresponding to a critically

coupled resonator.

parametric amplification process and conclude this subsection by discussing generation of

squeezed states using JPAs.

CPW resonator

Besides the dc-SQUID, a coplanar waveguide resonator is the second important part of a

typical JPA. To describe the behaviour of the CPW resonator, we start by introducing

the CPW itself, which acts as a quasi one-dimensional transmission line. Its fundamental

structure is similar to a coaxial cable, as it consist of a groundplane and a center conductor

separated by an insulating gap. To create a resonator from this transmission line, one

needs to impose length restrictions with corresponding boundary conditions. Typically,

these boundary conditions are either zero voltage, or zero current at the ends of the

transmission line. The zero current condition can be realized by introducing a gap in the

center conductor with a corresponding coupling capacitance Cc. This gap also serves as a

coupling port and can be used to couple an external signal field to the resonator. The zero

voltage condition can be achieved by connecting the CPW to ground. To create a reflection

type λ/4 resonator, we employ both of these boundary conditions. The fundamental

resonance frequency of the corresponding quarter-wavelength resonator with the length l

is given by [60]

fr = 1
4l

√
L0C0

, (2.44)
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where L0 and C0 are the inductance and capacitance per unit length of the transmission

line. An important parameter characterizing a resonator is its quality factor Q which

describes its loss rate. Generally, it is defined as [61]

Q = 2π
average energy stored

energy loss/cycle
= fr

FWHM
, (2.45)

where the full width at half maximum (FWHM) describes the linewidth of the resonant

mode. If we consider the different loss channels of a resonator, we can distinguish between

internal and external losses. The internal losses can be described by considering a resonator,

that is not coupled to any other parts of the circuit. Therefore, losses are determined solely

by imperfections (parasitic coupling to various environmental modes) of the resonator

itself. These can be related to a finite surface resistance [62], two-level fluctuators [63], or

radiative losses. All these loss mechanisms are taken into account by the internal quality

factor Qint. If we now consider a perfect cavity, which is coupled to the other parts of the

circuit via a coupling capacitance Cc, the loss rate is described by the external quality

factor Qext. The internal and external quality factors can be combined into the loaded

quality factor Ql
1
Ql

= 1
Qext

+ 1
Qint

= κint + κext

2πfr

= κtotal

2πfr

. (2.46)

Here, we can differentiate between two cases: the overcoupled regime, Qext ≪ Qint, and

the undercoupled regime, Qext ≫ Qint. In order to experimentally probe the quarter-

wavelength resonator, one needs to measure its reflection coefficient Γ. As the reflected

output signal can vary in amplitude and phase, Γ is a complex function [64]

Γ = 4π2(f − fr)2 + iκint2π(f − fr) + (κ2
ext − κ2

int)/4
[2π(f − fr) + i(κext + κint)/2]2 , (2.47)

where κint and κext are the internal and external loss rates, respectively. These loss rates

can be converted to quality factors via Qint = 2πfr/κint and Qext = 2πfr/κext. Figure 2.8

shows the magnitude as well as the phase of the reflection coefficient Γ for different internal

quality factors as a function of frequency. In our experiments, we determine the resonance

frequency via the detection of the 360◦ phase shift in case of an overcoupled resonator,

or by the detection of the Lorentzian dip in the transmission magnitude in case of an

undercoupled resonator.

Resonance frequency of the JPA

From Eq. 2.44 we see that changing the inductance of the resonator leads to a change of

its fundamental resonance frequency. For the JPA, we implement an in-situ flux-tunablity

of the resonance frequency by short-circuiting a quarter-wavelength CPW to ground via

a dc-SQUID, as shown in Fig. 2.9. Here, the dc-SQUID acts as a flux-tunable inductor
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Figure 2.9: Distributed element diagram of a JPA consisting of a CPW resonator short-circuited

to ground via a dc-SQUID. The crosses indicate the Josephson junctions. An external

coil can be used to create a constant dc-flux bias, Φdc, while a microwave contribution

Φrf, can be generated by the pump line which is inductively coupled to the dc-SQUID

loop.

and we can use the external magnetic flux, Φext = Φdc threading the SQUID loop to

tune the resonance frequency f0 of the whole JPA circuit. Taking into account the

distributed nature of the quarter-wavelength resonator and the lumped element nature of

the dc-SQUID, one can derive a transcendental equation for the resonance frequency of

the JPA [65–67]

(
πf0

2fr

)
tan

(
πf0

2fr

)
= 24π2

Φ2
0

LresES (Φext) − 2Cs

Cres

(
πf0

2fr

)2

, (2.48)

where Lres and Cres are the total inductance and capacitance of the bare resonator,

respectively, ES (Φext) is the flux-dependent energy of the dc-SQUID [68] and Cs is the

capacitance of the single Josephson junction. As the capacitance of the Josephson junctions

is typically much smaller than the one of the resonator, Cs ≪ Cres, the last term of Eq. 2.48

can usually be neglected in order to simplify the equation.

Parametric amplification with a flux driven JPA

In order to achieve parametric amplification with the JPA, we need to apply a strong

external pump tone. Depending on the choice of the pump frequency, different types of

wave mixing processes can be enabled. In our case, we apply a microwave signal at the

frequency ωp = 2ω0 = 4πf0, close to twice the frequency of the input signal ωs = ω0 − δω.

This choice of frequencies results in the 3WM process. The pump tone is inductively

coupled to the dc-SQUID via a nearby pump line. By applying this pump tone, the

magnetic flux through the dc-SQUID is varied periodically with the amplitude Φrf. This

flux contribution adds to the constant magnetic flux Φdc created by a coil located in the
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vicinity of the JPA. The periodic modulation of the flux leads to a periodic modulation of

the inductance of the dc-SQUID, which in turn, results in a modulation of the resonance

frequency of the whole circuit. From a theoretical point of view, this situation can be

modelled as a parametric oscillator. In the case of the flux-driven JPA, the incoming signal

at the frequency of ω0 − δω is amplified with a gain G and reflected back. Simultaneously,

an idler mode with frequency ωi = ω0 + δω is created. The phase relation between the

signal and idler modes is determined by the momentum conservation, whereas energy

conservation demands ωp = ωs + ωi. Intuitively, one can imagine this process as splitting

of the pump photon into the pair of signal and idler photons [69].

In order to analytically describe the flux-driven JPA, a linear, semi-classical theory

proposed by Yamamoto et al. [64] can be applied. This theory utilizes the input-output

formalism borrowed from quantum optics. Starting from a classical harmonic oscillator,

whose resonance frequency is modulated with the amplitude of ϵ/2 and the frequency of

αpω0, such that ω0 → ω0 [1 + ϵ/2 cos (αpω0t)], one can derive the quantum mechanical

Hamiltonian of the parametrically-modulated harmonic oscillator in terms of the creation

and annihilation operators, â† and â, respectively [64]

Ĥ (t) = ℏω0

[
â†â + ϵ cos (αpω0t)

(
â + â†

)2
]

. (2.49)

After adding a fictitious signal and loss ports connected to the oscillator and changing

into a rotating frame, solving the Heisenberg equation of motion for the resonator field â

allows us to obtain the characteristics of the JPA, such as its gain or bandwidth. Here, two

cases can be differentiated: the nondegenerate and degenerate operating modes. In the

nondegenerate mode, the pump frequency is not exactly twice the frequency of the input

signal. There is a small offset δω, which means that ωs = ωp/2 + δω. In this case, the

JPA acts as a phase-preserving amplifier, as the input signals are amplified independently

of their phases (phase-preserving regime). The gain of the signal Gs and idler Gi modes

are given by [64]

Gs (δω) = κ2
intδω2 + [(κ2

int − κ2
ext) /4 − ϵ2ω2

0 − δω2]2

κ2
totδω2 + [κ2

tot/4 − ϵ2ω2
0 − δω2]2

, (2.50)

Gi (δω) = κ2
extϵ

2ω2
0

κ2
totδω2 + [κ2

tot/4 − ϵ2ω2
0 − δω2]2

, (2.51)

where κtotal is the total combined loss rate. We note, that these expressions are only valid

for ϵ ≤ κtotal/ (2ω0) = ϵc. For ϵ > ϵc, the JPA enters the regime of parametric oscillations.

In our experiments, this can be observed when applying an excessively strong pump tone

to the JPA. As for any phase-preserving amplifier, the Caves-House theorem [70, 71]
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imposes a lower bound on the noise photons A added to the amplified input signal

A ≥ 1
2

∣∣∣∣1 − 1
Gs

∣∣∣∣ . (2.52)

We see that in the limit of high gain (G ≫ 1), at least half a noise photon must be added to

the signal. This is also known as the standard quantum limit (SQL) for phase-insensitive

amplification. To go beyond the SQL, we can make use of the degenerate operating

mode of the JPA. Here, we set ωs = ωp/2, δω = 0, and therefore, obtain ωi = ωs. In this

operating mode the JPA acts as a phase-sensitive amplifier, as there is a fixed phase

relation between the signal and the idler mode. This allows them to interfere constructively

or destructively, depending on their relative phases. Therefore, the signal gain Gd depends

on the phase θ between the pump and input signals and is given by [64]

Gd (θ) =

[
κ2
ext−κ2

int
4 +ϵ2ω2

0

]2

+ϵ2κ2
extω

2
0−2ϵκextω0

[
κ2
ext−κ2

int
4 +4ϵ2ω2

0

]
sin(2θ)

(κ2
total

/4−ϵ2ω2
0)2 . (2.53)

As before, this relation only holds for ϵ ≤ ϵc. In this regime, in theory, the signal can be

amplified without adding any noise, as stated by the Caves-Haus theorem [70, 71]. The

noise photon numbers A1 and A2, added to the orthogonal quadratures of the signal with

the respective gain of G1 and G2, are given by [70]

A1A2 ≥ 1
16

∣∣∣∣∣1 − 1√
G1G2

∣∣∣∣∣
2

. (2.54)

If we now consider the case where one quadrature is deamplified, G1 < 1, while the

orthogonal one is amplified, G2 > 1, the added noise can be zero if the condition G1G2 = 1
is fulfilled. While losses, imperfections of the JPAs, or photon noise uncertainty in the

pump tone inhibit noiseless amplification in real devices, it has been experimentally

demonstrated that superconducting JPAs can overcome the standard quantum limit in

the phase-sensitive regime [72].

Another important property of a JPA is its ability to generate squeezed states, which

we have introduced in Sec. 2.1.2. For a squeezed state, the variances of the signal along

different quadratures differ from each other. This makes the squeezing phenomenon closely

related to the phase-sensitive amplification. When operating a flux-driven JPA in the

phase-sensitive regime, we can generate a squeezed state by using a vacuum state as an

input. One can show, that a direct connection of the JPA Hamiltonian in the interaction

picture Ĥint to the squeezing operator introduced in Eq. 2.18 can be made. For details

on the derivation, we refer the reader to Ref. 32. In experiments, we can control the

squeezing angle via the phase of the pump tone and the squeezing level via the pump

power applied to the JPA.
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Figure 2.10: (a) Schematic drawing of the circuit used to model the multi-SQUID JPA. It

features an array made from N dc-SQUIDs connected in series. Notably, we do not

take the distributed nature of the CPW into account here. (b) Flux dependence

of the resonance frequency for a SQUID array containing different numbers of

dc-SQUIDs. The parameters used for this calculation are Ic = 2 µA, Lres = 2 nH
and Lloop = 40 pH.

Effects of increased number of dc-SQUIDs

Lastly, we want to investigate the effects on the performance of a JPA when we switch

out the single dc-SQUID for an array of N dc-SQUIDs connected in series. A schematic

drawing of the JPA containing a dc-SQUID array is shown in Fig. 2.10(a). In order to

theoretically describe this situation, we first start by introducing the array inductance [73]

LA = NLJ

(
1

2 cos(x) + πβL sin2(x) + πβL

4

)
. (2.55)

Here, we define the ratio of the total flux penetrating the loop to the flux quantum

x = πΦext/Φ0 as the frustration. From this, one can obtain the resonance frequency of

the JPA as a function of a number of dc-SQUIDs [74]

f0 = fr

1 + LA/LR

≈ fr

(
1 − N

LS

LR

)
. (2.56)

Here, we can see, that increasing the number of SQUIDs leads to a shift towards lower

resonance frequencies and the resonance frequency as a function of applied flux has less

of a rectangular shape, as can be seen from Fig. 2.10(b). Notably, the same behaviour

is present when we keep the number of dc-SQUIDs constant, but decrease the critical

current of the single Josephson junction by a factor of 1/N . Therefore, in order to build

a useful multi-SQUID JPA, it is necessary to increase the critical current, Ic, of the
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Josephson junctions by a factor of N when adding dc-SQUIDs to the array. This allows

us to maximize the range of working points of the JPA where the slope is neither too

steep (makes the JPA too susceptible to flux noise), nor too flat (excessively strong pump

signals are needed for modulation of the resonance frequency). The number of dc-SQUIDs

also determines the dynamic range of the JPA. To quantify this, we are interested in the

1 dB-compression point P1dB [61], which is the input signal power where the gain of the

amplifier drops by 1 dB as compared to much weaker input signals. Here, one can find [73]

P1dB ∝ κext + κint

|αJ|
, (2.57)

where αJ is the Josephson nonlinearitiy coefficient. We can therefore maximize the 1 dB-

compression point by minimizing the Josephson nonlinearitiy coefficient. This nonlinearitiy

inside a dc-SQUID is determined by the Josephson phase drop across its loop. By adding

dc-SQUIDs to an array, the same phase drop is homogeneously distributed over many

loops. Accordingly, this leads to an decrease of the effective nonlinearity of the dc-SQUID

array compared to a single dc-SQUID. However, this picture only serves as an intuition,

as a more detailed analysis shows that this argument is only valid, if the critical current

is increased with the number of SQUIDs placed in the array. We can see this by defining

the Josephson nonlinearitiy coefficient for the dc-SQUID array as [73]

αJ = −4π2f 2
0 p3

JPA

2N2 . (2.58)

Here, pJPA = LA/(LA + LR) is the participation ratio of the Josephson array induc-

tance LA ∝ N , and the total inductance, LA + LR, of the resonator. This shows that

by increasing the number of dc-SQUIDs N , while simultaneously increasing the critical

current Ic, one can achieve higher 1 dB-compression values, as compared to a single

dc-SQUID design, by a factor of N2 [74]. To make use of this fact, we utilize both

single (N = 1) and double (N = 2) dc-SQUID JPAs throughout this thesis.

2.2.4 Broad-band amplification with a traveling wave parametric

amplifier

The conventional JPAs are based on the CPW resonators. This approach allows one

to increase an interaction time between the incident signal and the external pump,

resulting in large amplification gains. However, this limits the amplification bandwidth

as it depends on the cavity linewidth as well. Despite notable improvement regarding

the 1 dB-compression values [75, 76] or the frequency range [57], the gain-bandwidth

constraint imposed by the intrinsic resonator still represents a significant limitation for

many applications, such as the frequency-multiplexed readout of qubits [77] or broadband

entanglement generation [56]. To overcome this limitation, an alternative strategy can
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Figure 2.11: Schematic description of the distributed loss model of a generic TWPA: the signal

and idler modes experience decay rates κs and κi, respectively, as they co-propagate

through the TWPA with the length L. At the same time, they are amplified by a

constant amount of gain per unit length.

be used. It exploits long chains of nonlinear elements (usually SQUIDs or SNAILs) to

facilitate long interaction times between the incoming signal and the traveling parametric

pump, thus, reaching high amplification gains. Such devices are known by the name

Traveling Wave Parametric Amplifiers (TWPAs). They avoid the inherent gain-bandwidth

trade-off associated with the cavity-based devices. In optics, fiber-optic TWPAs have

demonstrated high gain, large dynamic range and broad bandwidth, while operating close

to the SQL [78, 79]. Superconducting TWPAs in the microwave regime demonstrating

sufficient gain and bandwidth have only been realized starting in the mid 2010s [80, 81].

A particular implementation of the TWPA is also a research subject of the current thesis.

Parametric amplification with the TWPA

The TWPA can be thought of as a nonlinear microwave transmission line, where the

propagation velocity of the signal is controlled by inductance variation [82, 83]. Like the

JPA described before, a strong pump tone is capable of achieving this goal which leads to

a coupling between the pump and signal/idler tones via either three-wave (fp = fs + fi)
or four-wave (2fp = fs + fi) mixing processes. The nonlinear medium of a TWPA in the

microwave regime can be realized via the kinetic inductance of superconducting thin films

(KTWPAs) [84] or via the Josephson junction-based metamaterials (JTWPAs). While

KTWPAs can achieve saturation powers that are orders of magnitude larger than those

of JTWPAs and bandwidths of greater than 8 GHz, the necessity of high pump powers

(around 0.1 mW) poses many experimental challenges. Attenuation in the long transmission

line (several meters) of the KTWPAs leads to heating, which increases temperatures in

many applications and severely limits the noise performance of the respective amplifiers.

Furthermore, the high pump powers often require pump cancellation methods to avoid

saturation of next stages of amplification and demand strong isolation of the experiment

from the pump tone [81]. These limitations have motivated the development of the
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Josephson-based TWPAs with the goal to circumvent the aforementioned shortcomings.

Independent of the chosen design and approach, we can find a general expression for

the gain of the TWPA by modelling it as a lossy, nonlinear waveguide with gain [85].

Here, we describe the TWPA as an array of independent loss ports, regularly spaced

along the length of the TWPA, where each point introduces an independent loss channel

for the signal and idler photons. These loss ports enable photons to leave the TWPA

and also inject vacuum noise into the signal and idler modes. We describe their effects

by the standard input-output theory [86] and label the injected bosonic noise modes

from these ports as ξ̂s/i. The coupling rates κs for the signal photons and κi for the

idler photons are considered to be frequency and space independent. A scheme of this

model can be found in Fig. 2.11. We only consider the limit where the spacing between

the individual coupling ports xj approaches zero, leading to a continuous loss and gain

per unit length [87]. An imperfect phase matching between the signal, pump, and idler

tones may lead to a non-zero mismatch ∆k = kp − ks − ki between the corresponding

wavevectors. The Heisenberg-Langevin equation for the signal mode âs and idler mode âi

describes the spatio-temporal evolution inside the TWPA [86](
∂t + v∂x + i∆k

2

)
âs(x) = χâ†

i (x) − κs

2 âs(x) + √
κsξ̂s(x) ,

(
∂t + v∂x − i∆k

2

)
â†
i (x) = χâs(x) − κi

2 â†
i (x) + √

κiξ̂
†
i (x) . (2.59)

Here, v is the group velocity, which is assumed to be the same for signal and idler and χ

is the parametric interaction strength. After moving to the frequency domain, one can

find a scattering matrix S(x) that links the modes at the output of the TWPA, x = L, to

those at the input, x = 0,(
âs [L, ω]
â†
i [L, ω]

)
= S(L)

(
âs [0, ω]
â†
i [0, ω]

)
1
v

∫ L

0
dx′S(L − x′)

(√
κsξ̂s√
κiξ̂

†
i

)
. (2.60)

For a detailed derivation of the elements of the scattering matrix, we refer the reader to

Ref. 86. In the case of perfect phase matching (∆k = 0) and symmetric loss (κs = κi = κ),

we find that the TWPA gain is frequency-independent and can be expressed by [86]

G = e−κL/v cosh2(Lχ/v) ≈ e(2χ−κ)L/v

4 . (2.61)

We can see that, in theory, one could arbitrarily increase the gain of a perfectly phase-

matched TWPA simply by increasing its length. However, for real devices, various

nonlinear effects or pump depletion cause significant deviations from this exponential

behaviour.
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Phase matching

Independent of the design used for the TWPA, efficient traveling wave amplification

requires fulfillment of two conditions: an impedance matching of the amplifier to the

impedance of the external environment and a proper phase matching [88]. The phase

mismatch in these TWPA devices arises mainly because of two reasons: dispersion phase

mismatch due to the chromatic dispersion relation of the metamaterial [89] and the Kerr

phase mismatch, caused by higher-order nonlinear processes. The latter include effects

such as the self-phase modulation (SPM) and the cross-phase modulation (XPM) [82].

These effects increase the phase velocity of the pump tone compared to the signal and

idler tones. Here, SPM and XPM are causing the signal to accumulate an additional

phase-shift proportional to its own power (SPM) or proportional to the intensity of another

co-propagating wave (XPM) [61, 88]. For a TWPA, where the pump, signal, and idler

tones co-propagate along a common transmission line, the dominating phase shifts are

introduced by SPM for the pump tone and by XPM for the signal and idler tones. When

we theoretically consider the effects of the imperfect phase matching (∆k , 0) on the

overall gain of the TWPA, we obtain [86]

G ≈ e−κL/ve2LRe(χ̃)/v

∣∣∣∣∣1 − i∆k

2χ̃

∣∣∣∣∣
2

, (2.62)

where we introduced the complex parametric interaction amplitude

χ̃ =

√√√√χ2 +
(

i∆k

2

)2

. (2.63)

From this equation we can see that the finite phase mismatch decreases the overall gain.

For large ∆k the effective interaction amplitude χ̃ becomes purely complex, meaning that

there is no amplification, as |G| < 1 [90, 91].

Several strategies can be adopted for addressing the issue of phase matching. The

first approach is to minimize ∆k via dispersion engineering. It is based on engineering

a gap in the dispersion relation of the metamaterial. This allows to fulfill the phase

matching condition for a specific pump frequency close to the gap frequency. This gap

can be implemented via various periodic loading patterns [84, 92], or by introduction of

resonant elements alongside the metamaterial itself [80, 81, 90, 93]. The second method

to address the phase mismatch is based on tuning the Kerr-nonlinearity itself. Here, one

can use the SNAILs to either periodically change the sign of the Kerr-nonlinearity by

alternating the polarity of the SNAIL elements [94, 95], or to choose such a working point,

where the Kerr-term is virtually zero [56]. The latter approach is the one chosen for

the TWPA studied in this thesis: Specifically, we analyze a JTWPA implemented in a

coplanar waveguide transmission line design, where the center conductor consists of an
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Figure 2.12: (a) Schematic of the JTWPA, where the center conductor is composed of a SNAIL

array (black). The on-chip dc lines (green) are used to create a magnetic flux

bias. The pump and signal tones enter at the combined input port. Wavelengths

and different elements of the TWPA are not to scale. This scheme of the SNAIL

array and the flux bias line has been introduced in Ref. 56. (b) Single-mode

lumped-element circuit model for the JTWPA, where the array of SNAILs is placed

in series with a linear inductance and capacitance (red). The orange dot indicates

the node between the array of SNAILs and the linear inductance.

SNAIL array of 1632 SNAILs. For flux biasing of the SNAILs, an on-chip magnetic flux

bias line is used. A scheme of the TWPA can be found in Fig. 2.12(a). The resistors

shown provide low-pass filtering to the flux bias line and also function as effective air

bridges, equalizing potentials across the JTWPA.

In order to obtain the three-wave mixing and Kerr-terms in this JTWPA, we can

utilize the results obtained for the SNAIL in Sec. 2.2.2. However, we have to expand this

theory, as we are not interested in the behaviour of a single SNAIL, but rather in the

array of M identical SNAILs embedded into the CPW transmission line. Here, a careful

consideration of the nonlinear current conservation is needed. To this end, we assume

that the SNAIL array can be approximated as a simple lumped element circuit, in which

the array of M SNAILs is placed in series with a linear inductance L and capacitance C

and the Josephson phase splits equally among the individual SNAILs [57]. This circuit is

illustrated in Fig. 2.12(b). Notably, this model is very similar compared to the one we
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used for the multi-SQUID JPA (see Fig. 2.10(a)). In order to obtain the Taylor expansion

of the total potential energy of the SNAIL array, we follow the results presented in Ref. 57.

We consider φ as the mode canonical phase coordinate and obtain the potential energy UT

of the whole circuit as

UT (φ, φs) = MUS (φs) + 1
2L

φ2
0 (φ − Mφs)2 , (2.64)

where φ0 = Φ0/2π is the reduced flux quantum. Here, the coordinate φs is not an

independent variable anymore but a function of the phase coordinate φ. In order to obtain

a relation between φs and φ, we make use of the nonlinear current conservation for the

node between the SNAIL array and the linear inductance [57]

αIc sin (φs) + Ic sin
(

φs − φext

2

)
+ Ic

LJ

L
(Mφs − φ)2 . (2.65)

The node between the SNAIL array and the linear inductance is indicated by the orange

dot in Fig. 2.12(b). This equation allows us to write the potential energy in terms of the

single degree of freedom φ

UT (φ) = MUS (φs [φ]) + 1
2L

φ2
0 (φ − Mφs [φ])2 . (2.66)

For the regime of small phase fluctuations, we can expand the potential UT (φ) around

the minimum φ̃min into the Taylor series and obtain the expansion coefficients c̃n, which

can be related to the coefficients cn of a single SNAIL via [57]

c̃2 = pamp

M
c2, c̃3 =

p3
amp

M2 c3, c̃4 =
p4
amp

M3

(
c4 − 9c2

3
4c2

(1 − pamp)
)

, (2.67)

where pamp = MLJ /L
2c2+MLJ /L

= MLs

L+MLs
is the linear participation ratio between the inductance

of the array, Larray
s = MLs, and the linear inductance L. The 4WM (Kerr-term) is

connected to c̃4. We can see that optimizing the single SNAIL with regards to c3 and c4

leads to a strong suppression of the effective Kerr-term c̃4 while still retaining a sufficiently

large 3WM term via c̃3, as required for parametric amplification. We want to note, that

due to c̃4 being dependent both on c3 and c4, a vanishing c4 is not sufficient to obtain a

Kerr-free situation for the SNAIL array. While these results of the simple lumped-element

model introduced in Sec. 2.2.2 may not be directly applicable to the TWPA as such, it

is expected that similar observations will hold for coupled-mode equations [89, 96], that

describe the waves propagating along the TWPA [97]. From Eq. 2.67, combined with

Fig. 2.6, we can see that at zero flux bias the SNAIL nonlinearity does not allow for 3WM.

However, as indicated by Fig. 2.6, increasing the flux bias to Φext ≈ 0.4 Φ0 allows for

3WM and is combined with strongly suppressed 4WM.
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In order to further improve gain of the TWPA, the design utilized in this work has a

nonlinear dispersion curve that is superlinear at the second harmonic generation (SHG)

frequency of the pump tone [56]. The primary origin of this superlinear dispersion is a

stopband near the SHG frequency, induced by the periodic loading of the TWPA with

spiral resonators [96]. In particular, this nonlinear dispersion enables the control of the

phase mismatch of the second harmonic generation. The nonlinear dispersion can be tuned

in such a way that it allows for a weak and cascaded mixing process based on this second

harmonic generation [98]. During this process, SHG is followed by a downconversion of the

frequency-doubled microwaves back to the pump frequency [99]. This process introduces

a phase shift to the pump tone, based on the imperfect phase matching of the SHG,

∆kSHG , 0. At an optimal combination of SHG phase mismatch ∆kSHG, amplification

phase mismatch ∆k, and pump power, the pump tone accumulates a phase shift from

inefficient SHG, that exactly compensates for the phase mismatch between the pump,

signal, and idler tones ∆k [99]. Effectively, this phase shift accumulated by the pump tone

looks like 4WM and compensates for the remaining Kerr-effect within the device [56]. This

effect is well known in the field of nonlinear optics [100] and allows for several adjustments

for optimizing the TWPA performance during its operation. First, we can adjust the

pump frequency in order to vary the amplification phase mismatch ∆k. Second, we can

adjust the pump power. Last, we can shift the magnetic flux bias Φext to tune the 3WM

and 4WM terms. With regards to the phase shift introduced by process described above,

an offset of the optimal flux bias, which corresponds to a zero Kerr-term, may improve the

overall phase matching. [99]. Therefore, we need to scan the three-dimensional parameter

space spanned by pump frequency, pump power and flux bias in order to find an optimal

working point for the TWPA.

Noise performance and squeezing

The noise added to the amplified signal is another important property of all parametric

amplifiers. If we consider the noise spectral density Sadded added to the signal amplified

by the TWPA, we obtain [86]

Sadded ≈ 1
2 + 1

2χ − κ

(
κ + ∆k2

4χ(2χ − κ)

)
, (2.68)

where χ is the parametric interaction strength and κ is the coupling rate to the loss ports

along the TWPA for both the signal and idler photons. Here, we see that losses and phase

mismatches increase the added noise above the SQL value of 1/2. We can consider the

same imperfections for the task of vacuum squeezing by analyzing the squeezed quadrature

variance, σ2
s . For perfect phase matching, we can obtain [86]

σ2
s = 1

4(κ + 2χ)
(
κ + 2χe−2Lχ/ve−κL/v

)
. (2.69)
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Figure 2.13: Squeezing level obtained with the distributed loss model. The squeezing level is

plotted as a function of TWPA gain, which is controlled by varying the length L

according to Eq. 2.61. We set χ/v = 1 and change the coupling rate to the loss

ports along the TWPA, κ, between the different graphs. Here, we assume equal

coupling rates for the signal and idler photons, κ = κi = κs. As we increase gain,

squeezing saturates for the case of non-zero κ. The blue curve (κ = 0) represents
the squeezed variance of an ideal, lossless TWPA.

This corresponds to a squeezing level of

S = −10log10

(
1

(κ + 2χ)
(
κ + 2χe−2Lχ/ve−κL/v

))
. (2.70)

From this, we can see that, theoretically, taking the large-length limit is always beneficial,

as the squeezing level increases monotonically with L, saturating at −10log10 (κ/(2χ + κ)).
This saturation can be seen from Fig. 2.13 where we plot the theoretical squeezing level S.

However, in experiments, increasing the length of the TWPA also increases the total

losses, which limits the final squeezing. Up to this point, we only considered a decay

rate κ that is constant along the length of the TWPA. However, we can also consider a

spatially varying decay rate κ = κ(x). For such a decay rate, the squeezed quadrature

variance takes the form [86]

σ2
s = e− 1

v

∫ L

0 dxκ(x)e−2Lχ/v

+ 1
v

∫ L

0
κ(x)e− 1

v

∫ L

x
dx′κ(x′)e−2χ(L−x)/v , (2.71)

where the second term corresponds to the contribution from vacuum fluctuations injected

from the loss ports. When taking the large length limit and assuming χ ≫ κ(x) ∀x, the

contribution from the added noise integral is exponentially insensitive to noise coupled
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into the system close to the input port, as the vacuum fluctuations coupling to the loss

ports of the TWPA are themselves squeezed by the TWPA interaction [86].

It is also important to note that the TWPAs, as well as JPAs, always produces TMS

states in the degenerate regime due to their finite bandwidths. Here, correlations exist

between quadratures of different frequency modes, which are symmetrically spaced around

half the pump frequency [101, 102]. During the parametric amplification process, the

3WM process converts a single pump photon (ωp) into an entangled pair of photons in

the signal (ωs) and idler (ωi) mode. When ωs , ωp/2, energy conservation places the

idler photon at a different frequency than the signal photon, which leads to the formation

of frequency-nondegerate two-mode squeezing and quantum entanglement. Due to the

inherently broadband nature of TWPAs, this continuous variable (CV) entanglement can

be achieved between microwaves with a frequency-spacing of up to several GHz [56, 93].



Chapter 3

Experimental techniques

In this chapter, we present the experimental methods and techniques used to generate and

measure quantum microwave states. To realize these experiments, we rely on cryogenic and

room-temperature microwave setups in combination with an accurate signal reconstruction.

In Sec. 3.1, we introduce our basic cryogenic experimental setup. In Sec. 3.2, we focus on our

microwave tomography setup, including the data acquisition using a field-programmable

gate array (FPGA) and the reconstruction of the quantum states.

3.1 Cryogenic setup

In our experiments, we investigate properties of propagating quantum microwave states at

the frequencies of 3 GHz to 12 GHz. To avoid noise in these states and preserve quantum

coherence, the relation kBT ≪ hf needs to be fulfilled, which demands for temperatures of

less than 50 mK. In order to achieve these millikelvin temperatures, we employ cryostats

utilizing dilution cooling. This method is based on the phase separation of a 3He/4He

mixture at low temperatures. Experiments presented in this thesis have been performed in

two different dilution refrigerators. For the TWPA (Sec. 4.2) and two-dimensional PNCF

measurements (Sec. 4.3), we use a commercially built cryostat located in the Bob lab. For

the JPA measurements (Sec. 4.1), we use a home-built dry dilution cryostat located in

the Alice lab. In the following, we will call these cryostats Alice and Bob, respectively. In

Chapter 5 we introduce a cryogenic link connecting these Alice and Bob cryostats which

serve as a basis for quantum state transfer and entanglement distribution.

Bob cryostat

The dilution cryostat located in the Bob lab is a commercial Oxford Instruments (OINT)

Triton system. It consists of five different temperature stages, namely, the two pulse

tube stages (PT1 and PT2), the distillation (still) stage, the cold plate, and the mixing

chamber stage. When the cryostat is closed, each stage is covered by cylindrical shields

blocking thermal radiation emitted from the adjacent stages. For the PT1 and PT2 stages,

these shields are made out of aluminum while the innermost shields, covering still and

37
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mixing chamber stage, are made from copper. Additionally, the PT1 shields are covered

by a superinsulation foil consisting of 10 layers of aluminized polyester foil separated by a

polyester spacer material. The different stages of the cryostat are placed inside an outer

vacuum chamber (OVC). This allows us to operate the cryostat inside a high vacuum

(≈ 1 × 10−6 mbar) preventing the thermal coupling between adjacent temperature stages.

A photograph of the opened Bob cryostat indicating the different stages can be found

in Fig. 3.1(a). The first two stages are cooled by a Cryomech PT415-RM pulse tube

refrigerator (PTR) to the temperatures of 50 K and 4 K, respectively. These stages, in

conjunction with a Joule-Thomson (JT) impedance, are used for precooling of the 3He/4He

mixture. The Joule-Thomson impedance, where cooling of the compressed gas is based on

isenthalpic expansion, is connected to the still, which has a temperature of roughly 1 K.

A continuous counter flow heat exchanger connects the still stage to the cold plate and

cools the incoming mixture down to less than 100 mK. Lastly, the mixture reaches the

coldest part of the cryostat, the mixing chamber, which can reach temperatures as low

as 15 mK. Here, the cooling power is generated by dilution cooling which occurs due to

the enthalpy difference between the 3He-rich (incoming) and the 3He-diluted (outgoing)

mixture. The diluted 3He flows from the mixing chamber to the still, where mainly 3He is

pumped out utilizing a turbo-molecular pump backed by a scrolls pump. To filter out any

contaminants like water vapour, nitrogen, hydrogen, and other gases, an external liquid

nitrogen (LN2) cold trap, as well as two cold traps inside the cryostat (on PT1 and PT2)

are used.

The Bob cryostat is equipped with four stainless steel (SS) coaxial microwave input

lines1. The choice of stainless steel cables results in a good thermal isolation between

the neighbouring temperature stages of the cryostat due to its low thermal conductivity,

but comes at the cost of high losses of 5.9 dB/m at the frequencies around 5 GHz and

temperatures of 4 K. However, typically, our rf-sources can provide enough output power

to compensate for these losses. At each temperature stage of the cryostat, microwave

attenuators are thermalized to the respective plate. For the two dedicated input signal

lines, we choose a total attenuation of 56 dB to reduce the blackbody radiation entering

the cables at room temperature to a thermal photon occupation number of few 10−3

at the sample stage. This blackbody radiation is also known as Johnson-Nyquist noise.

In order to reduce the thermal load on the lower temperature stages, we distribute the

attenuation across the different temperature stages. This is done in such a way, that the

remaining noise from higher stages matches the thermal noise coupled from the respective

stage itself. The pump input lines have a total attenuation of only 44 dB. This limited

attenuation stems from a limited dynamical range of our microwave generators and the

strong pump tones required at the sample. The two output lines in the Bob cryostat

are made from superconducting coaxial cables2 (SC) up to the high-electron-mobility

1We use SC-219/50-SS-SS, Coax Co., Ltd stainless steel cables.
2We use SC-219/50-NbTi-NbTi, Coax Co., Ltd superconducting cables.
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transistor (HEMT) amplifiers3 placed on the PT2 stage. Afterwards, we use silver-plated

SS cables (SSS)4. According to Friis formula [103] a slight increase in losses after strong

amplification, G ≫ 1, has only a minimal impact on the overall signal-to-noise ratio,

which allows us to exploit the low thermal-conductance of the SSS cables. Two microwave

isolators5 are placed in each of the output lines and are mounted to the mixing chamber

plate. They are used to provide an isolation of around 40 dB, protecting from noise and

microwave reflections from the higher temperature stages and HEMTs.

For the cryostat thermometry and distribution of dc-currents we use two dc-looms

containing 12 twisted wire pairs each. At the temperatures higher than 3 K, we use

BeCu-looms soldered to a 24 pin LEMO connector at the vacuum feed-through. After

the PT2 stage, we use a superconducting loom made from NbTi. These two looms are

connected via microminiature D-connectors. At the mixing chamber stage, each loom

is soldered to a 24-pin Buerklin microconnector anchored to the mixing chamber plate

via a gold-plated oxygen-free high thermal conductivity (OFHC) copper housing. The

four-wire temperature measurement and the dc-currents can be routed through different

looms to avoid crosstalk. A third loom, connecting the room temperature plate and the

PT2 stage, is used for the HEMT power supply. All of the looms are thermalized at

different temperature stages by pressing them between two gold-plated OFHC copper

plates together with Kapton foil. Lastly, the cryostat has a fourth loom for the in-built

thermometry. Both of the resistance bridges used are equipped with external preamplifiers

which are placed as close as possible to the cryostat to reduce noise influencing the

measurement process. In our case, this is achieved by placing them on top of self-made

filterboxes, which are directly plugged into the vacuum feedtrough of the cryostat. These

filterboxes contain RCL low-pass filters with the cutoff frequency of 10 kHz [104–106].

Alice cryostat

The Alice cryostat, housing the experimental setup for quantum teleportation of propa-

gating microwaves, is a home-built dry dilution refrigerator. It has been designed and

constructed at Walther-Meißner-Institut [107, 108]. Compared to the Bob cryostat, there

is no JT impedance in the Alice fridge, but there is an additional temperature stage, where

cooling is realized by a 4He 1K-loop. This cryostat is equipped with eight stainless steel

microwave input lines and four output lines utilizing the same kind of HEMT amplifiers

as in the Bob cryostat. Three of the input lines have 70 dB of microwave attenuation

combined with low-pass cryogenic filters6. Five lines have 26 dB of added attenuation.

For additional details about the wiring and thermometry in the Alice cryostat we refer

the reader to Ref. 5.

3We use LNF-LNC4 8C, Low Noise Factory, HEMT amplifiers.
4We use SC-219/50-SSS-SS, Coax Co., Ltd silver-plated stainless steel cables.
5We use CTH11 84-KS18, Quinstar Technology, Inc, Isolators.
6We use a K&L 6L250-12000/T26000 low pass filter with a cut-off frequency of 12 GHz.
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Figure 3.1: (a) Photograph of the Oxford Instruments Triton 3He/4He dilution refrigerator with

respective temperature stages. Carbon fiber struts are used to hold the stages with

a minimal thermal coupling between adjacent stages. (b) Photograph of the sample

stage holding the TWPA setup. The silver (Ag) sample rod is directly mounted to

the mixing chamber plate using OFHC copper brackets.
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3.2 Data acquisition

In this section, we describe the methods we use to detect and reconstruct propagating

quantum signals in the microwave regime. First, we present the room temperature setup.

To this end, we introduce a microwave receiver setup which is used to down-convert

incoming microwave signals to the intermediate frequencies around 11 MHz before they

get digitized by the FPGA. Next, we discuss the photon number conversion factor (PNCF)

measurements. We conclude this section by presenting the reference state reconstruction

method which is used to reconstruct quantum states from the measured data.

3.2.1 Room temperature setup

Here, we introduce a general measurement setup used in our experiments. We use

Rohde & Schwarz SGS 100A microwave sources for generation of coherent signals. These

can be used either as input signals or pump tones in the JPA and TWPA experiments.

Here, both in the Bob and in the Alice lab, we use one of such generators to serve as

a local oscillator (LO) for the dual path microwave receiver. The rf-sources used for

generation of strong coherent pump tones are additionally equipped with two highpass

filters7 in order to remove spurious subharmonics. All of the sources can be operated in the

pulsed regime modulated by external devices. To this end, we use an arbitrary waveform

generator (HDAWG, Zurich Instruments) in the Bob lab or a data timing generator

(DTG 5334, Tektronix) in the Alice lab. Figure 3.2(b) shows the detailed pulsing scheme

used in the Bob lab. The signals leaving the cryostat are further amplified by room

temperature amplifiers8. Those are kept at a constant temperature by a Peltier cooler

stabilized around the temperature of 19.5 °C. The signals are detected either directly with

a Rohde & Schwarz ZNA26 vector network analyzer (VNA) or by the microwave receiver

discussed in the next section. All microwave devices are referenced to a Stanford Research

FS725 10 MHz rubidium frequency standard, as illustrated in Fig. 3.2(b). In the Alice lab,

Agilent N1810TL and N1812TL microwave switches are used to switch between different

inputs and output lines and to chose the desired detection method.

3.2.2 FPGA data acquisition

Direct VNA measurements can be used for pre-characterization measurements of JPAs and

TWPAs but are unsuitable for performing quantum state tomography and the measuremnt

of subtle quantum properties, such as vacuum squeezing. For the latter purposes, we

employ a custom heterodyne microwave receiver. A picture of such a receiver, used in

the Bob lab, can be found in Fig. 3.2(a). The receiver we use in the Alice lab is similar

in the design. Therefore, we will not differentiate between them in our discussion. A

7We use VHF-8400+, Mini-Circuits, highpass filters with a cut-off frequency of 8.4 GHz.
8We use AMT-A0033, Agile MwT, RF-Amplifiers.
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schematic drawing containing the microwave setup we use to perform measurements

in the Bob lab is illustrated in Fig. 3.2(b). First, we amplify the signal leaving the

sample stage of the cryostat with the HEMT and the Peltier-cooled room temperature

rf-amplifier. Next, we use a Mini-Circuits VBFZ-5500-S+ bandpass filter with a passband

from 4.9 GHz to 6.2 GHz to filter the signal around the desired detection frequency fRF. In

the next step, we utilize a strong, independent local oscillator (LO) signal at a frequency

of fLO = fRF + fIF to down-convert the signal to an intermediate frequency (IF) of

fIF = 11 MHz in the Alice lab and fIF = 12.5 MHz in the Bob lab. For the downconversion

process, we make use of an image rejection mixer (IRM4080B, Polyphase), which filters

out the blue sideband at fRF + 2fIF. This step is crucial for correct reconstruction of

squeezed states [5]. The IF-frequencies in both labs are detuned from the 10 MHz reference

to avoid interference. We choose the IF-frequency in the Bob lab in such a way that the

FPGA sampling frequency fS = 125 MHz is an integer multiple to the IF-frequency. The

receiver is equipped with two identical paths, where a mechanical phase-shifter allows

us to adjust the relative phase between them and step attenuators (ESA2-1-10/8-SFSF,

EPX microwave Inc) can be adjusted to balance the signal between the two paths of

the receiver and to avoid compression effects during the following amplification. Before

and after further amplification of the IF-signal (AU-1447-R, Miteq), we use Mini-Circuits

SLP-21.4+ to low-pass filter the signals with a bandwidth of 0-22 MHz. Lastly, the

signals are digitized by a NI-5782 transceiver module in conjunction with a PXIe-7975R

FPGA for data processing. The FPGA allows us access to the statistical moments of the

down-converted signals. For further information about the FPGA image used we refer

the reader to Ref. 109.

3.2.3 Output line calibration

An outstanding challenge in all quantum microwave experiments is how to relate measured

classical quantities (voltages, currents, etc.) to their quantum counterparts (photon

numbers, wavefunction probability amplitudes, etc.) somewhere deep in the cryogenic

setup or on-chip. One of the common solutions for this problem is to embed a reference

source (for instance, of photons) in the experimental setup to be used later for an in-situ

calibration. This calibration method gives us access to the so-called photon number

conversion factor (PNCF) for each output line. The PNCF calibration provides the total

gain and noise numbers for each output. To obtain the PNCF, we need a photon source

emitting a signal with an accurately known photon number. We discuss various photon

sources with this property in more detail in Sec. 4.3.1. For our measurements, we use a

30 dB heatable attenuator placed in the input line, which acts as a source of black-body

radiation. The electromagnetic power emitted by the attenuator is determined by its

temperature, which can be varied and stabilized using an external PID control loop. This
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Figure 3.2: (a) Photograph of the dual path receivers used in the Bob lab. Here, only one of

the two paths is used. (b) Microwave setup used for the TWPA measurements in

the Bob fridge. One of the rf-sources (the LO) is directly connected to the 10 MHz
reference. The remaining rf-sources are referenced to a 1 GHz signal emitted by the

LO.
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components are mounted to a gold-plated OFHC copper holder that is clamped

to the 30 dB attenuator. (b) Results of a PNCF measurement performed during

the TWPA characterization. Symbols depict the experimental data and the solid

red line is the corresponding fit according to Eq. 3.2, which yields n = 9.41 ± 0.21
and κ = 1.31 ± 0.03 (mV)2. The carrier frequency is f0 = 5 GHz and the detection

bandwidth is Ω = 400 kHz. The dashed line is an extension of the fit beyond the

measured data indicating the constant vacuum noise at low temperatures, kBT ≪ ℏω.

PID loop makes use of a thermometer and a 100 Ω heater attached to the opposite sides

of a OFHC copper frame holding the attenuator. For the temperature control, we use an

AC Lakeshore resistance bridge, model 370, in the Alice lab and a Picowatt AVS 48SI

resistance bridge in the Bob lab. A thin silver ribbon, clamped around the attenuator and

connected to the mixing chamber plate, is used for thermalization. Since the attenuator

temperature must be varied in a wide range of temperatures (50 mK to 1 K), the thickness

of the ribbon is chosen in such a way that it provides a good compromise for coupling

to the mixing chamber, which must stay at 50 mK at all times. A photograph of the

heatable attenuator used in the Bob cryostat can be found in Fig. 3.3(a). The power

spectral density S(T ) emitted by this attenuator at a temperature Tatt and a frequency f0

is given by [19]

S(Tatt) = hf0

2 coth
(

hf0

2kBTatt

)
. (3.1)

Therefore, the total power measured at room temperature with the FPGA can be written

as

P (Tatt) = κ

R

[
1
2 coth

(
hf0

2kBTatt

)
+ n

]
. (3.2)

Here, κ is the PNCF, defined as κ = G R B hf0, where B is the detection bandwidth,

R = 50 Ω, G is the combined gain of the amplification chain, and n is the total noise,



3.2 Data acquisition 45

containing contributions from the HEMT noise and from the system itself. Figure 3.3(b)

shows the exemplary result of such a Planck spectroscopy measurement. Here, two

distinct regions are visible: for large temperatures, kBT ≫ hf0, S reduces to the classical,

linear Johnson-Nyquist noise spectral density, proportional to T . For temperatures lower

than roughly 70 mK, the noise spectral density becomes constant due to dominance of

temperature-independent vacuum fluctuations. Furthermore, we need to take the effect of

finite microwave losses between the photon source, i.e. the heatable attenuator, and a

desired reconstruction point of our quantum signal into account. To this end, we model

these losses with a beam splitter model, where the incoming signal gets attenuated and

a thermal state, with the mean photon number corresponding to the bath temperature,

gets coupled to the microwave line. In most of our experiments, we estimate these losses

from datasheet values of the passive devices or cables. However, actual losses may deviate

from these estimated values due to many reasons. The central cause for these deviations

is that the datasheet values are typically available for room temperatures (sometimes, for

T = 4 K), while our experimental setups are operated around 50 mK. In order to mitigate

this problem of estimating losses, we introduce the two-dimensional Planck spectroscopy

in Sec. 4.3 which allows us to obtain a more accurate estimation of these losses, and as

a result, allows for a more accurate quantum state tomography. If we take the losses

provided by datasheets into account, we can fit the data displayed in Fig. 3.3(b) according

to Eq. 3.2. Here, we obtain n = 9.41 ± 0.21 and κ = 1.31 ± 0.03 (mV)2. From this, we

can calculate the gain of the amplification chain, G = 101.2 dB. Lastly, we want to note,

that heating the attenuator results in a temperature gradient along the NbTi microwave

cable connecting the heatable attenuator with other components in the experimental

setup. For our measurements, this is either a directional coupler in the case of the TWPA

measurements, or a measurement circulator for the JPA measurements. In previous

experiments [5, 110], a linear temperature gradient with a linear distribution of losses

along the cable has been assumed and modelled by a distributed beam splitter model

with 100 elements. However, in experiments, these losses are not distributed equally

along the cable, but are mainly present at the SMA connectors, as the cable itself is

superconducting. Therefore, it is more accurate to assign the attenuator temperature to

the loss introduced by the first SMA connector and the temperature of the TWPA (or

the JPA) to the remaining losses. The correction introduced by this effect is, however,

negligible compared to the error bars obtained when fitting the experimental data.

For all of our measurements, it is important to minimize the noise added by the

amplification chain. Here, the first amplifier in the chain, the HEMT in our case, has

the strongest impact on the overall signal-to-noise ratio [103]. Therefore, we need to

ensure that the HEMT amplifiers are adding only a minimal amount of noise photons,

regardless of their age and the number of cooldowns they have experienced. To this

end, we consider the noise performance of the HEMT amplifiers over an extended period

of time and evaluate the PNCF measurements performed in the Alice lab over the last
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7 years. Figure A.1 shows the extracted noise photons n for four of the HEMT amplifiers

installed in the cryostat. Here, we do not observe a consistent increase in noise photons

for any of the amplifiers. However, the added noise photons change drastically whenever

the experimental setup is changed. This suggests that the noise added by the system may

have a strong influence on the number of noise photons extracted with the PNCF method.

3.2.4 Reference state reconstruction

Due to low energy of single photons at microwave frequencies, the reconstruction of

microwave quantum signals is a challenging task, as they are strongly affected by thermal

excitations at room temperatures. One possibility for detecting these quantum microwave

states is to utilize linear amplifiers to amplify these weak quantum signals and then

detect them at room temperatures. However, even the best semiconductor-based HEMT

amplifiers add around 10 noise photons to an input quantum signal. Therefore, we have to

make use of advanced reconstruction techniques in order to reconstruct microwave quantum

signals with low photon numbers. To this end, we utilize the reference state reconstruction

method where we use a well-known signal as a reference state. This allows us to eliminate

noise contributions in the amplification chain [111]. In our experiments, this reference

state is provided by a weak thermal state. This results in photon numbers ≪ 1 which

allows us to treat this weak thermal state as vacuum state in most of our experiments. In

general, we can define the complex envelope function

Ŝ1,2 =
√

G1,2(â1,2 + V̂1,2) (3.3)

for the detected signal at room temperature. Here, G1,2 represents the gain of each of the

amplification chains (assuming we have two of these) and V̂1,2 is the added noise of the

respective path. This complex envelope function can be calculated from the measured

quadratures Î1,2 and Q̂1,2 by using the photon number conversion factor via

Ŝ1,2 = Î1,2 + iQ̂1,2√
κ

. (3.4)

The complex envelope function for the weak thermal reference state v̂ is given as

Ŝref;1,2 =
√

G1,2(v̂1,2 + V̂1,2) . (3.5)

Utilizing the fact, that the moments of the reference state are known, Eq. 3.5 allows us to

calculate the noise moments ⟨(V̂ †
1 )n(V̂ †

2 )mV̂ k
1 V̂ l

2 ⟩, with n + m + k + l ≤ 4 for n, m, k, l ∈ N .

We can use this knowledge over the noise moments to determine the quadrature moments

⟨Ik
1 Ql

1I
m
2 Qn

2 ⟩ from the detected moments of the complex envelope function. A more detailed

description of the reference state reconstruction method can be found in Ref. 110. It is

important to note, that the reference state cannot be approximated by the vacuum state
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in all of our experiments. In Sec. 5.2.2, we show measurements, where the temperature of

the input attenuator, creating the reference state, increases up to 120 mK. In this case,

the thermal statistics in the reference state can no longer be neglected and the moments

of the thermal state need to be considered. [6, 7, 112–139]



Chapter 4

Characterization of Josephson

parametric devices

In this chapter, we apply the theoretical and experimental knowledge introduced in the

previous chapters for the characterization of two different classes of parametric amplifiers,

namely, narrow-band JPAs and broadband TWPAs. With the two-dimensional (2D) Planck

spectroscopy we introduce a method to determine losses in-situ in a closed cryogenic

system. Characterization of the JPA starts with investigations of flux dependency of

its respective resonance frequency, followed by the nondegenerate gain measurements.

Furthermore, we characterize the 1 dB-compression point. Afterwards, we determine the

degenerate gain and the squeezing properties. An identical sequence of measurements is

performed for the TWPA characterization.

4.1 Characterization of a flux-driven JPA

The JPAs used throughout this thesis belong to the experimental setup employed in the

experiment for quantum teleportation of propagating microwaves between two cryostats.

Overall, there are five JPAs. JPAs 1-3 employ are single dc-SQUID design, while JPAs 4

and 5 use a double dc-SQUID design. We compare these two respective designs to each

other in terms of their frequency ranges, gains, and 1 dB-compression points. Finally, we

study the single dc-SQUID JPAs for squeezing generation, and respectively, entanglement

distribution in our local microwave quantum network.

Sample preparation

The JPA samples used throughout this thesis have been designed at Walther-Meißner-

Institut and fabricated in VTT Technical Research Centre of Finland. They consist of

a λ/4 microwave resonator which is shorted to the ground plane via a dc-SQUID. A

microscope image of an exemplary VTT JPA chip is shown in Fig. 4.1. Here, the CPW

resonator structure and pump line are visible. They are patterned from a 50 nm thick

Nb film sputtered onto a 525 µm thick silicon substrate. The silicon substrate of the

48
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Figure 4.1: (a) Photograph of the JPA sample chip. Black bonding wires are visible along the

chip edges. The periodic flux trap structure can be observed over the chip ground

plane. The inset (red) shows a zoom-in of the coupling capacitance. The blue square

marks the location of the dc-SQUID. Bottom panels (b) and (c) show a zoom-in to

the area of the dc-SQUIDs, featuring the single- and double-SQUID designs.

silicon chip is thermally oxidized. The dc-SQUID loop has the area of 4.2 × 2.4 µm2 and

is fabricated from niobium. For our experiments we use single- and double dc-SQUID

designs, illustrated in Fig. 4.1(b) and (c), respectively. All of the JPA samples are designed

to have an external quality factor Qext ≃ 200 which is defined by the coupling capacitance

value. This coupling capacitor can be seen in the inset of Fig. 4.1(a). The JPA internal

quality factors are expected to be much higher than the external ones, thus, putting

the JPAs resonators into the overcoupled regime. The JPA samples are glued with GE

Varnish glue to the inside of a gold-plated sample box fabricated out of OFHC copper.

For microwave connections, we use K-connectors that are soldered into the sample holder.

We use a printed circuit board (PCB), made out of gold-plated alumina containing a 50 Ω
CPW transmission line, to connect from the K-connectors to the JPA chip. The signal

and pump ports of the JPA chip are bonded to the PCB using the ultrasonic bonding

technique with thin aluminium wires (diameter around 100 µm). At the external edges

of the PCB, the inner waveguide-conductor is soldered to a glass bead pin linked to the

K-connector. To ensure an equal potential across the JPA, the chip, the PCB, and the

sample holder are interconnected with a dense mesh of bonds. We test every JPA sample

holder and all related microwave cables using time domain reflectometry (TDR)1. A picture

1We use Tektronix DSA8200 equipped with a 80E08 sampling module.
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Figure 4.2: (a) Photograph of the JPA chip inside of the sample box. (b) Measurement-ready

JPA sample holder mounted to the lid of the superconducting aluminum shield. The

annealed silver wires are fixed to the sample rod of the cryostat and ensure good

thermalization of all inner components.

of such a sample box containing a JPA chip is shown in Fig. 4.2(a). In order to control

the magnetic flux through the dc-SQUID, we employ a large external superconducting

coil attached to one side of the JPA sample holder. Furthermore, a 100 Ω heater and

a RuO2 thermometer are mounted at the opposite sides of the sample holder to enable

temperature stabilization of the JPA. A flexible normal-conducting minibend cable and

a superconducting NbTi cable are used to connect to the pump and signal port of the

JPA, respectively. For magnetic shielding, we place the sample box inside a cylindrical

aluminum housing, providing a robust magnetic shielding below the critical temperature of

aluminum, Tc = 1.1 K. A picture of an almost finished sample box is shown in Fig. 4.2(b).

In the Alice cryostat, in addition to the superconducting aluminum shield, we use a

cylindrical cryperm shield covering large portions of the sample stage to additionally

protect the samples during the cooldown (above Tc of aluminum).

Flux dependence of the resonance frequency

As discussed in Sec. 2.2.3, changing magnetic flux Φext threading through the dc-SQUID

leads to a change of the resonance frequency f0 of a JPA. In our case, this magnetic

flux is created by applying a constant current through the superconducting coil that is

mounted on the JPA sample holder, as shown in Fig. 4.2(b). To experimentally verify the

flux dependence of the resonance frequency, we employ the setup shown in Fig. 4.3. We

measure the JPA resonance in reflection by using an external microwave circulator which

separates incident and reflected signals. This approach reduces reflection measurements

to the evaluation of a transmitted signal between ports A and B of a vector network

analyzer (VNA). The VNA sends a weak coherent microwave signal from port A to the
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JPA with a power of −115 dBm referred to the JPA input. By comparing the input signal

with a measured output signal, a complex S-parameter is obtained. This provides access

to estimation of the JPA resonance properties. The resulting plots are shown in Fig. 4.4(a)

and (b). Since the VNA measures an unwrapped phase resulting in a linear increase

of phase with frequency, we subtract a linear slope from this data. For the magnitude,

we subtract a constant background. Since our JPAs are operated in the overcoupled

regime, there is only a very weak Lorentz dip in magnitude of the reflection spectrum.

Therefore, the JPA resonance frequencies are identified by the characteristic 360◦ phase

shift when crossing the JPA resonance frequency. An experimental flux dependence of

JPA1 resonance frequency is shown in Fig. 4.4(c). The green cross marks a working

point at f0 = 5.55 GHz corresponding to the coil current Idc = −129.20 µA. If not stated

differently, this is the working frequency for all JPAs analyzed later in this thesis.

Nondegenerate gain

With the coil current fixed to a constant value corresponding to the desired resonance

frequency f0, we can investigate the JPA amplification properties by applying a pump

tone to port P. First, we employ the JPA in the nondegenerate operating mode, as

discussed in Sec. 2.2.3. To this end, the pump frequency is set to 2f0 while the coherent

probe tone generated by the VNA enters the JPA through port S. The probe frequency,

fs = f0+δf , has a non-zero offset from half the pump frequency, δf , 0. The corresponding
measurement scheme is shown in Fig. 4.3. Results of the nondegenerate gain measurements

for JPA 4 are shown in Fig. 4.5. For small detuning, δf/f0 ≪ 0, we observe the parametric

gain up to 32 dB. The gain as a function of detuning follows a Lorentzian shape. For

the measurements shown here, the nondegenerate gain is limited by the dynamic range

of the corresponding microwave pump generator. We also consider the gain-bandwidth

pump

VNA

port A port B

amplification chain

JPA
P      S

300 K 50 mK sample stage

coil
current source

measurement circulator 

dc wiring

86 dB attenuation86 dB attenuation86 dB attenuation

42 dB attenuation

Figure 4.3: Schematic for the characterization of JPAs using a vector network analyzer. The

superconducting coil is used to control magnetic flux through the dc-SQUID loop.

Labels P and S denote the pump and signal ports of the JPA, respectively.
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Figure 4.4: Magnetic flux dependence of the JPA microwave reflection. (a) Phase response

of the reflected tone. (b) Magnitude response of the reflected tone. (c) Resonant

frequency of the single-SQUID JPA as a function of applied magnetic flux. Dots

represent the resonant frequencies extracted from the frequency dependence of the

reflected signal’s phase. The green cross marks the working point at 5.55 GHz used

for later measurements.

product (GBP) of our devices which is assumed to be constant for resonator-based JPAs.

It is defined as GBP =
√

Glin · B, where
√

Glin is the voltage gain in linear units and B

is the full width at half maximum spectral gain bandwidth. The GBP extracted from the

data shown in Fig. 4.8 is around 30 MHz. For a JPA featuring a single dc-SQUID, we

extract a GBP of around 55 MHz.
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Figure 4.5: (a) Spectrum of the nondegenerate gain as a function of pump power and signal

detuning δf from fpump/2 =5.55 GHz for JPA 4. (b) Gain as a function of detuning

δf at several pump powers indicated by the colored dashed lines in panel (a). For

both panels, the displayed pump powers are referred to the input of the JPA sample

box.

1 dB-compression point

The 1 dB-compression point is an important figure of merit for a linear amplifier. It

separates the region where the gain of the amplifier is independent of an input signal

power and the region where the gain decreases with an increased input power. It is

defined as the signal power at which the gain is reduced by 1 dB below its value at low

input powers [61]. There are two main mechanisms causing compression effects in JPAs:

higher-order nonlinear effects, when interaction of pump and signal tones can shift the

JPA resonance frequency, and a pump depletion effect, when the stiff pump approximation

becomes invalid [25, 130]. Figure 4.6(a) and (b) shows the signal gain as a function of

the input signal power for various pump powers applied to the single- and double-SQUID

JPAs. Orange crosses mark the 1 dB-compression points. The pump frequency is set to

2f0 = 11.1 GHz. A possible explanation for the ’bump’ in gain, seen for the two lowest

pump powers in Fig. 4.6(a), is the presence of a power-dependent shift of JPA resonance

frequency [112]. Here, the JPA working point is optimized for achieving high gain at

low input power and large pump powers, where the latter introduces a shift in resonance

frequency, as mentioned before. Therefore, the condition fp = 2f0 ≈ 2fs is only fulfilled

for either large pump or signal powers. For the case, when the pump and signal tone

are weak at the same time, the power-dependent shift of JPA resonance frequency is

weak. Thus, the resonance frequency is detuned from twice the pump frequency, fp , 2f0,

and JPA gain is reduced. An increase in signal power reintroduces the power-dependent

shift and realigns the JPA resonance frequency to fp = 2f0 which leads to an increase

in gain. At the signal power close to the 1 dB-compression point, compression effects
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Figure 4.6: JPA nondegenerate gain as a function of input signal power for a (a) single- and (b)

double-SQUID JPAs at different pump powers. The input signal and pump powers

are referred to the inputs of the corresponding JPA ports. Orange crosses indicate

the 1 dB-compression point. (c) 1 dB-compression point as a function of gain for

single- and double-SQUID JPAs.

start to take over and reduce the gain. Further information about this mechanism is

given in Ref. 74. Figure 4.6(c) shows the 1 dB-compression point as a function of gain for

both the single- and double-SQUID JPAs. Here, we can observe that for similar gains,

the 1 dB-compression point of the double-SQUID JPA is up to 8 dB larger than for the

single-SQUID JPA. This behaviour is expected from theory, as shown in Sec. 2.2.3, where

we predict the 1dB-compression point of the double-SQUID JPAs to be larger by 6 dB, as

compared to the single-SQUID devices.
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Degenerate gain

After determining the JPA properties in the nondegenerate operating mode, we consider

the degenerate operating regime. Here, the JPA works as a phase-sensitive amplifier,

where one quadrature of the incoming signal is deamplified and the orthogonal one

is amplified. In theory, such operation allows for noiseless amplification, as discussed

in Sec. 2.2.3. Similar to the nondegenerate operating mode, in the degenerate gain

experiments, the pump signal is exactly twice the resonance frequency, fp = 2f0. However,

the signal frequency is chosen to be exactly half the pump frequency, fs = fp/2. Therefore,
the idler mode is centered around the same frequency as the signal mode which leads

to interference effects between the idler and signal modes. Therefore, depending on

their relative phase, constructive or destructive interference is possible. A scheme of

the corresponding measurement setup is shown in Fig. 4.7. We apply a weak coherent

signal with the frequency of fs = 5.55 GHz and power of Ps = −135 dBm incident at the

signal port of the JPA, while the pump frequency is set to fp = 2fs= 11.1 GHz. Before
being digitized, the signal from the JPA is further amplified and down-converted to the

intermediate frequency of 11 MHz, as discussed in Sec. 3.2.2. We use an FPGA to detect

the down-converted signal and demodulate it into the quadrature components, I and Q.

Then, the total power, Pamp = ⟨I⟩2 + ⟨Q⟩2, of the amplified signal can be calculated. As a

reference measurement, we record the power Pref with no pump tone applied to the JPA.

From this, we can measure the phase-dependent degenerate gain, Gd(θ) = Pamp(θ)/Pref,

by varying the phase θ of the incident signal, as it is illustrated in Fig. 4.8(a). Figure 4.8(b)

shows the extracted maximum degenerate gain as a function of pump power. Here, we

can obtain a large maximum degenerate gain of up to 40 dB.

signal

amplification chain

JPA
P      S

300 K 50 mK sample stage

coil
current source

measurement circulator 

dc wiring

pump

LO  DTG

m n<I Q >

FPGA

86 dB attenuation

42 dB attenuation

Figure 4.7: Scheme for the degenerate gain and squeezing measurements of JPAs. For the

squeezing measurements, the microwave signal source stays inactive. The green dot

indicates the reconstruction point of the squeezed state.
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Figure 4.8: (a) Phase-dependent degenerate gain and (b) maximum degenerate gain of JPA

4 at the frequency of 5.55 GHz within the bandwidth of 430 kHz for various pump

powers referred to the pump port of the JPA. The curves in panel (a) are artificially

shifted across the phase axis, so that the minima coincide.

Vacuum squeezing

Josephson parametric amplifiers are robust and indispensable sources of squeezed mi-

crowave states. These states play a fundamental role in many quantum communication

protocols, such as the quantum teleportation of microwaves states [6]. For squeezing

measurements, we use exactly the same experimental setup and working parameters as in

the degenerate gain measurements. However, no coherent input signals are sent to the

JPA. Instead, the input signal of the JPA is a weak thermal state, whose photon number

population is determined by the temperature of the heatable attenuator installed in the

signal microwave line. For typical temperatures of less than 60 mK, such input states can

be well approximated by the vacuum state.

Compared to the previous measurements of JPAs gain, we now want to probe the

quantum properties of the propagating microwave states created by the JPA. To this end,

we need to perform a tomography of the quantum state and gain access the undisturbed

signal moments, even in the presence of significant amplifier noise. Thus, to reconstruct the

quantum microwave state from the voltages measured by the FPGA, we use the reference

state reconstruction method introduced in Sec. 3.2.2. To this end, a two-pulsed scheme

is utilized, where the pump is turned off during the first half of the measurement time.

This part of the measurement trace serves as the reference signal for state reconstruction.

During the second half, a pump tone is applied to the JPA and it squeezes the input signal.

The pulsing is achieved by using the pump microwave generator in the external modulation

regime, with an external time pulse provided by the DTG. The states are reconstructed

at the output of measurement circulator, as indicated by the green dot in Fig. 4.7. The
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Figure 4.9: Squeezing level and purity as a function of the pump power for JPA 1 at the

resonance frequency of 5.55 GHz within the bandwidth of Ω = 430 kHz. If not

shown, the error bars are smaller than the symbol size. The pump power is referred

to the pump port of the JPA sample holder.

squeezing angle is set to γ = 45◦ and stabilized during the measurement procedure. To this

end, multiple measurements are taken for each pump power and after each measurement

the squeezing angle is reconstructed. Based on this result, the phase of the pump signal

adjusted accordingly. We observe that the squeezing level S increases with increasing pump

powers, up to S = 7.4 dB at Pp ≃ −31 dBm, and decreases rapidly after this threshold.

Figure 4.9 illustrates this experimental finding, as well as the purity of the squeezed

microwave states. For increasing pump powers, the purity decreases monotonically. This

decrease of the squeezing level and purity is a result of higher-order nonlinear effects.

The latter start to play a role at higher pump powers and lead to a deviation from ideal

three-wave mixing process [112, 113]. Previous measurements with this JPA have shown

maximum squeezing levels of up to 10 dB with corresponding purities of larger than 0.8.

However, these measurements were taken at the working point of f0 = 5.742 GHZ. It

can be seen from Fig. 4.4 that the working point of 5.55 GHz corresponds to a much

steeper slope of the f0(Φext) dependence. This makes this working point more sensitive

to flux noise and results in excessive noise during the squeezing operation. Nevertheless,

this working point is optimal in the scope of measuring entanglement distribution and

quantum teleportation between two cryostats. Here, we need to find a common working

point, where both frequencies of the single- and double-SQUID JPAs would be identical

and, at the same time, the double-SQUID JPAs would have sufficient gains, as required

to fulfill a projection criterion in the quantum teleportation protocol. This results in

operating both JPA designs at their, individually, non-ideal working points.
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4.2 Characterization of the TWPA

In the following section, we discuss TWPA sample preparation, as well as characterization of

its parametric gain properties. To this end, we will perform the same sets of measurements

as for the JPA and compare their results.

Sample preparation

The TWPA sample used in this thesis is designed and fabricated in VTT as a part of

collaboration within the Quantum Microwave Communication & Sensing (QMiCS) project,

funded within the European Quantum Flagship Initiative. The sample is fabricated using

the side-wall passivated spacer (SWAPS) niobium junction technology which relies on

the UV photolithography [114, 131]. The Josephson junctions making up the SNAILs

are formed by a Nb/Al-AlOx/Nb trilayer. A schematic drawing of the TWPA layout

is depicted in Fig. 4.10. Capacitors, made from open-ended transmission-line spiral

resonators, are galvanically coupled to the Nb CPW center conductor and to the CPW

ground plane. A secondary niobium wiring layer is used for the on-chip magnetic flux

bias line. This flux line has a meander shape and periodically crosses from one side of the

CPW to another, which ensures an equal potential of the ground planes on both sides

of the transmission line. This is important to prevent a leakage of static currents and

a formation of parasitic loops of quantized magnetic flux. A detailed description of the

fabrication process can be found in Ref. 56.

ground plane

ground plane resistor

spiral resonator

SNAIL SNAIL

Figure 4.10: Schematic drawing of the TWPA layout on the chip, as described in Ref. 56.

The blue line indicates the center conductor of the CPW and the flux line is

depicted in green. At their crossings, a parallel-plate capacitor is formed with the

center conductor acting as the bottom-electrode and the flux line acting as the

top-electrode, separated by an aluminum oxide layer. Resistors connect the flux

line to the ground plane.
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Figure 4.11: Photograph of the TWPA sample holder mounted to the open superconducting

aluminum shield. The sample holder itself consists of a copper base for good

thermalization and an aluminium lid for increased magnetic shielding.

The TWPA sample is housed in a non-magnetic copper sample holder within an

aluminum magnetic shielding box. The sample holder has two SMP connectors with

flexible co-centric tin-plated copper cables connected to them. These cables are used to

route the combined pump and signal tones to the TWPA and an amplified output tone

away from the TWPA. For the on-chip flux biasing the sample holder is equipped with

two MMCX female ports. Superconducting NbTi wires are reinforced with temperature

resistant Teflon based jackets and carry the bias current to the sample holder. Similar to

the JPA sample holders, we install a 100 Ω heater and a thermometer on the opposite

sides of the TWPA sample holder to enable temperature stabilization of the latter. For

thermalization, we clamp an annealed silver wire between the sample box and OFHC

copper bracket which is used to attach the TWPA sample holder to the aluminum shielding

box. The other end of the silver wire is connected to the mixing chamber stage of the

cryostat. A photograph of the prepared TWPA sample holder can be found in Fig. 4.11.

Flux response of the TWPA

We start characterizing the TWPA by probing the flux response of the undriven TWPA

with a VNA. A scheme of the measurement setup can be found in Fig. 4.12. Overall, this

setup is quite similar to the one used for the VNA measurements conducted with the

JPAs, but there are also a few differences. First, we directly measure the transmission

through the TWPA, without additional input circulators. Second, the TWPA has no

dedicated pump port and, therefore, the pump and signal tones enter via the same port.

This makes it necessary to combine the two signals beforehand. We accomplish this by

using a cryogenic directional coupler2 just before the TWPA. The pump signal is fed

2We use a CPL4000-8000-20-C, Miteq, directional coupler.
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Figure 4.12: Schematic for the characterization of the TWPA using a vector network analyzer.

An on-chip bias line is used to control magnetic flux through the SNAIL metama-

terial.

to the ”coupled” port of the directional coupler which is weakly (≃ −30 dB) coupled

to the output. For flux biasing of all of the 1632 SNAILs in the current TWPA, an

on-chip magnetic flux bias line is utilized. It ensures homogeneous biasing and negligible

off-chip fringing magnetic fields. We first perform a reference VNA measurement at

zero bias current in order to obtain the reference scattering parameter Sref
BA(fs, Idc = 0).

We later subtract this frequency-dependent background from the measured scattering

parameter SBA(fs, Idc), in order to obtain the flux response of the undriven TWPA,

STWPA
BA (fs, Idc) = SBA(fs, Idc) − Sref

BA(fs, Idc = 0). Figure 4.13 shows the magnitude and

phase of the transmitted signal as a function of applied current (generating the magnetic

flux through the SNAILs) with the background subtracted. Here, the magnitude of the

signal,
∣∣∣STWPA

BA (fs, Idc)
∣∣∣, changes only very weakly as a function of Idc. Ripples in the

transmitted signal magnitude, as a function of signal frequency, appear due to a non-ideal

impedance matching of the Josephson metamaterial to the external 50 Ω impedance.

As the TWPA is designed to avoid any resonant elements in the range of 4-8 GHz, no
characteristic 360◦ jump is visible in the phase of the transmitted signal, arg (SAB(fs, Idc)),
and the phase changes smoothly as a function of magnetic flux. Figure 4.13(c) shows

the group delay τ = ∂θ/∂(2πf) introduced by the TWPA, where θ is the phase of

the signal and f is its frequency. The Φ0-periodic flux response of the SNAIL array

allows us to relate the dc-bias current Idc to the magnetic flux through the SNAILs,

Φext/Φ0 = 0.578 Idc/mA − 0.016. This corresponds to the mutual inductance between the

SNAIL array and the flux line of 0.578 Φ0/mA and matches the value provided by the

manufacturer VTT. The phase response of the TWPA, and therefore also the group delay,

is shifted by roughly 850 uA, or half of the flux quantum, as compared to the behaviour

predicted by theory. Here, we expect a local minimum of the group delay to coincide with

zero flux bias.
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Figure 4.13: Transmission spectrum of the undriven TWPA as a function of the bias current.

Panels (a) and (b) show the magnitude and phase response of the transmitted

signal. (c) Group delay of the transmitted signal. The group delay is shifted across

the vertical axis in such a way that the minima coincides with 0 ns delay.

Nondegenerate gain

Due to the broadband and non-resonant nature of the TWPA, finding a proper working

point is more cumbersome, as compared to the resonator-based JPAs. Namely, we can

vary pump power, pump frequency and the current for flux biasing over a wide parameter

space. In order to achieve an optimal working point, we start by sweeping the flux bias

and the pump microwave power while keeping the pump frequency fixed to 12 GHz. The
result of such a measurement is shown in Fig. 4.14(a). Here, each data point corresponds
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Figure 4.14: Mean signal gain of the TWPA. Each data point reflects the average gain over the

frequency range of fs = 4 GHz to fs = 8 GHz. For panel (a), the pump frequency

is fixed at 12 GHz while we vary the dc bias current and the pump power. For

panel (b), the pump power is fixed to −63 dBm while we vary the dc bias current

and the pump frequency. The values given for the pump power are referred to the

input of the TWPA sample box.

to an average TWPA gain over the signal frequency range of 4 GHz to 8 GHz. We find

a significant signal gain only around Φext ≈ 0.1 Φ0, with the highest gain corresponding

to the bias current of Idc = 100 uA and the pump power of −63 dBm referred to the

TWPA input. Here, we observe the same behaviour as for the measurement of the group

delay: the flux bias corresponding to the highest signal gain does not agree with the

working point predicted by theory, Φext ≈ 0.4 Φ0, where the condition for phase matching

condition with a non-vanishing 3WM term is satisfied. In order to further refine the

working point, we fix the pump power to the optimal value obtained from the previous

measurement (−63 dBm) and sweep the pump frequency, fp, and the bias current. The

results of this subsequent measurement can be seen in Fig. 4.14(b). Here, we obtain the

highest average gain of 24 dB at the bias current of Idc = 95 uA and the pump frequency

of 12 GHz. To make sure that this working point is not biased by the chosen starting

point, we repeat the procedure starting from a pump frequency of 10 GHz, which, however,
leads to the same working point as before. Figure 4.15 shows the gain at the determined

working point as a function of the signal frequency and pump power. We see a maximum

gain of 25 dB over the range from 4 GHz to 8 GHz and gain ripples on the order of 4 dB.
Further increase in the pump power leads to a decrease of ripples amplitude, although

the gain is also reduced. We note that data outside of the frequency span of 4 GHz to

8 GHz has not been considered here, since it exceeds the specified operating range of

the HEMT amplifier, used after the TWPA. We repeat this measurement at the dc bias

current with opposite sign, Idc = −95 uA. Here, we observe nearly identical signal gain as
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Figure 4.15: (a) Gain of the TWPA as a function of the pump power and signal frequency.

Here, the bias current and pump frequency are set to Idc = 95 uA and 12 GHz,
respectively. (b) Selected cross sections at various pump powers, also indicated by

the colored dashed lines in panel (a).

compared to the measurement at Idc = 95 uA. We expect this symmetric behaviour of the

TWPA gain based on our theoretical analysis of the SNAIL potential coefficients, where

we found |c3 (−Φext) | = |c3 (Φext) | and c4 (−Φext) = c4 (Φext). We also want to discuss the

gain-bandwidth product of the TWPA. While a generic TWPA does not have the fixed

GBP intrinsic to resonant JPAs, it is still instructive to calculate it. Assuming the TWPA

gain G = 25 dB, we obtain GBP =
√

Glin · 4.13 GHz = 73.44 GHz. This values exceeds

the JPA GBP values by more than 3 orders of magnitude. Lastly, we want to emphasize

the importance of filtering the dc-current used for flux-biasing of the SNAILs. When we

bypass the low-pass filter mentioned in Sec. 3.1, we obtain the same flux response for the

undriven TWPA as presented in Fig. 4.13. However, there is no working point leading to

significant nondegenerate TWPA gain in this configuration.

1 dB-compression point

As for JPAs, determination of 1 dB-compression point is an important part of the TWPA

characterization. Figure 4.16(a) shows related measurements for various pump powers and

the fixed signal frequency of 6 GHz. Here, we see a 1 dB-compression point that is rather

independent of the signal gain, especially when we compare this to the behaviour of the

JPAs (Fig. 4.6(c)). At the TWPA gain of 25 dB, we obtain the frequency-averaged (over

the signal frequency of 4-8 GHz) 1 dB-compression point of −99.4 dBm. While this value

is roughly 35 dB larger than the one of the double-SQUID JPA and shows improvement

over the best performing high dynamic range JPAs [115, 116], it is still considerably

inferior in comparison to commercially available semiconductor-based HEMT amplifiers.

A particular source for this limitation is the pump depletion effect, similar as for the JPA.

Another limiting factor is power leakage of the pump tone to higher harmonics, especially
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Figure 4.16: (a) Signal gain as a function of the input signal power at different pump powers.

All powers are referred to the input of the TWPA sample holder. Crosses indicate

the 1 dB-compression point. Here, the signal frequency is set at 5 GHz, while the

pump frequency is at 12 GHz. (b) 1 dB-compression point as a function of the

signal frequency and the pump frequency set at 12 GHz. Panels (a) and (b) use

the same color code for the different pump powers.

to the second harmonic at 2fp [89]. Lastly, the Kerr phase modulation and higher-order

processes can also limit the 1 dB-compression powers [98, 118]. The 1 dB-compression

point as a function of the signal frequency can be found in Fig. 4.16(b), where we see

an increase of the 1 dB-compression point when we move to higher signal frequencies.

Respective compression ripples are, most likely, a result of the gain ripples.

Degenerate gain

Similar to JPAs, TWPAs can also be operated in the degenerate amplification regime. In

order to do so, we have to set the frequency of the pump tone to exactly twice the signal

frequency, fp = 2fs. In our experiment, we probe the TWPA at the signal frequency

of fs = 6 GHz and with the signal power of Ps = −126 dBm. Accordingly, the pump

frequency is set at the frequency of 12 GHz and the power is varied from −80 dBm to

−64 dBm, referred to the input of the TWPA sample box. Similar to the degenerate

gain measurements of the JPAs, we use the FPGA to obtain the quadratures, I and Q,

of the signal amplified by the TWPA. A corresponding measurement scheme is shown

in Fig. 4.17. Compared to the Alice lab, we use an AWG for pulse modulation of the

microwave pump source and the signal leaving the cryostat is down-converted to a different

intermediate frequency of 12.5 MHz. We sweep the signal tone phase from 0◦ to 360◦

in order to obtain the phase-dependent gain of the TWPA. The gain of the TWPA is

calibrated against the measurement when the pump is turned off, as discussed for the
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Figure 4.17: Schematic of the degenerate gain and squeezing measurements of the TWPA. For

the squeezing measurements, the microwave signal source is inactive. The blue dot

after the TWPA indicates the reconstruction point of the squeezed state.

measurements of the JPA degenerate gain. Figure 4.18(a) shows the degenerate gain as a

function of the signal phase for various pump powers and Fig. 4.18(b) shows the extracted

maximum gain. This measurement shows two distinct pump power regions: for the pump

powers smaller than −68 dBm, the phase dependence is sine-like and deamplification of

the signal is visible; for the pump power above −68 dBm, we see a rapid increase in the

maximum gain and the phase dependence becomes unbalanced, i.e., Gamp , Gdeamp. For

pump powers larger than −66 dBm, we observe no deamplification of the signal. This

non-existent deamplification may be explained by excessive noise added by the TWPA
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Figure 4.18: (a) Phase-dependent degenerate gain and (b) maximum phase-dependent gain of

the TWPA at the central frequency of 6 GHz within the bandwidth of 400 kHz for

various pump powers referred to the TWPA input. The curves in panel (a) are

shifted along the horizontal axis in order for their minima to coincide.
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The pump frequency is set to twice the carrier frequency fp = 2fs. If not shown,

the error bars are smaller than the symbol size. The pump power is referred to the

TWPA input.

during the parametric amplification. Overall, the behaviour of the maximum gain has also

been observed in previous experiments, however, its physical origin is not entirely clear and

further investigation is needed. Last, we want to consider the phase-sensitive extinction

ratio (PSER), defined as the difference between the maximum phase-sensitive amplification

and deamplification at a fixed pump power, PSER = Gamp − Gdeamp. For pump powers

larger than −66 dBm, it is 14 dB. As compared to the JPA measurements shown in

Fig. 4.8(a), where PSER = 35 dB, and TWPAs featuring phase-matching resonators,

where PSER = 56 dB [93], this value is rather low for the current TWPA.

Vacuum squeezing

Lastly, we characterize vacuum squeezing with the SNAIL based TWPA. To achieve this,

we employ a setup similar to the one shown in Fig. 4.17. We assume that in the absence

of any coherent input, the TWPA incident state is well-approximated by the vacuum state

at the corresponding signal frequency generated by the 30 dB attenuator placed in the

input signal line. Reconstruction of the quantum microwave state produced by the TWPA

is done in the same way as for the JPA, i.e. by utilizing the reference state reconstruction

method. The reconstruction point of the quantum state is after the TWPA, as indicated

in Fig. 4.17. The results of the TWPA squeezing measurements can be seen in Fig. 4.19,

where the squeezing level and purity are obtained for two different carrier frequencies with

the corresponding bandwidths of 400 kHz. The squeezing angle is stabilized at γ = 45◦.

We observe the maximum vacuum squeezing level of 3.7 dB at 5 GHz and 3.1 dB at 6 GHz
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with purities above 0.9 in both cases. With further increase in the pump power, vacuum

squeezing disappears and purity rapidly decreases. Overall, the squeezing levels achieved

by the SNAIL-based TWPA are lower than those obtained with the resonator-based

JPAs in this thesis (7.4 dB maximum), or in other TWPA experiments, featuring different

TWPA designs, (11.35 dB maximum) [93]. Equation 2.69 illustrates, that the squeezing

level at the TWPA output is very sensitive to losses along its transmission line. This

suggests that a possible effect limiting squeezing in the current TWPA design is dielectric

losses in the Josephson metamaterial, which act as noise channels [97]. Other possible

effects degrading squeezing can be attributed to the Kerr-type nonlinearities, generation

of higher-order harmonics [112], and an imperfect impedance matching.

4.3 Two-dimensional Planck spectroscopy

Precise knowledge about microwave losses is the requirement for an accurate quantum

state tomography and, in particular, for squeezing measurements. However, this is a

challenging task in most cryogenic systems because of impossibility to access various

parts of the experimental setup during the system operation at millikelvin temperatures.

Therefore, one requires to exploit various self-calibrated methods to access these losses

in-situ. In the following, we discuss some of the methods which are commonly used to

achieve this task and study a novel concept of a two-dimensional Planck spectroscopy.

Lastly, we present experimental results obtained with this method.

4.3.1 Calibration techniques for cryogenic microwave systems

Many of the in-situ calibration methods rely on black-body radiators emitting thermal

states with well-known properties defined by the Planck formula. Here, the power spectral

density S emitted by an black-body radiator with temperature T follows the Planck

equation, as introduced in Sec. 3.2.3. This gives us a precise knowledge over the microwave

power emitted into the cable. However, methods relying on the Plank spectroscopy are

intrinsically slow, as one needs to wait several minutes for the system to stabilize and

thermalize at new temperature points. Therefore, other methods and self-calibrated

sources of radiation, such as voltage-bias tunnel junction, have been developed in this

context. In the following, we discuss and compare some these calibration techniques.

Heating the mixing chamber

The first calibration technique we want to discuss is based on heating large parts of the

experimental setup inside of the cryostat [56]. In experiments, this is usually achieved with

a heater and a thermometer placed at the mixing chamber plate, allowing for temperature

control of the mixing chamber stage and all of the microwave components thermalized to

this stage. Under the assumption that all of these components are at the same temperature
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power from a SNTJ as a function of voltage across the junction for the temperature

of 50 mK and the frequency of 5 GHz within the bandwidth of B = 430 kHz
according to Eq. 4.1.

as the mixing chamber stage, we can model them as a single black-body radiator placed

at the input of the amplification chain. However, there are several drawbacks to this

method. First, the large thermal mass of the mixing chamber stage results in long waiting

times until the system reaches the steady state at a new temperature point and makes an

accurate stabilization of the stage’s temperature demanding. This makes this calibration

method quite slow, even compared to other techniques based on black-body radiators.

Second, the method prohibits us from placing the first amplifier of the amplification

chain on the mixing chamber, as the properties of the amplifier, such as gain and noise

performance, can be very depended on its temperature [93]. Overall, while this method is

quite easy to implement, its accuracy and use-cases are limited.

Hot and cold sources

One can implement a more elaborate solution by using ”hot” and ”cold” attenuators

at two, drastically different, temperature stages and switch between them utilizing a

cryogenic microwave switch [75, 132, 133]. A scheme of such calibration setup is shown

in Fig. 4.20(a). The accuracy of this method is limited, as we only have two reference

temperature points at which we can measure and impedance differences between the hot

and cold source signal pathways when operated through a coaxial switch can lead to

systematic errors. An advantage of this method is that the mixing chamber temperature

stays rather constant regardless of which noise source is chosen. Furthermore, one can

utilize the natural temperature stages of the cryostat to eliminate the need for extra

heaters and sensors. This results in faster calibration measurements as the system does

not need to stabilize and thermalize at new temperature points.



4.3 Two-dimensional Planck spectroscopy 69

Heatable attenuator

Another step forward is to use a heatable attenuator located in the input line of a to-be-

calibrated device or an amplification chain. This approach brings us to the idea of the

PNCF calibration [17, 19, 131, 134, 135], as discussed in Sec. 3.2.3 of this thesis. With

dilution cryostats reaching temperatures well below 50 mK, this method can resolve the

flat part of the temperature-dependent Planck spectrum corresponding to the regime

dominated by quantum fluctuations, as it can be seen in Fig. 3.3. In the case when the

thermal coupling of the heatable attenuator to the rest of the experimental setup is small

enough, a wide range of the attenuator temperatures can be used for calibration without

significantly increasing the temperature of other components. This makes this method

very accurate.

Shot noise tunnel junction

An alternative method, not based on the black-body radiation, utilizes a voltage-biased

tunnel junction generating shot noise [93, 130, 136]. The shot noise tunnel junction (SNTJ)

is typically a metal-insulator-metal junction with 50 Ω nominal resistance and is embedded

in a 50 Ω coplanar wave-guide transmission line. The metal, usually aluminum, is operated

in the normal conducting state by applying a strong magnetic field, generated by an in-situ

neodymium magnet. This realizes a normal tunnel junction at dilution temperatures. The

noise power PN at frequency f generated by the voltage-biased SNTJ is given by [136]

PN = kBB

2

[(
eV + hf

2kB

)
coth

(
eV + hf

2kBT

)
+
(

eV − hf

2kB

)
coth

(
eV − hf

2kBT

)]
, (4.1)

where V is the voltage bias across the shot noise tunnel junction, B is the measurement

bandwidth, and T is the temperature. The noise power PN is plotted as a function of

the voltage bias in Fig. 4.20(b). Here, two different regimes emerge: for eV ≪ hf , the

output power is dominated by a constant quantum noise; for eV ≫ hf , the voltage

dependence becomes linear since the noise is dominated by the Poissonian shot noise

of electron tunneling events through the tunnel junction. The SNTJ can be switched

between different voltage states in under a millisecond [137], allowing for quick noise

temperature measurements, limited primarily by the speed of related microwave measure-

ments. Furthermore, the applied voltage can be controlled very precisely and self-heating

effects are also small [93, 137]. The disadvantage of this method is that it introduces many

extra complexities to experiments. Also, placing a rather strong magnet (≃ 0.5 T [136])

near superconducting and flux-sensitive devices, like JPAs, raises the need for very strong

magnetic shielding.
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Qubit coupled to a waveguide

The last method we discuss utilizes waveguide quantum electrodynamics and is based on the

ac-Stark shift [80, 93]. Here, we use a power dependent transmission of a superconducting

qubit coupled in a waveguide when a coherent microwave signal is applied. This method

enables the calibration of the absolute power of the incoming coherent signal at the

qubit. The transmission amplitude of the waveguide depends on parameters which can

be measured independently, such as a spontaneous emission rate of the qubit into the

transmission line, Γ1, a transverse decoherence of the qubit, Γ2, and the detuning ∆ of the

coherent probe tone from the qubit frequency. Lastly, the transmission amplitude depends

on the power of the coherent probe tone, Pp, as seen by the qubit [138, 139]. This method,

arguably, provides a more accurate input loss calibration than the SNTJ, as no additional

circuit components are employed, and therefore, no additional, not very well-known,

loss sources. The drawback of the ac-Stark method is that it is limited to a relatively

narrow frequency range of the used qubit. It also requires somewhat cumbersome, lengthy

characterization measurements.

A comparison between the SNTJ and the ac-Stark approaches within the same setup is

presented in Ref. 93. Qualitatively, this comparison shows consistent results. However, the

shot noise method overestimates the noise temperature for a following amplifier by roughly

2 K as compared to the ac-Stark approach. This difference in noise temperature most

likely arises from the losses imposed by the additional components required to operate

the SNTJ. When the losses of roughly 1.9 dB introduced by the microwave components

located in between the SNTJ and the following amplifier are taken into account, both

methods result in the same noise temperature of the aforementioned amplifier.

4.3.2 Path losses and HEMT performance

It is apparent that one of the biggest sources of uncertainty for any of the aforementioned

calibration methods comes from the loss estimation between the calibrated photon source

and a (HEMT) amplifier. To mitigate this problem, we introduce a method that provides

access to yet unknown cryogenic losses in our measurement channel. Here, we combine

the heatable attenuator approach with the method relying on heating of the whole sample

stage. As for the regular PNCF measurement, introduced in Sec. 3.2.3, we use a 30 dB
heatable attenuator emitting black-body radiation as a self-calibrated signal source. For

typical experimental setups, we route the microwave signal created by the heatable

attenuator through various passive microwave components, like connectors or circulators,

before it reaches the amplification chain. These components introduce losses, Ln > 0, and
attenuate the microwave signal. However, for a complete description, we need to consider

them as 4-port devices and describe them using the beam splitter model. Therefore, losses

do not only attenuate the incoming microwave signal, but also add a noise contribution.

The latter depends on the amount of attenuation introduced and the temperature of
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the microwave component. In our experiments, all of these microwave components are

typically well-thermalized to the mixing chamber plate. Therefore, we can assume that

they are all at the mixing chamber temperature Tmc. This allows us to consider these

losses as one combined attenuator at Tmc with a combined loss, L = ∑
n=1 Ln. The power

spectral density Sout after this combined attenuator is

Sout (Tatt, Tmc, L) = S (Tatt) 10 -L
10 +

(
1 − 10−L

10
)

S (Tmc) . (4.2)

The first part of this equation corresponds to the attenuated black-body radiation from the

heatable attenuator at a the temperature Tatt, while the second part is the added thermal

radiation but with a different characteristic temperature, Tmc. With the noise nHEMT

added by the HEMT during the amplification of the signal and the photon number

conversion factor κ, introduced in Sec. 3.2.3, the output power P detected by the FPGA

is given by

P (Tatt, Tmc, L, nHEMT) = ⟨I2⟩ + ⟨Q2⟩
R

= κ

R
(Sout (Tatt, Tmc, L) + nHEMT) , (4.3)

where R = 50 Ω. A generic scheme for a respective measurement setup is illustrated

in Fig. 4.21(a). Now, we can analyze the difference between detected noise powers

corresponding to two different temperatures of the mixing chamber, T1 and T2

P2 (Tatt, T2, L) − P1 (Tatt, T1, L) = κ

R

[(
1 − 10

−L
10
)

S (T2) −
(
1 − 10

−L
10
)

S (T1)
]

≈ κ

R

(
1 − 10

−L
10
) kB∆T

hf0
∝
(
1 − 10

−L
10
)

∆T . (4.4)

Here, ∆T = T2 − T1 is the temperature difference. We also have used the fact that the

power spectral density S reduces to the classical Johnson-Nyquist noise spectral density

kBT for kBT ≫ ℏω, i.e., for large enough temperatures. In our experiments, this is

the case for temperatures that are larger than roughly 150-200 mK. From this we see,

that increasing the mixing chamber temperature leads to an increase in the measured

output power. Therefore, by performing multiple PNCF measurements at different mixing

chamber temperatures, we can obtain access to the unknown component losses via the

spacing of the different PNCF curves. Since we have to vary two variables to achieve this

result, we call this method a two-dimensional (2D) Planck spectroscopy.

In the experiment, the two temperatures are stabilized using separate external PID

control loops. For controlling the mixing chamber temperature, a thermometer and heater,

mounted to the mixing chamber plate, are controlled by a Lakeshore Model 372 AC

Resistance Bridge. The setup for stabilizing the attenuator temperature is the same,

as the one we use for the standard PNCF (Sec. 3.2.3), utilizing a Picowatt AVS-48SI
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Figure 4.21: (a) Experimental setup used for the 2D PNCF measurements. (b) Schematic

drawing of the model used for the 2D PNCF. Noise at the respective mixing

chamber temperature Tmc enters the channel via an unknown loss port between the

heatable attenuator and the HEMT. This loss port is modelled with an asymmetric

beam splitter.

Picobridge. The thermometer mounted to the TWPA sample box allows us to verify that

not only the mixing chamber plate but also the sample rod are at the desired temperature.

Before performing the two-dimensional Planck spectroscopy, we heat only the 30 dB
attenuator and observe the temperatures of the mixing chamber in the steady-state.

We conclude that the attenuator can only be heated to 600 mK, as long as we want to

stabilize the mixing chamber at 100 mK. A further increase in attenuator temperature

increases the mixing chamber temperature above 100 mK. For the two-dimensional Planck

spectroscopy itself we perform six consecutive PNCF measurements, while we increase the

mixing chamber temperature in steps of 50 mK starting at Tmc =100 mK. The minimal

heatable attenuator temperature is set 20-30 mK higher than the present mixing chamber

temperature to ensure good temperature stabilization and its maximum temperature is

limited to 600 mK. In Fig. 4.22 we show such a two-dimensional Planck spectroscopy

with a corresponding fit of Eq. 4.3. The detection frequency is set to 5.5 GHz and no

dc-current is applied to the TWPA. For the detection of the signal leaving the cryostat,

the same room temperature setup, as for the regular PNCF measurement, is used. The

measured data clearly shows the equidistant spacing between the different mixing chamber

temperatures, as expected from Eq. 4.4. For the fit shown, we leave κ, nHEMT and L as
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Figure 4.22: Two-dimensional Planck spectroscopy consisting of various attenuator temperature

sweeps recorded at different mixing chamber temperatures (indicated by different

colors). The TWPA is not driven by a pump tone and the coil current is kept at

0 uA. Symbols depict experimental data and solid lines are corresponding fits. The

carrier frequency is f0 = 5.5 GHz with a detection bandwidth of 400 kHz.

free parameters and obtain a very good agreement between the measured and fitted data

for κ = 1.15 (mV)2, nHEMT = 6.83 and L = 2.79 dB. Furthermore, when evaluating the

measured data, we take into account the thermal noise, which travels down the pump

line and couples to the signal line via the directional coupler. This added signal leads

to an increase of the noise temperature of the initial thermal state emitted by the 30 dB
heatable attenuator by 8 mK for Tmc = 100 mK and up to 12 mK for Tmc = 350 mK.

As a comparison, we evaluate the data measured at a mixing chamber temperature

of 100 mK by using the standard 1D PNCF fitting routine. Here, we assume the losses

from the data sheet of the individual components. At a signal frequency of 5.5 GHz, these
are: 0.16 dB for the directional coupler, 0.6 dB for the TWPA [56], 0.9 dB for the two

non-superconducting microwave cables connecting the TWPA, 0.05 dB for each of the six

custom SMA rf-connectors, and 0.09 dB for each of the output circulators. This amounts

Method Losses L noise photons nHEMT PNCF κ

1D PNCF
2.14 dB

(data sheet values)
9.59 1.34 (mV)2

2D PNCF 2.79 dB 6.83 1.15 (mV)2

Mixing chamber PNCF - 6.70 1.10 (mV)2

Table 4.1: Results obtained with the 1D and 2D PNCF measurement and the PNCF measure-

ment only using the mixing chamber heater.
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Figure 4.23: PNCF measurement only using the mixing chamber heater. (a) Schematic

drawing of the measurement setup. All attenuation placed on the mixing chamber

is assumed to be well-thermailzed to the mixing chamber temperature, Tmc. (b)

Experimental results of the PNCF measurement using the mixing chamber heater.

The dots correspond to the experimental data, while the solid line represents the fit

according to Eq. 3.2. The carrier frequency is 5.5 GHz and the detection bandwidth

is 400 kHz.

to a total theoretical loss of 2.14 dB. The results obtained for the 1D and 2D PNCF

measurements can be found in Tab. 4.1. Here we observe, that the path-losses obtained

with the two-dimensional Planck spectroscopy are nearly 0.7 dB larger than the value

extracted from data sheets.

This underestimation of losses leads to an overestimation of the noise photons added by

the HEMT and κ in the case of the 1D PNCF measurement. The number of HEMT noise

photons we obtain with the two-dimensional Planck spectroscopy is in good agreement

with the data sheet value of nHEMT = 6.2 provided by the HEMT’s manufacturer (LNF).

In order to verify this number, we perform a separate measurement, where we increase

the temperature of the mixing chamber stage. Here, all of the microwave components

can be treated as a single heatable attenuator at the mixing chamber temperature, as

illustrated in Fig. 4.23(a). This places the self-calibrated signal source directly in front of

the HEMT, without any losses in between, and ensures good accuracy of this method.

Furthermore, heating the mixing chamber to 300 mK has only a negligible effect on the

temperature of the 4K stage, where HEMT is mounted. Therefore, the performance of

the latter is constant throughout this measurement. The measurement result is shown
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in Fig. 4.23(b). Fitting the measurement data according to Eq. 3.2 yields nHEMT = 6.70
noise photons added to the signal by the HEMT.

4.3.3 TWPA as tunable attenuator
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Figure 4.24: Transmission of the unpumped TWPA as a function of applied current measured

with a VNA (solid line) and obtained from a set of two-dimensional Planck

spectroscopies (blue circles). Both data sets are shifted vertically to obtain a

transmission of 0 dB at a current of 0 uA.

To further explore the potential of the two-dimensional Planck spectroscopy, we utilize

the tunability of the TWPA and use it as a ”flux-tunable attenuator”. To this end, we vary

the TWPA flux bias by changing the bias current Idc. First, we measure the total transmis-

sion, SBA [(Φext(Idc))], through the system as a function of the flux bias by performing a

transmission measurement with a VNA, just as for the first characterization measurement

of the TWPA in Sec. 4.2. Second, we perform multiple 2D PNCF measurements at

different flux biases and use the fitting routine according to Eq. 4.3 to extract loss values

L [(Φext(Idc))]. The results of these measurements can be found in Fig 4.24. In order to

compare the transmission obtained with the VNA measurement to the amount of losses

obtained with the 2D PNCF approach, we only consider their respective change as a func-

tion of bias current, ∆SBA [(Φext(Idc))] and ∆L [(Φext(Idc))]. To this end, we first perform

reference measurements at a bias current of 0 uA and a frequency of 5.5 GHZ with both

methods. We then subtract these values from each measurement point in order to obtain

the change in transmission, ∆SBA [(Φext(Idc))] = SBA [(Φext(Idc))] − SBA [(Φext(Idc = 0))]
and ∆L [(Φext(Idc))] = L [(Φext(Idc))] − L [(Φext(Idc = 0))], respectively. We see that, qual-

itatively, there is a good agreement between the two methods and the two-dimensional

Planck spectroscopy is able to resolve loss changes smaller than 0.1 dB. However, for the

TWPA bias currents smaller than −140 uA, the change in attenuation is smaller than the
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one expected from the VNA measurements. One possible explanation for this deviation is

that, fundamentally, these two methods measure different quantities. With the VNA we

measure the attenuation introduced to a rf-probe signal applied to the experimental setup.

With the two-dimensional Planck spectroscopy, however, we measure a combination of the

attenuation introduced to a broadband signal and the amount of noise that gets added to

that signal. Here, the beam splitter relation establishes a connection between the losses

and the amount of noise coupled from the bath to the incoming signal. However, this

demands precise knowledge of the signals incident at both inputs of the beam splitter

and, therefore, the bath temperature at which these signals are created. For the model

we use to analyse the data, we assume that this bath temperature is the same as the

temperature measured by the thermometers. This can be the case for a ”simple” system

like an attenuator. However, for more complex systems like the Josephson metamaterial,

the electronic temperature of the noise coupling to the material can be different than

the phononic temperature measured by the thermometer. Further analysis is needed

to investigate whether the two-dimensional Planck spectroscopy could be employed as

a method to determine the noise temperature coupling to a device. Here, one would

determine the losses introduced by the microwave device under test beforehand and use a

fit of Eq. 4.3 to determine the bath temperature for known losses L.

4.3.4 Noise performance of the TWPA

Finally, we want to use the 2D Planck spectroscopy to determine the noise properties of

the TWPA in the nondegenerate regime. To this end, we perform the 2D PNCF with

the TWPA bias current set to 95 uA. We pump the TWPA using the two-pulse scheme,

similar to the squeezing measurements. By analyzing the first and second part of the

measured traces individually, we obtain PNCF calibrations for the case of the undriven

and driven TWPA. The frequency of the pump tone is set to 12 GHz and the carrier

frequency is at 5.5 GHz with the related detection bandwidth of 400 kHz. A scheme of

the setup can be found in Fig. 4.25. When the TWPA is pumped, the expression for

the detected power is modified in comparison to Eq. 4.3, as the noise photons added

by the amplification chain are not given only by the HEMT noise, nHEMT, but by the

noise contribution ntotal of the TWPA and HEMT in a chained configuration. For known

TWPA gain, GTWPA, and HEMT noise photons, the noise photons added by the TWPA

can be calculated using the Friis formula [103]

nTWPA = ntotal − nHEMT

GTWPA

. (4.5)
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Figure 4.25: Schematic model of the two-dimensional Planck spectroscopy with the active

TWPA. The orange rectangle indicates the region heated by the mixing chamber

heater and, therefore, the location of the microwave losses L obtained with the 2D

PNCF measurement.

We can calculate the gain of the TWPA by dividing the PNCF obtained with an active

TWPA, κon, by the PNCF for the unpumped TWPA, κoff

GTWPA = κon

κoff

= GoffGTWPA R Ω hf0

Goff R Ω hf0
. (4.6)

Here, we have expressed the gain of the amplification chain with the active TWPA, Gon

as a product of the TWPA gain and the gain of the amplification chain with the inactive

TWPA, Goff. With access to the noise photons added by the TWPA, we can also use the

quantum efficiency, η, to characterize its noise performance. The quantum efficiency is

defined as the ratio between vacuum fluctuations in the input signal and total fluctuations

in the output signal [112]. Therefore, η can be expressed as

η = 1
1 + 2nTWPA

. (4.7)

The experimental results of the two-dimensional Planck spectroscopy with the two-pulse

scheme can be found in Fig. 4.26. For the unpumped TWPA, one can notice that the
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Figure 4.26: Two-dimensional Planck spectroscopy at the bias current of 95 uA for the un-

pumped (a) and pumped (b) TWPA. The frequency of the pump tone is 12 GHz
and the carrier frequency is 5.5 GHz with the detection bandwidth of 400 kHz. The
TWPA gain is 10.35 dB. (c) Zoom-in in the marked region in panel (b), where the

compression effects of the TWPA are negligible. Symbols depict experimental data

and solid lines are the corresponding fits according to Eq. 4.3.

spacing between different PNCF traces (corresponding to different Tmc) is smaller than for

the measurement shown in Fig. 4.25(a). This indicates less losses present in the channel,

according to Eq. 4.4. We extract the losses to be around 1.78 dB, compared to the value

of 2.79 dB before, while the added noise photons stay at a similar value of nHEMT = 6.68.
Most likely, this change in losses is due to the fact that the output circulator was exchanged

from a Quinstar QCY-G0401201AS, with an insertation loss of 0.09 dB at the frequency

of 5.5 GHz, to a PAMtech CTH1184-KS18, with an insertation loss of 0.19 dB at the

frequency of 5.5 GHz, between these two measurements. As these data sheet values differ
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Figure 4.27: Compression effects for the strongly-pumped TWPA, Pp = −59.4 dBm (panel (a))

and Pp − 58 dBm (panel (b)), respectively. The given pump powers are referred

to the input of the TWPA. The carrier frequency is 5.5 GHz with a detection

bandwidth of 400 kHz.

only by 0.1 dB, there could be another source for these changes. This may be an improper

impedance matching at one of the microwave connectors or a loose connection. This

highlights the importance of the two-dimensional Planck spectroscopy - while the two

experimental setups may look nearly identical on paper, in reality, their losses can be

quite different from each other.

Panel (b) of Fig. 4.26 shows the results for the pumped part of the trace. The pump power

of −60 dBm corresponds to the gain of 10.35 dB. Here, we can observe the equidistant

spacing between the different mixing chamber temperatures only up to 250 mK. The

linear increase of detected power as a function of the attenuator temperature is only

present up to 400 mK. For higher temperatures, we start to see deviations caused by

compression effects. The latter are already visible at much lower gains and attenuator

temperatures, as compared to similar measurements with the JPA [59], which has a much

lower 1 dB-compression point. This behaviour can be explained by the broadband nature

of thermal radiation from the heatable attenuator and the TWPA, that amplifies the signal

over a broad bandwidth. At a temperature of Tatt = 400 mK, the heatable attenuator

emits the total signal power Ps inside the bandwidth of the TWPA

Ps =
∫ f2=8 GHz

f1=4 GHz
S (Tatt, f) df ≈ −100 dBm. (4.8)

This signal power is close to the 1 dB-compression point of the TWPA at the pump

power of Pp = −60 dBm , P1dB (Pp = −60 dBm) ≈ −101 dBm, which we measured with

the VNA (see Fig. 4.16). For our analysis of the TWPA noise properties, we neglect the
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Figure 4.28: Gain and added noise photons of the TWPA as a function of the pump power

referred to the input of the TWPA sample box. The dashed line represents the

SQL of half a noise photon added to the amplified signal.

region where compression becomes apparent. The corresponding cut-off is marked by the

dashed line in Fig. 4.25(b) and is independently shown in Fig. 4.25(c). We fit the data

show in this panel (c) and obtain nTWPA = 1.79, η = 0.21. Next, we can try to increase

the gain of the TWPA by increasing the pump power. Then, we observe that first, the

number of noise photons starts to increase and gain starts to decrease, as compression

effects start to get stronger. A corresponding measurement in this regime can be seen

in Fig. 4.27(a). If we continue to increase pump power even further, the gain starts to

increase again and the noise added by the TWPA stays at a rather high level of more

than 10 noise photons, or, quantum efficiency of less than 5%. Here, while still visible,

compression effects are less pronounced, as can be seen from Fig. 4.27(b). The number of

noise photons added by the TWPA, as well as its gain, as a function of the pump power

are shown in Fig. 4.28. If we calculate the noise performance for the case where we use

the data sheet losses of the microwave components, instead of the losses obtained by the

2D PNCF, the added noise photons will be underestimated.

Using multiple amplifiers at cryogenic temperatures in a pulsed manner theoretically

allows us to independently determine the losses between the amplifiers. In our case,

using only the HEMT gives us access to all of the losses coupled to the mixing chamber

temperature. If we turn on the HEMT and the TWPA, the total losses obtained with the

fitting routine decrease, as the impact of losses after the first amplifier reduces, according

to the Friis formula [103]. In the high gain limit of the first amplifier, we would only

obtain a contribution of the losses in front of this amplifier, thus allowing us to divide

the system in individual subsections. For the case of the TWPA measurements, the first

subsystem, between the 30 dB heatable attenuator and the TWPA, contains exactly the

losses we need to take into account for shifting the reconstruction point of the quantum
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state during the reference state reconstruction. Access to this subsystem would allow us

to completely discard assuming data sheet losses during data processing, even for shifting

of the reconstruction point. However, in our experiments, the low gain of the TWPA

when amplifying a broadband signal does not allow us to make use of this result.



Chapter 5

Microwave quantum local area network

In this chapter, we present a cryogenic link connecting two dilution cryostats spatially

separated by a distance of 6.5 m. Utilizing a superconducting microwave cable, we

create an elementary microwave quantum local area network (QLAN). In Section 5.1,

we discuss our design of the cryolink, including main cryogenic components and the

superconducting transmission line. We present the cryolink performance and analyze its

limitations. Section 5.2 concludes this chapter by presenting an experiment on microwave

entanglement distribution between distant nodes.

5.1 Cryolink assembly

The cryogenic link has been designed in close collaboration between OINT and the Walther-

Meißner-Institute in the framework of the Quantum Microwave Communication & Sensing

project, funded by the European Quantum Flagship program. In this section, we discuss

the design of this system and its performance. Our cryogenic local network consists of five

main elements. First, there are the Alice (designed and built at WMI) and Bob (Triton,

OINT) dilution refrigerators, both of which have been introduced in Sec. 3.1. Then, there

is a cold network node (CNN) located in the Eve lab. This lab is located between the

Alice and Bob labs. To be consistent with the naming scheme throughout this thesis,

we call this cryostat Eve. The last components forming the cryogenic local network are

two link arms, with the length of 2.2 m each, which are connecting Alice to Eve and Eve

to Bob. A scheme and a photograph of the cryogenic link is shown in Fig. 5.1. Eve is

a commercial 4 K cryostat from OINT which contains only PT1 (50 K) and PT2 (4 K)

stages. In the current configuration, there are no microwave input and output lines in

the Eve cryostat and it contains only dc-looms for temperature readout. As in the Bob

croystat, we use a 24 pin LEMO connector at the vacuum feedtrough and a BeCu-loom

for temperatures higher than 3 K. Below the PT2 stage, we use a superconducting loom

made from NbTi. We thermalize the superconducting looms by wrapping them around

OFHC copper cylinders that are fixed at various temperature stages of the cryostat. To

ensure a good thermal contact, we glue the looms to the cylinders with GE varnish. All

the lines used for thermometry are filtered with the low-pass filters described in Sec. 3.1.

82
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Figure 5.1: (a) Schematic drawing of the complete cryolink system. The numbers 1 to 4 indicate

the positions of important thermometers throughout the system. (b) Photograph of

the cryolink. The Eve lab also houses parts of the cryogenic infrastructure needed

to run the cryostats, such as pumps and compressors.

The cryogenic Alice-Eve and Eve-Bob link arms have the same inner shielding layout as

the respective dilution fridges. A schematic cross-section of this layout can be found in

Fig. 5.1(a). A photograph illustrating this inner structure is shown in Fig. 5.2. Each

temperature stage of the link arm, except those for the mixing chamber and the outer

vacuum shield, is equipped with stainless steel bellows which allow for limited flexibility

under thermal contraction forces. Due to the low heat conductivity of stainless steel,

additional copper braids span across the bellows in order to provide a good thermal

contact across them. A detailed image of these elements can be seen in Fig. B.1(a). We

determine the gaseous volume of the OVC, in order to relate the pressure inside the OVC

to a volume of gas during later analysis of the system. To this end, we fill the evacuated
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Figure 5.2: (a) Photograph of the superconducting cable assembly used as a microwave quantum

channel inside the cryogenic link. The entire cable is supported by 13 of such holders.

This particular element shown here is equipped with a heater and thermometer

to allow for temperature stabilization. Silver wires are used for thermalization of

the cables. (b) Photograph of the connection interface between the Bob fridge and

the link arm. (c) Photograph of the different temperature shields of the link arm

and the respective superconducting microwave cable. The stages are equipped with

copper faces where the copper braids are attached to.

vacuum can with a known amount of gas and measure the pressure increase inside the

OVC. Here, we obtain a volume of 933 ± 229 l. The large error stems from different values

read from three pressure gauges.

Assembling the cryolink

In order to connect the cryostats to the link arm, the lowest shields on Eve and Bob

and the second lowest shields on Alice are equipped with holes with the diameter of the
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corresponding temperature stage of the link arm. Flat faces surrounding these holes allow

us to attach the cylindrical adapter pieces using 12 stainless steel screws of varying sizes

each. On the mixing chamber stage we use these screws in combination with molybdenum

washers. These washers can compensate for the difference in thermal expansion between

the copper shields and the stainless steel screws, which ensures a proper mechanical and

thermal contact at millikelvin temperatures. A picture of these adapter pieces can be

seen on the left side of Fig. 5.2(b). The adapter pieces mirror the shields of the cryostat

and their materials, i.e. aluminum for the PT1 and PT2 stages, and OFHC copper for

the still and mixing chamber shields. The PT1 stage shields are covered in 10 layers of

superinsulation.

We form a connection between the adapter pieces and the link arms by using cylindrical,

c-shaped, half shells. One of the two half shells used on the mixing chamber stage can be

seen in the middle of Fig. 5.2(b). To insert the half shells we make use of the stainless

steel bellows by compressing them. This opens the gap between the adapter pieces and

the link arm far enough to insert the half shells. From Fig. 5.2(b), we can also see that the

adapter pieces and copper interfaces on the link arm are equipped with small ridges on the

surfaces facing each other. These ridges help to align and connect the shield counterparts.

We wrap the PT1 half shells with two 10 layer superinsulation foils and cover all open slits

with aluminum tape to protect against thermal radiation. For proper lateral orientation

between the adapter pieces and the link arm itself, all of the cryostat shields are equipped

with elongated holes for fixing them to the shield above. This allows us to rotate these

shields by a few degrees in the horizontal plane. The proper alignment between cryostat

and the link arms is of utmost importance, as it guaranties a good mechanical and thermal

contact between the adapter pieces, the half shells and the link arm. Furthermore, the

correct alignment reduces the mechanical forces which are exerted on the system. These

forces must not be underestimated, as we observe the frame carrying the Bob cryostat

shifting on the floor by a few mm after every cooldown. Once all inner shields of the

cryolink are closed, we close the outer vacuum shields. To this end, a part of the link arm

vacuum shield can be slid over the half shells towards the vacuum shield of the cryostat.

Viton O-rings are used to form a vacuum-tight connection between the link arm and the

fridge side-flange. Their positions are indicated in Fig. 5.3(a). Here, the correct alignment

of the vacuum shield is important, as the vacuum can is not equipped with any flexible

elements and the O-ring needs to be compressed evenly around its circumference to provide

a reliable vacuum isolation. To this end, all three cryostats are equipped with systems to

move them into proper positions. For the Bob and Eve cryostats, the cryostat top-plate

is resting on the frame top-plate, as it is illustrated in Fig. 5.3(b). This frame top-plate

has a circular cut-out that is significantly larger than the diameter of the cryostat. The

two aluminium plates are separated by plastic gliders. These gliders allow us to push the

cryostat top-plate in the horizontal plane using stainless steel screws. After we finish the

horizontal alignment, vertical movement is achieved by lowering the vertical screws, lifting
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Figure 5.3: (a) Schematic cross-section of the cryostat and the link arm. The upper picture

shows the vacuum shield of the link arm in the closed position. Two O-rings (each

one indicated by pair black rectangles) seal the system. The lower picture shows

the vacuum shield of the link arm in the open position, slid black. (b) Schematic

drawing of the mechanism used to align the Bob and Eve cryostats. All screws are

placed in threaded holes.

the cryostat top-plate from the frame top-plate. The Alice cryostat is different in this

respect from Bob and Eve. It rests on three pneumatic vibration isolators which allow us

to change the height and the angle of the cryostat by changing the pressure inside the

isolators. The forces acting on the system shift the cryostats during a cooldown which

brings the need for a complete realignment of the system each time before closing. In

order to speed up the process of the cryolink closing, the rigid outer vacuum shells could

be exchanged for flexible, vacuum-tight, bellows. However, calculations carried out by

OINT estimate that the contraction forces, due to atmospheric pressure, of these bellows

would be around 3 kN. In order to withstand such forces, a different, more stable design

of the cryostats and support carts would be required.

5.1.1 Superconducting microwave transmission line

We use superconducting coaxial cables inside the cryolink in order to realize the QLAN.

We employ custom-made, 6 m long, coaxial NbTi cables produced by Keycom for this

purpose. These cables are inserted in the innermost tube of cryolink and thermally

anchored to the mixing chambers of the Alice and Bob fridges. In total, three of these

cables are placed inside the cryogenic link. They are fixed by 13 holders illustrated by

Fig. 5.1(a). Each of these holders is made out of a polyether ether ketone (PEEK) frame

and contains a clamp made from gold-plated OFHC copper. The central one, placed

directly underneath the Eve fridge is visible in Fig. 5.2(a). It is equipped with a 100 Ω
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heater and a RuO2 thermometer allowing for temperature stabilization using an external

PID control loop. Both the top and the bottom of the PEEK holder are tip-shaped to

minimize the contact area to the mixing chamber tube. This ensures a good thermal

decoupling of the cables from the mixing chamber tube, provided by the low thermal

conductivity of the PEEK material [140]. Another benefit of minimizing the contact

area between the holders and mixing chamber tube is a reduced mechanical friction.

This allows the holders to move freely along the tube and reduces mechanical strain on

the cable during cooldowns. Furthermore, this helps with connecting the link, as the

cables can be easily slid in or out of the link arm by a few cm. For thermalization of the

holders, and respectively the superconducting cables, we use two-high purity silver wires

clamped to the mixing chambers of the Alice and Bob fridges. Finally, we use 4 m long,

superconducting dc-wires to connect to the cable temperature sensor and heater under

the Eve fridge directly through the cryolink from the side of the Bob fridge.

5.1.2 Cryolink performance

In this subsection, we describe the experimental characterization of the cryolink perfor-

mance. In order to achieve the to-be-demonstrated results, several major modifications

of the entire cryolink system have been implemented. Those are presented in details in

Appendix B in order to streamline presentation of the main results.

Cooldown procedure

The first step in the cooldown procedure consists in evacuation of the outer vacuum

chamber of the entire cryolink. To this end, we connect one external turbo molecular

pump (TMP) to the Alice cryostat and another TMP to the Eve cryostat and pump

the system down to the pressures of around 1 × 10−2 mbar, which takes roughly two full

days. After reaching the desired pressure in the OVC, we start pre-cooling the system

by switching on the PTRs in all fridges. We keep both of the TMPs connected to the

OVC during the cooldown procedure. Figure 5.4 illustrates the temperatures during the

cooldown process. Here, one can see that the optimized cryolink (see App. B for details)

achieves similar steady-state pre-cooling temperatures, as compared to the independently

operated Alice fridge. After the pre-cooling is finished, we start condensing the 3He/4He

mixture. After another 10 hours, we reach millikelvin temperatures at the mixing chamber

stages, as illustrated in Fig. 5.4(c). Once the mixture is completely condensed and

circulating, we observe the best performance when applying a heating power of around

400 µW to the still heater of the Bob cryostat, while keeping the still heater at Alice

idle. In this configuration, the steady-state mixing chamber temperatures reach around

53 mK at Alice, 55 mK at Eve, and 23 mK at Bob, as it can be seen from Fig. 5.4(d). The

center of the superconducting microwave cable reaches a temperature of less than 97.4 mK.

Notably, this temperature was only achieved after adding the low-pass filters mentioned
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Figure 5.4: Panels (a) and (b) illustrate temperatures of the PT1 and PT2 stages of the Alice

cryostat during the cryolink cooldown, respectively. (c) Mixing chamber temperature

at Alice, Eve, and Bob after pre-cooling is finished (d) Mixing chamber temperature

at Alice, Eve, and Bob after the cooldown procedure is completed.

in Sec. 3.1 to the input lines of Alice, connected to the QLAN. It reduces the temperature

of the cable at the center of the link by roughly 5 mK. Furthermore, heating the mixing

chamber of Bob to 300 mK results in an increase of the mixing chamber temperature at

Alice to 85 mK and the Eve mixing chamber tube temperature to 278 mK. This shows a

rather weak thermal coupling between the mixing chamber stages of Alice and Bob and

allows us to run a wide variety of measurements in both cryostats, rather independently

from each other. Overall, the temperatures of both the mixing chamber tube at Eve and

the cable are limited by the performance of the Alice cryostat. In the near future, we

hope to improve the overall cryolink performance by introducing further upgrades, such

as extra heat exchangers, to the Alice cryostat.
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Figure 5.5: (a) Temperatures of Alice and Bob mixing chambers (MCs) after heating the cable

to the temperature of 1 K as a function of time delay after turning off the heater.

(b) Steady-state temperatures of various elements of the Cryolink when heating the

middle of the superconducting microwave cable. The positions of the thermometers

corresponding to each graph are indicated in Fig. 5.1(a)

Heating of the superconducting microwave transmission line

Here, we want to characterize the temperature distribution along various components of

the cryogenic link. To this end, we utilize the heater and thermometer attached to the

center of the superconducting QLAN cable. Figure 5.5(a) shows both the Alice and Bob

mixing chamber temperatures as a function of time delay after heating the center of the

cable to 1 K and then turning off the heater. Here, on can see that the Bob fridge drops

to the mixing chamber temperature of 30 mK in less than 15 minutes and reaches its base

temperature of 23 mK within half an hour, while the Alice fridge takes 45 minutes to cool

down. A similar experiment can be conducted with heating the cable center to 4 K. Here,

the mixing chamber stage on both sides reaches temperatures of 370 mK. However, in

this case, rising condensor pressures on the Alice side did not allow for stable operation of

the system even after the heater is turned off, forcing us to stop the cryolink operation

and re-collect the 3He/4He mixture. Figure 5.5(b) shows the equilibrium temperatures

of various components of the cryogenic link as a function of the temperature of cable

center. Here, it can be seen that the slope of different graphs is quite similar and the

offset between them stays constant. For low cable temperatures, the JPA temperature is

constant, as the latter is stabilized to an elevated temperature of 70 mK.
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Figure 5.6: Flux dependence (a) and nondegenerate gain (b) measurements performed both

locally in the Alice cryostat and over the cryogenic link. Due to good agreement

between the data obtained via the two different outputs, some points corresponding

to the local measurement are completely covered by the data gained from the

measurement over the QLAN.

5.2 Microwave quantum communication over the

cryogenic link

One of the key features of the cryogenic link is its ability to transfer microwave quantum

states over macroscopic distances while preserving their quantum properties. In our

experiments, we demonstrate these capabilities of the cryogenic link by using it to

transfer squeezed vacuum states and distribute quantum entanglement between the two

locally separated parties, Alice and Bob. We investigate robustness of the entanglement

distribution by locally increasing the temperature of the superconducting microwave cable

connecting Alice and Bob, thus, implementing a microwave thermal channel.

5.2.1 VNA measurements over the cryogenic link

For first measurements utilizing the cryogenic link, we perform two sets of VNA measure-

ments with superconducting flux-driven JPAs. We compare results of such measurements

implemented locally in the Alice fridge with those implemented via the microwave QLAN,

using the 6 m cryolink microwave channel as an output line with the Bob cryostat. The

results of these measurements, a flux sweep and nondegenerate gain measurements, are

shown in Fig. 5.6. As expected, the data obtained via both outputs coincides very well.

This indicates that the superconducting cable inside the cryolink is properly thermalized

and does not induce significant losses.
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Figure 5.7: Scheme for the entanglement distribution over the cryolink. The JPAs are stabilized

at the temperatures of 60 mK. Operating the JPA pump sources in a pulsed regime

allows us to examine the squeezed state generated by each JPA individually, as well

as the symmetric TMS state at the hybrid ring outputs when both JPAs are active.

The green dots represent the reconstruction points for the ”corrected” squeezing

measurement in Fig. 5.8.

5.2.2 Entanglement distribution

One could note that the measurements shown previously could easily be achieved by

strongly amplifying the JPA output signals and transmitting them via room temperature

cables. However, this approach is not applicable for genuine quantum states, as amplifying

these would eliminate their quantum features. Therefore, in the absence of quantum error

correction, we have to use a genuine quantum channel with near-zero transmission losses -

such as the microwave QLAN.

Quantum state transfer

To implement the quantum state transfer, we use a setup shown in Fig. 5.7. First of all,

we use only one of the JPAs for generation of a propagating squeezed vacuum state. The

latter propagates towards a hybrid ring, which acts as a balanced, 50:50, beam splitter.

One of the hybrid ring outputs is connected to the local output line of the Alice cryostat,

while the other one is connected to the output line of the Bob cryostat via the QLAN

cable. The latter is at the base temperature of 100 mK. Both the amplified signals leaving

the Alice and the Bob cryostat are measured with the FPGA setup in the Alice lab

and reconstructed using the reference state method, identical to the previous squeezing

measurements. From Fig. 5.8 we can see that the squeezing levels and purities of the

squeezed states measured locally and over the QLAN coincide well. The slightly lower

squeezing levels for the local output are a result of a more noisy HEMT in the Alice output
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Figure 5.8: Squeezing level (a) and purity (b) as a function of the JPA pump power. The pump

powers are referred to the input port of the JPA sample box and the working point

is set at f0 = 5.6 GHz. The detection bandwidth is 430 kHz. ”QLAN” represents the

state sent across the superconducting microwave cable inside the cryolink and ”Local”

corresponds to the one measured via the output of the Alice fridge. ”Corrected”

denotes the state at the reconstruction point indicated by the green dot in Fig. 5.7.

For ”Local” and ”QLAN” the squeezed states are reconstructed at the respective

output of the hybrid ring.

line as compared to the one in the Bob fridge. We note, that these squeezing levels are

limited to 3 dB, due to mixing of the squeezed state (from the JPA) with a weak thermal

state (the other JPA is inactive) at the hybrid ring. We can shift the reconstruction point

during the data processing step by taking input-output relations of the hybrid ring into

account and obtain respective input squeezing levels in excess of 6 dB, as illustrated by

the trace ”corrected” in Fig. 5.8.

Entanglement distribution over the cryolink

As the most important experimental step, we want to distribute microwave quantum

entanglement over the cryogenic link. To this end, we employ both JPAs placed inside

the Alice fridge to generate squeezed states with same frequency and equal squeezing

amplitude but orthogonal squeezing angles. Sending these squeezed states to the inputs

of the hybrid ring results in generation of a two-mode squeezed vacuum state. Both of

the TMS paths are simultaneously detected by the FPGA and a complete covariance

matrix of this two-mode signal is reconstructed. First, we balance these TMS states. To

this end, we use the variance ratio, σ2
r = σ2

a,1/σ2
s,1 · σ2

a,2/σ2
s,2, as a measure of asymmetry

of the TMS state. Here, σ2
a,i and σ2

s,i are the antisqueezed and squeezed variances of the

local states at the hybrid ring outputs and i = 1, 2 denotes the path of the output signal.

Here, ”1” corresponds to the Alice output and ”2” to the Bob output. For a perfectly
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Figure 5.9: Balancing of a two-mode squeezed state over the cryolink. The pump powers

are referred to the input of the sample box with the common working point at

f0 = 5.6 GHz. (a) Variance ratio σ2
r as a function of the JPA 1 and JPA 2 pump

powers. We stabilize the squeezing angles of the SMS states produced by the

respective JPAs at γ1 = 45◦ and γ2 = 135◦. (b) Negativity and purity as a

function of the JPA 2 pump power, while the JPA 1 pump is kept unchanged at

Pp,JPA1 = −35.0 dBm.

balanced TMS state, we expect σr = 1, as we would have σ2
a,i = σ2

s,i. However, in reality

JPAs produce squeezed states with different squeezing and antisqueezing levels. At the

same time the hybrid ring can be slightly asymmetric and propagation losses can differ

between the different paths. All these asymmetries must be balanced by adjusting the

pump powers and phase of the corresponding JPAs. Figure 5.9(a) shows the result of

such a balancing measurement. Here, we see that we are able to distribute a balanced

TMS state with a maximum variance ratio of σ2
r = 0.92. Furthermore, we use negativity

as a measure of quantum entanglement according to Eq. 2.24. Negativity as a function of

the JPA 1 pump power is shown in Fig. 5.9(b). With a negativity of up to N = 1.6, we
demonstrate a successfully distribution of entanglement between the spatially separated

parties Alice and Bob. The rather low purity of the TMS state is, again, a result of a

more noisy HEMT in the Alice output line as compared to the one in the Bob fridge.

Entanglement distribution over the thermal channel

Lastly, we want to test the quantum state transfer of squeezed states through a microwave

thermal channel. This can be achieved by elevating the temperature at the center of

the superconducting cable connecting Alice with Bob to temperatures to around 1 K
using the installed 100 Ω heater and the RuO2 thermometer, as described in Sec. 5.1.

As discussed for the 2D PNCF, we can model losses in this QLAN cable by utilizing

the beam splitter model, where thermal noise couples to the propagating microwave
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Figure 5.10: Distribution of entanglement across the QLAN at elevated cable temperatures. The

carrier frequency is f0 = 5.6 GHz. Squeezing level (a), purity (b), and negativity (c)

stay rather constant for cable temperatures up to 0.4 K. At higher temperatures we

observe a degradation of these properties as a result of direct increase of the JPA

temperatures due to the thermal crosstalk. The squeezed state is reconstructed at

the output of the hybrid ring connected to the QLAN. (d) JPA and attenuator

temperature as a function of the cable center temperature. The JPA is stabilized

to 60 mK.
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signal via small but non-zero cable losses. This effective coupled thermal noise reduces

quantum correlations, such as local squeezing, in the propagating signal. The propagation

microwave losses in the QLAN cable are very low and only weakly change as a function of

temperature around or below 1 K. Therefore, the resulting coupled number of thermal

photons remain low even for the QLAN channel temperatures around 1 K. Thus, as

long as the channel temperature remains much lower than the critical temperature of

the related superconductor (NbTi in this case with Tc = 9.8 K) T ≪ Tc, the heating of

the QLAN has very small effect on quantum properties of the propagating signals. The

experimental test of such measurements can be seen Fig. 5.10. Here, we repeat the same

measurements over the QLAN as presented in Fig. 5.8, but increase the temperature of

the center of the superconducting cable. We can see that squeezing level, purity and

negativity are rather constant for temperatures of up to 0.4 K. For higher temperatures,

all of the aforementioned quantities start to decrease. This is due to the fact that heating

of the center of the cable leads to an increase of the temperature of the attenuator creating

the input state of the JPA, as well as the temperature of the JPA itself, as can be seen

from Fig. 5.10(c). The increase in the attenuator temperature can be taken into account

by approximating the reference state used for the state reconstruction as a thermal state

with corresponding temperature. However, the increase in JPA temperature leads to

an increase of the effective noise temperature, decreasing the output squeezing levels.

Overall, we observe that squeezing and entanglement stay indeed constant over a wide

range of temperatures indicating that cryogenic channel is robust against the ambient

thermal noise as long as the propagation losses are low and there are no direct thermal

crosstalks. This can also be considered as the experimental proof of the fluctuation-

dissipation theorem, which states that the linear response of a given system to an external

perturbation is expressed in terms of fluctuation properties of the system in thermal

equilibrium [141]. In our case, this means that any losses will couple thermal noise to the

squeezed signal, degrading its purity and squeezing level. Therefore, if there are no losses

present, no ambient thermal noise couples to the signal and the measured quantum state

is independent of the temperature of the superconducting cable.



Chapter 6

Conclusion and outlook

In this work, we have investigated, both theoretically and experimentally, parametric

amplification with two different kinds of Josephson junction-based parametric amplifiers:

the resonator-based, flux-driven Josephson parametric amplifier (JPA) and the Josephson

traveling wave parametric amplifier (TWPA). Here, we have considered the JPA designs

featuring more than one direct current superconducting interference device (dc-SQUID),

which can lead to an improvement in their 1 dB-compression point. We have introduced

the superconducting nonlinear asymmetric inductive element (SNAIL) as the central

building block of the TWPA. We have discussed that the SNAIL allows for three-wave

mixing with a vanishing Kerr-nonlinearity for an asymmetry ratio of α = 0.3 and a flux

bias of Φext = 0.4 Φ0. The absence of the Kerr-nonlinearity strongly enhances the phase

matching between the signal, idler, and pump tones, maximising the TWPA gain.

Next, we have implemented two experimental setups in order to compare the performance

of both types of amplifiers. Here, we have studied properties of the devices such as their

nondegnerate gain, bandwidth, 1 dB-compression point, and squeezing level. We found,

that the TWPA can provide the nondegenerate gain of up to 25 dB over the bandwidth of

more than 4 GHz. While this nondegenerate gain is lower as compared to the one of the

JPA (≈ 32 dB), the bandwidth of the TWPA is considerably larger than the one of the JPA

(≈ 0.78 MHz). Furthermore, we obtain a 1 dB-compression point of P1dB ≈ −100 dBm
across the TWPA entire bandwidth at the gain of 25 dB. These properties make the

TWPA extremely attractive for many applications, such as frequency-multiplexed readouts

of qubits [77]. However, for a reasonable high gain of more than 10 dB, the current TWPA

noise performance seems quite limited, adding more than 10 noise photons to the amplified

signal. In the degenerate regime, we have achieved the maximum vacuum squeezing

level of 3.7 dB with the purity of roughly 0.8 with the TWPA, which is considerably

lower than the maximum squeezing levels obtained with the flux-driven JPA (7.4 dB).
For future applications, the TWPA could also be used for generation of broadband

two-mode squeezed states. This allows for generation of frequency-spaced multimode

quantum-entangled states which can be employed for various quantum applications, such

as continuous-variable quantum computing with cluster states [122], secure quantum

communication [123], quantum illumination [124], or teleportation [37, 125].
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On a more technical side, we have introduced and developed the novel concept of a

two-dimensional Planck spectroscopy. It combines our standard PNCF measurement

using a heatable attenuator with the simultaneous heating of the mixing chamber. This

gives us the possibility to measure losses inside a closed cryogenic system at millikelvin

temperatures in-situ. We have experimentally demonstrated that this method is capable

of resolving losses of less than 0.1 dB.
Finally, we have introduced the cryogenic link connecting two dilution refrigerators

spatially separated by 6.5 m. We have discussed various design choices used for this

system and presented its performance with the related modifications. Here, we see that

the cryogenic link performance is very similar to a single dilution refrigerator with regards

to its cooldown times and minimal mixing chamber temperatures. The cryolink allows

to cool down three superconducting coaxial cables to the temperatures below 100 mK,

thus, forming a microwave quantum local area network (QLAN). These, nearly lossless,

microwave connections allow us to directly transfer microwave quantum states between

distant nodes without using any frequency conversion schemes. Here, we have performed

transfer of microwave vacuum squeezed states across the cryolink. We have observed

nearly identical squeezing levels and purities between the states measured locally, within

one cryostat, and the states sent across the QLAN. Furthermore, we have been able to

experimentally verify the fluctuation-dissipation theorem by studying the influence of

a local QLAN heating on the quantum properties of the transmitted squeezed states.

Finally, we have used the QLAN to distribute quantum entanglement between the distant

fridges by sending balanced microwave two-mode squeezed states. Here, we have observed

positive negativity values obtained by the join quantum tomography of two microwave

modes measured from the outputs of these two fridges, signifying successful distribution

of quantum entanglement.

All these results and observations establish the foundation for our future experiments

towards studying technical and fundamental limits of microwave quantum communication.

In particular, we consider further implementations of quantum microwave teleportation

between the distant fridges and remote entanglement of superconducting qubits with

squeezed light [142]. To this end, we plan to upgrade the cooling performance of the

Alice fridge (and the cryolink) by installing extra heat exchangers and optimizing its

superinsulation.

On longer timescales, one could envision an integration of the TWPA, the cryolink, and

the remote entanglement of superconducting qubits into one large quantum network. Here,

the TWPA could locally generate frequency-nondegenerate propagating two-mode squeezed

states which can be distributed across the cryolink to a large number of spatially separated

qubits. These two-mode squeezed states of light can then be used to drive these qubits

into highly entangled states. This would allow us to implement remote gate operation

protocols between spatially distributed qubits that then require classical communication

only and bring us a step closer to implementing a true quantum internet [143].
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Long term HEMT performance
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Figure A.1: Noise photons of the HEMTs with serial number 136A (a), 150 (b), 154 (c), and

169 (d) over an extended period of time. Each datapoint corresponds to one PNCF

measurement and each change in color corresponds to a new cooldown.
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Appendix B

Modifications to the cryolink

Overall, we have implemented three main modifications to the system. The first one,

which also had the most impact on performance, was exchanging the Cryomech PT 410

PTR in the Alice cryostat for a more powerful Cryomech PT420 PTR. This lead to a

nominal increase in cooling from 40 W to 55 W at 45 K on the PT1 stage and an increase

from 1 W to 2 W at 4.2 K on the PT2 stage [144, 145]. The technical details regarding this

modification can be found in the PhD thesis of M. Renger. Before this modification was

performed, a stable operation of the cryolink could not be realized, as high temperatures

permitted sustained dilution cooling. In order to remove the old coldhead, it was necessary

to open some of the capillaries used for routing the 3He/4He mixture. We took this

opportunity to install an copper radiation shield around the 3He/4He, 1K heat exchangers.

A picture of the radiation shield can be seen in the background of Fig. B.2(b).

The second modification is adding 10 layer superinsulation to the PT1 stage at various

locations of the system, that were not covered before. These include the seams between

the PT1 shields of the cryostats, the blanks on the Eve cryostat (see Fig. B.1(c)) and the

(a) (b) (c)

bellow

sorption pump

superinsulationsuperinsulationadapter piece

vacuum can

copper braids

Figure B.1: Photographs of some of the modifications done to the cryolink. (a) We tie down

the copper braids that are used to thermalize both sides of the stainless steel bellow

on the PT1 stage to eliminate the possibility of a touch between the braids and

the vacuum can. (b) Exposed parts of the PT1 stage are covered with a 10 layer

superinsulation foil to minimize the heat load caused by thermal radiation from the

vacuum can. (c) 10 layer superinsulation foil and sorption pumps are added to the

blanks of the PT1 stage in Alice, Bob and Eve.
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link arm underneath the sliding vacuum can (see Fig. B.1(b)). Here, the copper braids

used to form a thermal connection between both sides of the stainless steel bellows are

tied down first, to reduce the risk of a touch with the vacuum can. This touch would lead

to a thermal short between the PT1 stage and the vacuum shield at room temperature.

A photograph of the bellows being tied down using a wax rope can be seen in Fig. B.1(c).

In regards of performance, the addition of the superinsulation manifests itself in lower

temperatures reached both on the PT1 and the PT2 stage. On the PT2 stage, the

temperature decreases by 0.3 K, highlighting the necessity to reduce thermal radiation

from the OVC to the PT1 as much as possible.

Lastly, we added a total of five sorption pumps to the system. These pumps consist

of activated charcoal pellets that are glued to a gold-plated OFHC copper rod using

blue stycast1. We mix copper powder into the stycast to ensure a good thermal contact

between the copper rod and the charcoal pellets. A picture of such a sorption pump can

be seen in Fig. B.2(a). Figure B.2(b) shows the sorption pump mounted to the PT2 plate

of the Alice cryostat. A copper mesh is used to protect the fragile pellets from crumbling

while one is working on the cryostat. Four more of these pumps are installed on the

PT1 plate and blank of the Alice cryostat and on the PT1 blanks of Bob and Eve (see

Fig. B.1(c)). These pumps rely on cryosorption, the reversible binding of gas molecules

by Van der Waals forces on sufficiently cold foreign substrates. As soon as a monolayer

of gas has been formed, the subsequent molecules hit this monolayer and the process

changes to cryocondensation. The lower binding energy of cryocondensation prevents a

further growth of the condensate layer, which places a limit on capacity for adsorbed gases.

However, the adsorbents used, such as activated charcoal, have a porous structure with

very large specific surface areas of 1 × 106 m2/kg [146]. We see the need for these pumps,

as we find that there accumulate gases inside the OVC amounting to a pressure of roughly

0.7 mbar after a cooldown of four weeks. Operating the system in various configurations

(PTRs and dilution circuit running, PTRs running and dilution circuit evacuated, PTRs

off and dilution circuit evacuated) after pumping down the OVC to the 1 × 10−2 mbar
regime have all shown very similar amount of gas trapped inside the vacuum can. For

all configurations, we have analyzed the accumulated gas with a leak detector2 testing

for 3He and 4He and by routing the gas through a cold trap placed inside a LN2 dewar.

With only spurious amounts of Helium detected and gas accumulating in the cold trap for

any of the configurations, this suggests that the gas is primarily atmospheric nitrogen

and water vapour that is slowly being pulled through the O-rings of the vacuum shields

from the ambient air surrounding the cryostat. While water vapour only contributes to a

small percentage of the gases forming the ambient air at room temperature, the viton

O-rings’ permeation coefficient for water vapour is 4 times larger than that of Helium and

more than a hundred times larger than that of nitrogen [147]. Preliminary calculations

1We use Stycast 2850FT, Loctite.
2We use QualiTest HLT 260, Pfeiffer.
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(a) (b)

copper mesh

Radiation shield 
 

PT2 plate

Figure B.2: (a) Photograph of the sorption pump consisting of active charcoal pellets glued to

a gold-plated copper rod. (b) Photograph of the sorption pump mounted to the

PT2 plate of the Alice cryostat. We install a copper mesh to protect the charcoal

pellets. In the background the radiation shield containing the 3He/4He, 1K heat

exchanger is visible.

by M. Renger have shown, that a film of LN2 or water forming on the superinsultation

covering the PT1 stage can lead to the linear increase of PT1 and PT2 temperature with

time that we have observed during our cooldowns. This is due to a change in the reflective

properties of the superinsulation and a resulting increase in thermal load. Furthermore,

this uptrend of roughly 1 mK/hr on the PT2 stage is also independent of the amount of

superinsuation added to the system, which further supports this theory. Unfortunately,

the charcoal sorbs do not significantly improve the temperature uptrend of the cryolink.

Further testing is currently conducted to determine the characteristics of these charcoal

sorption pumps.
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