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1 Chapter

Introduction

Superconducting flux quantum bits (qubits) [1–6] are Josephson junction based circuits
acting as quantum mechanical two-level systems [7] for potential solid state based quan-

tum information processing (QIP) architectures [8]. From a conceptual point of view, the
two levels of the flux qubit correspond to two minima of a double-well potential which
are coupled via tunnelling processes [9]. The magnitude of the associated tunneling matrix
element is, although essential with respect to quantum coherence [10–14], usually fixed by
design and fabrication procedure. Following recent experimental effort [15–25], flux qubits
with controllable tunnel coupling are expected to provide significant additional freedom in
the design of QIP systems based on flux qubits, in particular with resepct to the important
aspect of scalability.

Utilizing quantum mechanical systems allows to perform different types of quantum algo-
rithms [26–30] to solve certain complex NP-complete problems in times scaling polynomial
to the problem size [31, 36]. Together with quantum cryptography [32, 33] and quantum
error correction [34, 35] QIP systems form a very active and promising field of research.
The experimental realization of qubit based systems requires certain criteria [37], most im-
portantly sufficiently long coherence times and scalability. First experiences with qubits
have been made in the early 1990’s in atomic physics [38–41] and quantum optics [42, 43].
A different approach to use nuclear spin resonance had great success in 2001 when Shor’s
quantum algorithm was experimentally realized by factorizing the number fifteen [44, 45].
Other approaches use electron spin resonance [46], quantum dots [47] or cavity-QED [48,
49]. Moreover, there are three types of superconducting qubits depending on the well cha-
racterized quantum variable and the dominating energy of the system [50, 51]. Besides the
phase qubit [52, 53] and the charge qubit, which is also known as Cooper pair box [54, 55],
there is the flux qubit which was first realized in 2000 [56] and is the basis of this work.
Superconducting systems have potential to provide enormous advantage in terms of scala-
bility and have a good ratio of feasible coupling strengths to quantum coherence [57–61].
A promising approach is to combine these advantages with systems that provide longer
coherence times in terms of hybrid systems [25, 62–64].
Due to their discrete level structure, qubits can also be considered as artificial atoms [65,
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1 Introduction

66]. Using superconducting resonators as cavities for microwave photons and supercon-
ducting qubits as artificial atoms, opened the fascinating new field of circuit quantum
electrodynamics (circuit-QED) [67, 68]. Following this approach, various experiments com-
parable to optical systems leading even beyond the well known physics in optics have been
performed to study the interaction of a single confined or propagating photon and a two
or three-level atom [24, 25, 57, 58, 63, 64, 69]. The fact that superconducting qubits could
either play a major role in QIP systems or can be used as artificial atoms in circuit-QED,
makes them a very interesting system to study in modern physics.

All these efforts based on qubits, in particular on flux qubits, could profit from tunable
tunnel coupling providing further flexibility when designing circuit-QED architectures. To
have control over the tunnel coupling in individual qubits is important to control qubit-
qubit coupling on the one hand [76, 77, 80–84] and on the other hand to control coupling
strengths in circuit QED [20, 22, 23, 85]. Moreover, controlling the tunnel coupling allows
to exploit a new coupling scheme [84, 86], which can be used to demonstrate squeezed
cooling [87] as well as simulation of Dirac equations as in trapped ions [88].

In this work a gradiometric qubit with tunable tunnel coupling is designed, fabricated
and characterized. The tuning of the tunnel coupling ∆ is achieved by replacing one of
the three Josephson junctions by a dc-SQUID as suggested in the very first proposal on
flux qubits [1]. In this thesis the tunable qubit is integrated into a gradiometric design,
which has advantages concerning decoherence [89, 90] and controlability [91]. The qubit is
fabricated using a commonly used single layer technology [92] to realize the sub-micron
Josephson junctions. In this thesis tunability is successfully demonstrated and all relevant
design parameters are characterized. As a side result, it is demonstrated that the produc-
tion process at the WMI has reached a reasonable degree of reproducibility.

The rest of this thesis is organized as follows: Chapter 2 gives a short introduction to
basic concepts of flux quantum systems. Chapter 3 contains all relevant experimental
techniques used during this thesis as well as certain preliminary measurements.
In chapter 4 main experimental results obtained during this thesis are presented, which
are microwave spectroscopy measurements on flux qubits. The characterization of stan-
dard three Josephson junction qubits in Sec. 4.1 was used to find adequate fabrication
parameters. In Sec. 4.2 the successful implementation of two gradiometric qubits without
tunable tunnel coupling is presented and crucial physical properties of these qubits are
discussed. Section 4.3 shows the final result of this thesis which is the characterization of
a successfully fabricated gradiometric qubit with tunable tunnel coupling. During these
measurements the minimal transition frequency of the qubit was tuned from a negligible
value into the GHz regime. Thus, the motivation of this thesis was successfully realized
and a state of the art flux qubit has been provided at the WMI, which can be exploited
in a variety of circuit-QED experiments.
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2 Chapter

Superconducting flux quantum
circuits

In this chapter a theoretical overview of superconducting flux quantum systems and their
basic elements is given. The physics of a superconducting loop, which will be used as a

trap-loop, is explained in Sec. 2.1 followed by the theory of Josephson junctions in Sec. 2.2,
which are the main elements of superconducting flux quantum circuits. Integrating Jo-
sephson junctions into a superconducting loop can be used to build a SQUID used for
readout, as well as a qubit (cf. Sec. 2.3& 2.4).

2.1 Superconducting loops

To observe quantum mechanical behavior in electrical circuits, the thermal energy Eth =
kBT must be sufficiently below the smallest energy difference of the system. This requires
the temperature to be in the mK-regime to operate flux qubits with a minimal transition
frequency of several GHz. This temperature is below the transition temperature of alumi-
num [93], which is used for all electrical circuits in this work. Therfore the circuits become
superconducting, i.e. dissipationless, which is a second precondition to obeserve quantum
mechanical phenomena [5].
Superconductivity can be described by a superconducting condensate, which is according
to BCS-theory consisting of Cooper-pairs [94]. Cooper-pairs are formed by two electrons,
which are bound in most cases by attractive electron-phonon interaction [95] causing bo-
sonic properties of the condensate. This allows the description of the whole condensate
by a single wavefunction [96]

Ψ(r,t) = Ψ0(r,t) · eiθ(r,t) =
√
ns(r,t) · eiθ(r,t). (2.1.1)

Here θ(r,t) and ns(r,t) are the space- and time-dependent macroscopic phase and the
density of Cooper-pairs defining the superconducting condensate, respectively. A super-
conducting current can be described by the quantum mechanical current density js, which
is expressed by [97]
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2 Superconducting flux quantum circuits

js(r,t) = 2qe · <
{

Ψ∗(r,t)
(
− i~

2me
∇− qe

me
A(r,t)

)
Ψ(r,t)

}
, (2.1.2)

where me is the electron mass and A is the vector potential of a magnetic inductance
B = ∇×A. Using the wavefunction of (2.1.1), the current density can be written as

js(r,t) = qens~
me

{
∇θ(r,t)− 2qe

~
A(r,t)

}
︸ ︷︷ ︸

γ

, (2.1.3)

where γ is the so called gauge invariant phase difference.

Fluxoid quantization in a closed superconducting loop

Fluxoid quantization is one of the most fundamental physical concepts in this work, which
mainly determines the behavior of superconducting loops as well as SQUIDs and qubits
under the influence of an external magnetic field [98]. The quantization of magnetic flux
Φ in a closed superconducting ring was already proposed in 1950 by F. London [99] and
experimentally proven in 1961 concurrently by Doll and Näbauer at the Walther-Meissner-
Institut in Herrsching and Deaver and Fairbank at Stanford University [100, 101].
In a closed superconducting loop as shown in Fig. 2.1a the phase θ(r,t) needs to be conti-
nuous and single-valued around a certain integration path Γ, constraining it to integer
multiples n of 2π [102]: ∮

Γ
∇θ(r,t) · ds = 2π · n, n ∈ Z . (2.1.4)

Solving (2.1.3) for ∇θ and using Stoke‘s theorem, (2.1.4) can be rewritten to express
fluxoid quantization as ∮

Γ
(ΛLjs(r,t)) · ds+ Φ︸ ︷︷ ︸

fluxoid

= n · Φ0 . (2.1.5)

Here ΛL =
(
me/nsq

2
e
)

= µ0λ
2
L is the London coefficient with the London penetration depth

λL and Φ0 = (h/2qe) ≈ 2 · 10−15 Vs is the fundamental flux quantum.
Equation (2.1.5) means that there always resides an integer amount of n flux quanta in
a closed superconducting loop, which is guaranteed by a persistent supercurrent Icirc =∫∫
Aw

js(r,t) · dA circulating around the loop. If the dimensions of the cross section Aw of
the superconductor are larger than the London penetration depth, one can always find
an integration path in (2.1.5) deep inside the superconductor where the current density is
zero [103]. In this case the whole fluxoid will be generated by magnetic flux, which results
in the limit of pure flux quantization.
For aluminum layers used in this work, the London penetration depth is of the order of
some hundred nanometers [104], so that the dimensions of the nm-sized aluminum layers
can be considered small compared to λL. In this case the quantized value is the so called
fluxoid, which is composed of two parts: On the one hand there is magnetic flux Φind =
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Figure 2.1 – a) Concept of a superconducting loop: The phase θ around the loop must be single-
valued constraining it to integer multiples of 2π. The phase is composed of three parts: an external
magnetic frustration ftr = Φtr/Φ0, a phase φg corresponding to the self induced field Φind = LgIcirc
of the circulating current and a phase φk due to the kinetic energy of the superconducting condensate
in the loop; b) Parabolic energy dependence of a superconducting loop for different values n, belonging
to the number of trapped fluxoid quanta.

LgIcirc corresponding to a phase difference φg = 2πΦind/Φ0 around the loop with geometric
inductance Lg. The second contribution to the fluxoid is a phase difference φk =

∮
Γ ΛLIcirc ·

ds, arising from a kinetic inductance [105]

Lk = ΛL
sl
Aw

, (2.1.6)

corresponding to the kinetic energy of the condensate. Here sl is the total loop length.
For arbitrary external magnetic fields, generating a loop frustration ftr = Φtr/Φ0, fluxoid
quantization can be expressed by

2π

ftr︷︸︸︷
Φtr
Φ0

+

φk︷ ︸︸ ︷
2πLkIcirc

Φ0
+

φg︷ ︸︸ ︷
2πLgIcirc

Φ0
= 2π · n . (2.1.7)

The reliable operation of gradiometric flux qubits with tunable tunnel coupling requires
the knowledge on how much of the fluxoids are generated by the kinetic part φk and how
much by the geometric part φg, described in detail in Sec. 3.3.

Energy of a superconducting loop

The energy of a superconducting loop has a parabolic flux dependence expressed by [106]

Eloop = 1
2(Lg + Lk)I2

circ = Φ2
0

2(Lk + Lg)(ftr − n)2, (2.1.8)

which is shown in Fig. 2.1b. Applying an integer amount of j flux quanta to the ring
(ftr = j) in the normal state and cooling it down to the superconducting state, the ring
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2 Superconducting flux quantum circuits

will prefer to stay in the lowest energy state (n = j). When the external flux is removed
in the superconducting state, the ground state (n = 0) cannot be reached and the ring
remains frozen in the n = j state. During the transition into the superconducting state it
is sufficient if the frustration is only approximately j (|n− j| < 0.5), since the circulating
current compensates the flux to the next integer amount.
The number of trapped flux quanta can only change due to phase slip processes, requiring
the order parameter θ(r,t) to go to zero in a region of the order of the coherence length [106].
Phase slips can for example happen via tunneling, noise or by thermal activation. The
energy required for a phase slip is approximately given by [107–109]

E∆n ≈
√

6Ic,wire
Φ0
2π , (2.1.9)

where Ic,wire is the critical current of the wire. Assuming the critical current to be of
the order of 1mA, the energy required for a phase slip corresponds to a temperature
Tslip > 10 000K which means that phase slipping processes are very unlikely.

2.2 The Josephson junction

The Josephson effect, which describes the coherent tunneling of Cooper-pairs through an
insulating barrier, has been predicted by Brian D. Josephson in 1962 and was honored
with the Nobel Prize in 1973 [110–112]. Generally, a Josephson junction is a weak link
between two superconducting electrodes, which can for example be realized by a layer
of several Å thick aluminum oxide between two aluminum thin films [113, 114], as it is
realized in this work (cf. Fig. 2.2a,b).
If the oxide layer is thin enough, the wavefunctions Ψ1 and Ψ2 of the two superconducting
electrodes will overlap and Cooper-pairs can tunnel through the barrier [115]. A junction
with area AJ can carry a tunnel current I = jAJ, which is limited by a critical current
density jc. This critical current density depends exponentially on the barrier height and
thickness [116] and defines the critical current Ic of a Josephson junction.
Starting to increase I while the junction is in the zero-voltage state, i.e. there is no voltage
drop over the junction, and reaching the critical current Ic, the junction switches to the
voltage

Vg = 2∆0
qe

, (2.2.1)

which is approximately 365µV for aluminum [117] (cf. Fig 2.2c). Here 2∆0 is the energy
gap given by BCS theory [102]. For I > Ic the junction is in the voltage state, which means
it has a fintie resistance Rn. Starting in this voltage state and decreasing the current,
underdamped junction as used in this work show a hysteretic behavior so that the voltage
drops back to zero at a current value Ire < Ic [118, 119]. That makes the Josephson junction
a highly non-linear element with a current-voltage characteristics shown in Fig. 2.2c.
A theory by Ambegaokar and Baratoff gives the maximum supercurrent through the
junction as [120]
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Figure 2.2 – a) Schematics of a Josephson junction which is in this work realized as two superconduc-
ting aluminum layers (gray) separated by a sub-nm thick oxide layer (blue). The junction can be biased
at a current I to detect the voltage drop V across the junction; b) Scanning Electron Microscope
(SEM) image of a typical Josephson junction used in this work. The actual junction area is marked in
blue, the green marked structures are due to the two angled shadow evaporation; c) Current-voltage
characteristics of a Josephson junction. Up to a critical current Ic Cooper-pairs can tunnel through
the junction. Reaching Ic the voltage switches to the value Vg. Underdamped junctions as used in
this work typically show hysteretic behavior, i.e. the retrapping current Ire is smaller than the critical
current Ic. Inset: In electrical circuits a Josephson junction can be represented as a cross.

IAB
c = π∆0

2qeRn
. (2.2.2)

Typical Josephson junctions used in this work have critical currents of approximately 1µA
which corresponds to a current density of about 2 kA/cm2.

The Josephson equations

Non-linearity is a major prerequisite for qubits and is given by the non-linear phase depen-
dency of the critical current through a Josephson junction. The first Josephson equation
describes the relation between the phase difference φJ across the junction and the super-
current

js = jc sin(φJ) . (2.2.3)

In the second Josephson equation the time dependent phase evolution is expressed as

∂φJ
∂t

= 2π
Φ0
· V. (2.2.4)
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2 Superconducting flux quantum circuits

Taking the time derivative of the first Josephson equation shows that the junction can
also be described as a highly non-linear inductance

LJ = Φ0
2πIc cosφJ

= Lc
1

cosφJ
, (2.2.5)

which is of the order of several nH for typical junctions in this work. The cosine term in
the denominator allows the inductance to take negative values, which results in non-linear
effects such as Eck-peaks or Fiske- and Shapiro steps [121–123].

The Josephson coupling energy EJ and the charging energy Ec

The Josephson coupling energy EJ and the charging energy Ec are characteristic energies
for Josephson junctions and their ratio EJ/Ec has to be in the range 10-100 for flux qubits
to work properly.
Even though in the superconducting state there is no voltage drop and therefore no energy
dissipation, a finite energy is stored in the junction which is the so called coupling energy
EJ. This energy is analog to the binding energy in molecules where the wavefunction of dif-
ferent electrons overlap. In Josephson junctions the wavefunctions of the superconducting
condensates overlap, so that coupling energy

EJ =
∫
t
V I · dt =

∫
t

Φ0
2π

dφJ
dt Ic sinφJ · dt = Φ0Ic

2π

∫ φJ(t)

0
sinϕ · dϕ. (2.2.6)

can be calculated by integrating the power P = V I over time. This gives the energy stored
in the junction

EJ = Φ0Ic
2π (1− cosφJ) = EJ0(1− cosφJ). (2.2.7)

The fact that EJ0 is proportional to Ic is utilized in this thesis to adjust the Josephson
energy by changing the junction area. Typical junctions in this work have an area of
approximately 0.03µm2, which corresponds to an EJ0 of approximately 350 GHz · h.
If a voltage is applied to the junction, the electric-field energy Efield is given by

Efield = 1
2CV

2 = Q2

2C = (2Nqe)2

2C = 4EcN
2 N ∈ N, (2.2.8)

where

Ec = q2
e

2C (2.2.9)

is the charging energy. Here C is the junction capacity and N is the number of Cooper-
pairs stored on the junction.
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Figure 2.3 – a) Equivalent circuit for the RCSJ-model. A Josephson junction can be characterized
by the inductance LJ = Lc/ cosφJ, a voltage independent resistive channel (1/G), the junction capa-
citance C and a noise source If ; b) Tilted washboard potential U(φJ) for I = 0, I < Ic and I ≥ Ic.
For I = 0 (black curve) the phase particle oscillates with the plasma frequency ωp = 2πIc

Φ0C
in a local

minimum. For I < Ic (blue curve) the particle can tunnel through the lowered potential barrier and
for I > Ic (green curve) the phase particle moves continuously down the potential only damped by
η ∝ 1/R. In this case the junction is according to the second Josephson junction in the voltage state.

The RCSJ-model

The Resistively and Capacitively Shunted Junction-model (RCSJ-model), which was ini-
tially proposed by Stewart and McCumber in 1968 [124, 125], is a possibility to represent
the junction by an electrotechnical equivalent circuit. The Josephson junction, which is
biased by a current I, is modeled as a parallel circuit of a non-linear inductance LJ, a
normal resistance Rn = 1/G, a junction capacity C, and a noise source If as shown in
Fig. 2.3a. Such a system can be described by a differential equation( ~

2qe

)
C

d2φJ
dt2 +

( ~
2qe

)
G

dφJ
dt + Ic

[
sinφJ −

I

Ic
+ If(t)

Ic

]
= 0, (2.2.10)

which is analog to the description of a phase particle moving in a so called tilted washboard
potential with damping η = (~/2qe)2G. This particle with massm = (~/2qe)2C represents
the dynamics of the junction’s phase φJ, which is defined in the potential

Upot(φJ) = Φ0Ic
2π

(
1− cosφJ −

I

Ic
φJ

)
. (2.2.11)

In Fig. 2.3b the phase evolution is depicted for the three cases: I = 0, I < Ic and I ≥ Ic.
The phase can either be changed by a current I tilting the potential, by a tunnel process
through a lowered barrier or by a noise source If , which can be interpreted as someone
“shaking” the washboard.
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2 Superconducting flux quantum circuits

2.3 The dc-SQUID

A Superconducting QUantum Interference Device (SQUID) is a very sensitive magneto-
meter [126] that can detect flux changes of up to 5 ·10−18 T [127, 128] and can therefore be
used to read out superconducting flux qubits [129] as described in Sec. 3.2. In this thesis
a SQUID is also used to tune the Josephson energy EJ0 of a qubit junction, which allows
to tune the minimal transition frequency of the qubit as described in Sec. 3.3.2.

a)

I

b)

Vf
SQ

Figure 2.4 – a) Equivalent circuit of a dc-SQUID: Two Josephson junctions integrated in a supercon-
ducting loop which are biased by an external current I to detect the switching current Isw as a function
of magnetic frustration fSQ; b)Magnetic field dependence of a SQUID’s switching current. The SQUID
frustration fSQ is induced by a superconducting coil placed closely above the sample. In Sec. 3.3.2 this
switching current dependence is used to tune the Josephson energy EJ0 of a qubit junction.

The basic scheme of a dc-SQUID is depicted in Fig. 2.4a. The SQUID consists of a super-
conducting loop which is interrupted by two Josephson junctions with phase difference φ1
and φ2, respectively [130]. The junctions are assumed to be ideal and identical, which most
notably means they have the same critical current Ic. As a SQUID is a parallel circuit
of two Josephson junctions, its phase dynamics can also be described by a particle with
mass 2m moving in the tilted washboard potential of (2.2.11).
For zero external flux applied, the junctions will switch to the voltage state at a certain
current value Isw = 2Ic as shown in Fig. 2.4b. For non-zero frustration and a negligible
loop inductance L, the switching current dependence

Isw(fSQ) = 2Ic

∣∣∣∣cos
(
π

ΦSQ
Φ0

)∣∣∣∣ = 2Ic |cos (πfSQ)| . (2.3.1)

can be derived from equations (2.2.3) and (2.1.7). This behavior can be understood as the
superconducting analog to the well known double slit experiment in optics. In the double
slit experiment two light beams interfere whereas in a SQUID the wavefunctions of two
superconductors interfere.
Ideally, the Isw(fSQ)-curve modulates down to zero when the SQUID frustration fSQ
equals fSQ = 0.5 mod Z. For these frustration values the circulating current Icirc has to
compensate the maximum flux and reaches the critical current of the junctions. However,
if the loop inductance is not negligible so that already small circulating currents Icirc � Isw
compensate half a flux quantum, or if Ic > Φ0/2L, the Isw(ΦSQ)-curve does not modulate
down to zero anymore. This behavior is characterized by the so called screening parameter
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2.4 The Josephson persistent-current qubit

βL = 2LIc
Φ0

, (2.3.2)

which represents the ratio of magnetic flux that can be created by a Ic compared to half
a flux quantum and should be less than one to avoid hysteretic behavior.
To detect small frustration changes δfSQ as a change of Isw, which are for example gene-
rated by a flux qubit, the SQUID can be chosen as a very sensitive detection tool.

2.4 The Josephson persistent-current qubit

In contrast to a classical bit which works either in the state 0 or I, a qubit can be in a
superposition state

|ψ〉 = a(t) |0〉+ b(t) |I〉 , a,b ∈ C (2.4.1)

with |a(t)|2 + |b(t)|2 = 1. For flux qubits the states |0〉 and |I〉 correspond to a circulating
current flowing clockwise and counterclockwise around a superconducting loop intersected
by three Josephson junctions, respectively [2]. Two of the junctions have equal Josephson
energies EJ0 and the third junction has αEJ0 with 0.5 < α ≤ 1, which can be achieved
by changing the junction size (cf. Fig. 2.5c). In the vicinity of fq = 0.5 the qubit is at
its degeneracy point where the two lowest energy levels can be considered as a two-level
system. This is analog to an spin ½-system and emphasizes the similarity between qubit
and artificial atom.
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Figure 2.5 – a) Equivalent circuit of a qubit (blue) which is read out by a dc-SQUID (red): The qubit
consists of a superconducting loop intersected by three Josephson junctions with phase difference φi;
b) SEM image of a qubit and readout SQUID used in this work: The upper qubit Junction is smaller
by a factor α. For a frustration fq 6= 0 persistent currents ±Ip circulate around the qubit loop. These
currents can be in a superposition state, which enables the quantum mechanical behavior of a qubit;
(c) Two of the junctions have equal EJ and one has α · EJ, which can be achieved by varying the
junction size.
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2 Superconducting flux quantum circuits

The qubit potential

For a negligible loop inductance the qubit potential can be written as the sum of the
energies of three single Josephson junctions [131]:

Uq(φ1,φ2,φ3) = EJ0[(1− cosφ1) + (1− cosφ2) + α(1− cosφ3)], (2.4.2)
which can under the consideration of fluxoid quantization be reduced to

Uq(φ1,φ2,fq) = EJ0 [2 + α− cosφ1 − cosφ2 − α cos (2πfq + φ1 − φ2)] . (2.4.3)
For α > 0.5 a cut in the potential of (2.4.3) along the line φ2 = −φ1 has the form of a
double well which is symmetric for fq = n+½ (cf. Fig. 2.6a). The minima can be identified
with the two stable states |0〉 and |I〉 of the persistent current

Ip = ±Ic ·

√
1−

( 1
2α

)2
(2.4.4)

flowing in opposite directions around the qubit loop. The barrier height between the two
minima varies with α, being high for α close to one and vanishes for α = 0.5.
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Figure 2.6 – a) Two dimensional qubit potential U(φ1,φ2): The dashed rectangle connecting four
maxima defines one unit cell, which is shown beneath as a top-view. A cut through that cell along
the line φ1 = −φ2 yields a double well potential; b) Top: Double well potential for the three cases
fq < 0.5, fq = 0.5 and fq > 0.5: If fq = 0.5 the qubit is in an equal superposition of the currents
flowing in clockwise (red) and counterclockwise (blue) direction. In this case the ground and excited
state are separated by the tunnel coupling ∆. This tunnel coupling varies with the potential height,
which can be adapted by the value α. If |fq − 0.5| � 0 the ground state corresponds to a current
flowing in clock- or counterclockwise direction and can be excited with the energy ε. Bottom: Sketch
of the expectation value of ground and excited state which is proportional to the expectation value of
Ip.
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2.4 The Josephson persistent-current qubit

The tunneling matrix element ∆

A finite tunneling probability ∆ between the two states |0〉 and |I〉 leads to formation of
symmetric and antisymmetric superpositions according to (2.4.1). This tunneling proba-
bility depends exponentially on the barrier height and thus on α [132]:

∆ ∝
√
EJ0Ec exp

(
−α
√
EJ0/Ec

)
. (2.4.5)

Equation (2.4.5) emphasizes the qubit’s sensitivity to the parameters EJ0 and Ec which
are set up during fabrication. On the one hand a large Ec is required to increase the
tunneling probability, but on the other hand the ratio EJ0/Ec must be large enough to
make the flux a well defined quantum variable. The main goal of this thesis is to build a
flux qubit with tunable tunneling matrix element ∆ which can be achieved by tuning the
value α in situ.

Energy levels of a qubit

To obtain a full quantum mechanical description of a qubit, the transformation from the
classical variables charge Q and phase φ into quantum mechanical operators has to be
performed: Q → Q̂j = −i~∂/∂φj and φ → φ̂ = i~∂/∂Q, j = 1,2. Charge- and phase
operator follow the commutation rule [Q̂,φ̂] = −i~ [133] which leads to the uncertainty
relation

∆Q̂∆φ̂ ≥ ~
2 . (2.4.6)

Together with (2.4.3) the full Hamiltonian for a three junction qubit can be written as [18]

Hfull = 1
2

(
Q̂2

1
2C + Q̂2

2
2C(1 + 2α)

)
+ EJ0

[
2 + α− cos φ̂1 − cos φ̂2 − α cos

(
2πfq + φ̂1 − φ̂2

)]
.

(2.4.7)
At the degeneracy point the two lowest energy eigenstates corresponding to the ground
state |g〉 and the excited state |e〉 can be used as the two qubit states (cf. Fig. 2.7). Hi-
gher energy states are separated by a large energy difference so that the system can be
considered as a two-level system. Such a two-level system can be described by the Pauli
spin matrices σi which emphasizes the similarity between the qubit and a spin ½-system,
e.g. an artificial atom. The effective Hamiltonian Hq is then given by [1]

Hq = ε

2σz + ∆
2 σx = 1

2

(
ε ∆
∆ −ε

)
, (2.4.8)

where ε = ∂Uq/∂fq. In (2.4.8) the energy- and flux scale are chosen such that the eigens-
tates of ε(fq), which are given by

ε(fq) = 2IpΦ0

(
fq −

1
2

)
, (2.4.9)
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Figure 2.7 – a) Eigenenergies of a qubit: At fq ≈ 0.5 higher energy levels are separated by a
large energy difference, thus the two lowest energy levels can be considered as a two-level system; b)
Enlarged view of the two lowest energy levels at fq ≈ 0.5: The tunnel coupling ∆ separates the two
levels which show a classical behavior for ∆ = 0 (gray lines); c) Hyperbolic energy difference Eeg(fq)
around fq = 0.5 for different values of α. The minimal energy difference is small for α close to one
and high for α close to 0.5. This energy difference can be measured during experiments and is in the
order of several GHz·h.

lie symmetrically around zero. For a negligible ∆ the ground state |g〉 and the excited
state |e〉 of the qubit Hamiltonian in (2.4.8) are identical to the classical persistent current
states |0〉 and |I〉, representing the current flowing in opposite directions. Due to a finite
∆ the qubit states |g〉 and |e〉 are a linear superposition of |0〉 and |I〉 [56].
To observe quantum mechanical behavior of |g〉 and |e〉 the condition kBT � ∆ has to be
fulfilled which means that for ∆/h ≈ 4GHz measurements have to be done at milli-Kelvin
temperatures. Furthermore the parameters α, EJ0/Ec and jc have to fulfill the conditions
mentioned earlier in this chapter.
Diagonalizing the Hamiltonian in (2.4.8) yields the eigenvalues ±½

√
ε2 + ∆2 which define

the flux-dependent energy difference Eeg(fq) of the two states:

Eeg(fq) =
√
ε2 + ∆2 =

√√√√4I2
c

(
1−

( 1
2α

)2
)

Φ2
0

(
fq −

1
2

)2
+ ∆2 (2.4.10)

This energy difference is shown in Fig. 2.7c and is of the order of several GHz·h so it can
be measured in experiments using microwave radiation to excite the qubit from its ground
to its excited state.
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3 Chapter

Experimental techniques

The characterization of flux qubits as discussed in chapter 4 requires a considerable
experimental effort and sophisticated measuring setups. In this chapter experimental

techniques as the pre-characterization of readout-SQUIDs (cf. Sec. 3.1) or the readout of
flux qubits (cf. Sec. 3.2) are discussed. In Sec. 3.3 the concept of gradiometric qubits and
the implementation of a tunable qubit gap are introduced. Important insights into the
operation of gradiometric qubits are found in Sec. 3.4, where phase-biased SQUIDs are
characterized. This chapter finishes with the discussion of the flux trapping process in
Sec. 3.5, which is essential for the operation of gradiometric qubits, and a solution to
on-chip heating effects in Sec. 3.6.

3.1 Characterization of dc-SQUIDs
Characterizing the Josephson junctions of a readout-SQUID is important since crucial
values as EJ0 and Ec can be extracted. The readout-SQUID junctions are identical in size
and oxidation time with the qubit junctions so that EJ0 and Ec, which mainly define a
qubit’s behavior, are assumed equal for SQUID and qubit.
A first estimation of the junction parameters can be made by measuring their resistance
Rrt at room temperature. On each wafer used for fabrication there have been additio-
nal Josephson junctions in order to determine the junction’s room temperature resistance
without damaging the actual readout-SQUID junctions (cf. Appendix C for details). Ne-
vertheless, due to a large spread in the junction’s area and difficulties to contact the
additional junctions, it turned out to be advantageous to rather make a four-point measu-
rement at the actual readout-SQUID. For SQUID junctions with area AJ of approximately
0.03µm2, a suitable value for the normal resistance is of the order of 200 Ω to 300 Ω to
generate current densities in the superconducting state jc(35mK) ≈ 2 kA/cm2.
A more quantitative way to determine the junction parameters is to record a current-
voltage characteristics (IVC) of a single SQUID in the superconducting state. For zero
applied field, the SQUID is equivalent to a single Josephson junction with critical cur-
rent 2Ic, resistance Rn/2 and capacitance C/2 [134]. Pre-characterization is performed in
a 3He-evaporation cryostat which operates at approximately 500mK and is described in
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Figure 3.1 – IVC of a typical unshunted dc-SQUID fabricated during this work. The IVC shows a
hysteretic behavior (gray arrows) corresponding to a small damping resulting in Ire < Ic for fSQ = 0
(pink & green dashed lines). For zero applied magnetic field the switching current equals 2Ic and a
voltage drop Vg ≈ 365µV can be observed (orange dashed line). The slope of the ohmic part (red line)
is inversely proportional to 2Rn and can be used to determine IABc and thus EJ0 (blue dashed line).
The inset shows the IVC recorded at a SQUID frustration fSQ = 0.5 where the switching current is
strongly suppressed and no hysteresis is observable.

detail in Ref. [135]. A typical IVC of an underdamped and unshunted SQUID shows a
non-linear and hysteretic behavior as shown in Fig. 3.1a. When increasing the current I
above the switching current Isw, the SQUID switches to the voltage state and follows a
linear dependence proportional to 2/Rn. Decreasing the current starting in the voltage
state, the retrapping into the superconducting state occurs at the current value Ire, which
is smaller than Isw. In the intermediate regime between Isw and Ire the IVC shows a highly
non-linear behavior due to self-heating effects [136].
For the operation of flux qubits the ratio EJ0/Ec is a crucial value, where EJ0 can be cal-
culated from the critical current of the SQUID junctions, cf. (2.2.7). For all calculations
of EJ0 in this work the theoretical value IAB

c is used to calculate EJ0, which can be de-
termined from the normal resistance of the SQUID junctions using (2.2.2). Although this
gives only an upper limit for EJ0 it turned out to be well suited for further calculations
and for simulations performed in chapter 4.

Josephson junction capacitance

The capacitance C of a Josephson junction, which defines its charging energy Ec, is linked
to the Stewart-McCumber parameter by [118, 119]

βc = 2π
Φ0
IswR

2
n · C. (3.1.1)
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Figure 3.2 – a) Enlarged view of an IVC showing a resonance step at a voltage value Vr, corresponding
to a junction capacitance C given by (3.1.4); b) Measured values of the junction capacitance C for
several SQUIDs with different junction area AJ. Circles are derived from the Stewart-McCumber
parameter, where the same colour denotes that the corresponding samples are located on the same
wafer. Crosses are derived from dc-SQUID resonances. A linear fit to the data yields a specific
capacitance c̃ = (195± 10) fF/µm2 and a stray capacitance C0 = (1.7± 0.6) fF.

For underdamped junctions used in this work βc is larger than one and can be determined
using the ratio a0 = Ire/Ic of the retrapping- to the critical current [137–139]. Using a
numerical solution of (2.2.10), the Stewart-McCumber parameter can be calculated to [140]

βc = 2− (π − 2)a0
a2

0
, (3.1.2)

so that the junction’s capacitance can be directly determined using values extracted from
the IVC. It should be noted that this is only possible for unshunted SQUIDs where the
retrapping current can be clearly identified. In Fig. 3.1c the measured capacitance for
all unshunted SQUIDs characterized in in this work is plotted vs. the junction area AJ,
which is determined from SEM images. A linear fit to the data yields a specific capaci-
tance c̃ = (195 ± 10) fF/µm2 and a stray capacitance C0 = (1.7 ± 0.6) fF. This specific
capacitance is by a factor 2-6 higher than comparable values given in literature [141–145].
This could be due to a smaller effective junction area caused by a larger unevenness of
the junction’s surface. Nevertheless, the capacitance C = c̃ · AJ + C0 was used for all
simulations in chapter 4, which are conform to the actual measured qubit behavior.
The junction capacitance can also be determined using a dc-SQUID resonance tech-
nique [141, 146–148]. A dc-SQUID forms a resonant circuit consisting of an effective loop
inductance 2L in series with a total capacitance C/2, which yields a resonance frequency

νr = 1
2π

1√
LC

. (3.1.3)
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Resonance steps as shown in Fig. 3.1b appear if the voltage dependent Josephson frequency
νJ(V ) = V/Φ0 ≈ V · 483MHz/µV [149] equals νr. Then, the junction capacitance can be
calculated as

C =
(Φ0

2π
1
Vr

)2 1
L
, (3.1.4)

where Vr is the voltage where the step appears. Resonance steps have been observed for
a small number of fabricated SQUIDs, which were equipped in most cases with relatively
large junctions, which had areas of approximately AJ ≈ 0.06µm2.
In Fig. 3.1c the capacitance extracted from the resonance technique is plotted as red
crosses. There is a formidable agreement between the capacitance determined by either
technique.

3.2 SQUID-readout of flux qubits

A schematic of the measurement setup to characterize flux qubits used in this work is shown
in Fig. 3.3a. SQUID and qubit are cooled to approximately 35mK in a 3He/4He-dilution
refrigerator, which is described in detail in Ref. [150] & Ref. [151] and shown in Fig.A.5.
The 3He/4He-dilution refrigerator is placed in an electromagnetically shielded room and
has additional Mu-metal shields as well as a Cryoperm shield. SQUID and qubit can be
frustrated by an external solenoid and the qubit can be excited by microwave radiation
emitted from an antenna placed closely above the sample. The SQUID is contacted in a
four-point measurement arrangement and filtered with room temperature low-pass filters
as well as cryogenic copper-powder filters.
The qubit readout is performed by detecting the field dependent switching current of
a readout-SQUID as shown in Fig. 3.3b. As explained in Sec. 2.3 the switching current
depends on the flux penetrating the SQUID loop which allows the detection of small flux
changes as for example generated by a flux qubit.
To detect the switching current depending on the SQUID frustration, a linearly increa-
sing current ISQ is sent through the junctions by an analog current source. The current
increases with approximately 0.1 µA

ms . When ISQ reaches Isw, the SQUID switches to the
voltage state which can with respect to a certain threshold value be detected by a com-
parator connected at the output of a voltage amplifier. After the switching event was
detected, the current is linearly decreased back to zero. A digital multimeter receives the
current value at which the switching event occurred as voltage signal from a sample and
hold (S&H) stage. After each switching event an external arbitrary waveform generator
triggers a new current ramp. The switching current of the SQUIDs is of the order of
0.1− 1µA so the trigger frequency is about 50-100Hz.
Since quantum tunneling is a statistical process, the switching current is not defined
exactly but distributed in a Gaussian pattern around a certain average value 〈Isw〉. The-
refore many switching events are recorded for every flux value yielding a histogram pattern
as shown in Fig. 3.4a. In most measurements presented in this work 750 switching events
have been recorded per flux value.
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Figure 3.3 – a) Schematics of the measurement setup for SQUID readout: The actual experiment is
performed at 35mK (light blue box), whereas the measuring equipment is located at room temperature
(red box). There are cryogenic copper-powder filters for the dc-control lines, which are additionally
filtered with low-pass filters at room temperature. The microwave signal is transferred to the sample
stage and irradiated by an antenna placed closely above the sample. SQUID and qubit can be frustrated
with magnetic flux induced by a superconducting solenoid placed closely below the sample stage; b)
Schematics of the measurement procedure: The fSQ-depending switching current Isw(fSQ) of the
SQUID is detected using an increasing current ISQ. When ISQ = Isw(fSQ) the SQUID switches to the
voltage state, which is detected with respect to a certain threshold value by a comparator. The current
value Isw, which is saved at a sample and hold (S&H) stage is send to the data acquisition after a
trigger signal is obtained from the comparator.

Qubit signal

Detecting the switching current of a SQUID while sweeping Φext results in a typical SQUID
curve shown in Fig. 2.4c. If a flux qubit is placed very close to the SQUID, the SQUID is
penetrated by the external flux and by the flux induced by the qubit. Therefore, the total
flux through the SQUID is given as

ΦSQ = Φext + Φind,q

= Φext + k
√
Lg,SQ · Lg,q · Ip (3.2.1)

where 0 ≤ k ≤ 1 defines the inductive coupling strength between SQUID and qubit. Lg,SQ
and Lg,SQ are the geometrical inductance of SQUID and qubit, respectively and Ip is the
persistent qubit current. In (3.2.1) k equals one for galvanic coupling over infinite length
and decreases to zero with increasing distance between the two objects. Depending on the
direction of Ip, the qubit either adds additional flux or it lowers the flux penetrating the
SQUID.
Measuring the switching current in a region fSQ =¼±δfSQ, where the SQUID has a
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Figure 3.4 – a) Gaussian switching current distribution for a fixed flux value corresponding to the
red line in (b). The average value 〈Isw〉 is indicated as a dashed line; b) Recording the switching
current as function of fSQ yields the signal of a qubit induced in the SQUID after subtracting a linear
fit. In this graph the colour-coded switching current distributions are plotted. The qubit step consists
mainly of switching events corresponding to the ground (g) state but contains also some counts in the
excited (e) state; c) Average values of the switching current distribution for a qubit step with microwave
irradiation. If the microwave frequency equals Eeg/h characteristic peaks and dips are observable.

steep and approximately linear Isw(fSQ)-dependence, the additional flux induced by the
qubit modulates the Isw(fSQ)-curve as shown in Fig. 3.4b after a linear background is
subtracted. This modulation is the so called qubit step, which is an indicator for the
quantum mechanical behavior of the qubit. A classical bit would result in a discrete step,
whereas the qubit step is smooth as a result of the superposition of persistent currents
flowing simultaneously in opposite directions. Generally, the qubit parameters ∆ and ε can
be extracted from the qubit step itself, recording it for several temperatures in the regime
∆/kb � T ≈ 30− 300mK [152]. But for a more reliable evaluation of these parameters a
common technique, which is continuous microwave spectroscopy [56, 132], is used in this
thesis.
Electromagnetic radiation in the GHz-regime is generated by a microwave source and sent
through coaxial cables into the cryostat to an antenna which is placed closely above the
samples. With this irradiation in the GHz-regime, qubit transitions from the ground to
the excited state can be induced when the qubit absorbs the energy

Emw = hνmw
!= Eeg(fq), (3.2.2)

where νmw is the microwave frequency. Such a transition becomes observable as characte-
ristic peaks and dips as displayed in Fig. 3.4c. Recording the fq-coordinate of these peaks
and dips for several frequencies results in a qubit hyberbola as given by (2.4.10).
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3.3 Gradiometric qubits with tunable tunnel coupling

3.3 Gradiometric qubits with tunable tunnel coupling
One disadvantage of standard1 flux qubits compared to other superconducting qubit
types [75, 153] is that the minimal transition frequency ∆/h is fixed during fabrication.
Since ∆ depends exponentially on α, the tunnel coupling can be tuned by tuning the α-
value, which is proportional to the critical current of the α-junction. The critical current
in turn can be tuned by replacing the α-junction with a dc-SQUID as already suggested
in the very first proposal on flux qubits [1] and shown in Fig. 3.5.

with tunable 
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flux quantum bitsgradiometric

α-SQUID:
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f
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Figure 3.5 – Sketch showing how a gradiometric flux qubit with tunable tunnel coupling can be
realized: The gap tuning is achieved by replacing the α-junction by a dc-SQUID (right). To avoid
unwanted flux changes in the qubit loop, a gradiometric design is chosen to bias the qubit at an
optimal working point (left). Combining these two concepts results in a layout as it is used in this work
(bottom).

The α-SQUID modulates the Josephson energy EJ0 of the α-junctions as a function of its
frustration fα, while Ec stays constant. The flux dependent Josephson energy EJα(fα) for
the SQUID is therefore given as

EJα(fα) = EJ0 · α(fα) = EJ0α0| cos(πfα)|, (3.3.1)

which means that for zero applied magnetic field the α-SQUID can effectively be replaced
by a junction with area 2AJ,s, resulting in α0 = 2AJ,s/AJ,q. Here AJ,q is the area of one
of the larger qubit junctions and AJ,s is the area of one of the α-SQUID junctions. The
α-SQUID junctions can be designed such that α0 is approximately 0.7 and thus the system
works as a standard qubit. Tunability is achieved by the fact that the actual α-value can
be decreased from α0 to zero due to the SQUID behavior. Since α can always be tuned to
lower values, α0 can even be designed to be larger than one, so that a higher sensitivity
∂∆/∂fα|α≈0.7 is achieved (cf. 4.3.7).
Unfortunately, with this design one cannot change the frustration of the α-SQUID and
simultaneously leave the frustration of the qubit loop unaffected. That means that a
1 In the following, the qubit design presented in Fig. 2.5, which is the most commonly used design, will

only be denoted as standard qubit.
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system where only the α-junction is replaced by a SQUID is not well suited for fast
changes of α since the qubit frustration has always to be readjusted. An elegant way to
avoid this problem is to use a gradiometric design as shown in Fig. 3.5. A gradiometer
works in a way that homogeneous magnetic fields leave the qubit phase unaffected so that
one can change the frustration of the α-SQUID without changing the qubit frustration
using homogeneous fields.

3.3.1 Gradiometer circuit
A gradiometric design, which will be used to bias the qubit at its flux degeneracy point,
consists of two equally sized loops (1,2) with one shared line, resulting in an 8-shaped
geometry as shown in Fig. 3.6a [89]. One advantage of this design compared to the standard
qubit design is that homogeneous magnetic fields couple equally in both halves leaving the
phase between two points A and B on the symmetry axis of the outer loop unaffected [90].
The center line can be interrupted by three Josephson junctions to build a qubit together
with one of the two gradiometer loops.
In the outer ring, used as a trap-loop (broken blue line in Fig. 3.6a), an amount of n flux
quanta can be trapped resulting in a phase difference θ = 2πn around the loop. Assuming
ideal and identical aluminum layers, the phase difference φq between the two points A and
B is therefore always πn. For the case of an odd number of trapped flux quanta, the qubit
is biased at a phase π corresponding to its flux degeneracy point. This makes the use of a
gradiometric design an elegant way to operate flux qubits at their optimal working point
without any external field applied.
The connection between the points A and B positioned on the symmetry axis of the
trap-loop also forces fluxoid quantization in each of the two smaller loops but does not
affect the quantization condition of the outer loop. Fluxoid quantization in each loop is
guaranteed by circulating currents Icirc and the inductance L = Lg,i +Lk,i of either of the
two half squares (cf. Fig. 3.6b). For homogeneous magnetic fields (f1 = f2) the circulating
currents around loop 1 and loop 2 are equal in size and direction such that the net current
Iq through the center line is zero. In this way a homogeneous magnetic field leaves the
qubit phase φq unaffected such that it stays constant at πn.
The phase difference φq and thus the qubit phase can be affected by an inhomogeneous
magnetic field yielding a deviation

δφq = 2π (f1 − f2) 6= 0 (3.3.2)

from nπ. In this case the currents Icirc,1 and Icirc,2 are not equal anymore such that
Iq = Icirc,1 − Icirc,2 6= 0 can be handled analogously to the persistent qubit current Ip
introduced in Sec. 2.4.
In the experiment the inhomogeneous magnetic field is generated by a current Iε flowing
through the ε-flux line, which is placed closely beneath the trap-loop as shown in Fig. 3.6b.
This flux line couples stronger into the lower half (f2ε) than into the upper half (f1ε) such
that f2 > f1. Estimating the difference of mutual inductance δM = M2ε −M1ε between
ε-line and trap-loop to be of the order of 1 pH requires an ε-current Iε ≈ 20µA to induce a
flux difference δΦ = 10 mΦ0. This flux difference is sufficient to record a qubit hyperbola
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Figure 3.6 – a) Sketch of a gradiometric qubit with readout-SQUID and ε line: The outer ring
(broken blue line) forms a trap-loop that biases the Josephson junctions between the points A and B
at a phase πn, which corresponds to the flux degeneracy point for an odd number of trapped fluxoids.
The qubit is formed by the three Josephson junctions together with the inductance L = Lg,i + Lk,i of
one of the two loops. b) SEM image of the system described in (a): The phase difference δφq between
A and B can be changed by inhomogeneous magnetic fields such that f1 6= f2, which is achieved
by the ε-flux line coupling stronger into the lower half than into the upper half (f2ε > f1ε). Fluxoid
quantization is achieved by circulating currents Icirc,i, which compensate each other on the center line
for homogeneous magnetic fields (Iq = 0) and yield a finite current through the qubit junctions Iq =̂ Ip
for f1 6= f2. The inset shows an enlarged view of one of the Josephson-junctions.

as given by (2.4.10) and agrees to measurements performed at the gradiometric design
presented in Sec. 4.2.
Another advantage of the gradiometric design, besides the ability of biasing qubits at
their degeneracy point, is that such systems are much less sensitive to external 1/f -
flux noise [89], which is a major reason for decoherence in flux qubits [10–14] next to
charge or critical-current noise [154]. Global flux noise, which couples equally into the two
loops decouples the center line from this noise source. But also local fields that couple
asymmetrically into the two halves are strongly suppressed by the gradiometer. This is
because the gradiometer interacts as a magnetic quadrupole, coupling with 1/r3, whereas
the ordinary flux qubit interacts as a dipole, coupling with 1/r2 [90].

3.3.2 Tuning the tunnel coupling ∆

As mentioned in the beginning of Sec. 3.3, the α-junction of a qubit can be replaced by
a dc-SQUID to tune the tunnel coupling ∆ in situ. Furthermore, the qubit is integrated
into a gradiometric design as described in the previous section to leave the qubit phase
δφq unaffected by homogeneous magnetic fields.
In the design presented in Fig. 3.7 the value α can either be changed by flux induced
from an additional α-flux line placed on the symmetry axis of the gradiometer (cf. fαα
in Fig. 3.7), or by homogeneous magnetic fields penetrating the trap-loop induced by a
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superconducting solenoid. However, the external flux Φext cannot be linked directly to the
magnetic flux inside the α-SQUID since the trap-loop tends to suppress external magnetic
flux. In this section a detailed analysis concerning the flux penetrating a superconducting
loop consisting of thin layers with dimensions smaller than the London penetration depth
is given.

Tuning α using a solenoid

Without fluxoid quantization, a homogeneous magnetic field generated by an external so-
lenoid would provide a frustration ftr = Φtr/Φ0 of the trap-loop, which would also result in
a finite frustration fα of the α-SQUID. Due to fluxoid quantization the applied magnetic
flux does not equal the actual magnetic flux through the trap-loop, which can be charac-
terized by a factor β = Lg/Lk given as the ratio of geometric to kinetic inductance [155].
This factor represents the ability of the loop to preserve its actual frustration ftr,act, which
means that for β � 1 the loop always keeps the same actual frustration ftr,act even if the
external applied frustration ftr is changed, but for β � 1 the actual frustration can more
easily be changed using external fields.
To calculate the actual frustration of the trap-loop, it is therefore essential to know how
much of the phase difference θ = 2πn around the trap-loop is generated by a kinetic part
φk and how much by a geometric contribution φg. In order to calculate either φk or φg,
one can rewrite (2.1.7) to

2πftr + φk + 2πLgIcirc
Φ0

= 2π · n

2πftr + φk + βφk = 2π · n. (3.3.3)

After rearranging (3.3.3), the phase difference induced by kinetic inductance for n fluxoids
trapped and for finite frustration ftr is obtained as [106]:

φk = 2πn− ftr
1 + β

. (3.3.4)

The contribution φg = βφk, corresponding to the geometric inductance, generates the
self-induced frustration

find = Φind
Φ0

= β

1 + β
(n− ftr), (3.3.5)

which results in an actual frustration

ftr,act = ftr + find = 1
1 + β

ftr + β

1 + β
n. (3.3.6)

of the trap-loop. For β � 1 the flux part dominates so that ftr,act ≈ n and φk ≈ 0, which
means that such a system is not suited for building a tunable qubit since the frustration
inside the trap-loop can only be changed stepwise by varying n. For β � 1 the kinetic
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Figure 3.7 – a) Sketch of a gradiometric qubit with tunable tunnel coupling: The α-junction is replaced
by a dc-SQUID (red), modulating the Josephson energy EJ(α) = EJ0α0| cos(πfα)|. A homogeneous
magnetic field (yellow background) changes the frustration fα of the α-SQUID but does not change the
qubit phase δφq. An additional α-flux line is placed on the symmetry axis of the gradiometer, coupling
equally into both halves (1,2), which does not affect δφq but changes fα; b) SEM image of the system
described in (a): The qubit phase is changed, as described in the previous section, via an ε-current Iε
inducing a frustration f2,ε larger than f1,ε. A current Iα through the α-flux line induces an additional
frustration fαα in the α-SQUID. The insets show an enlarged view of two of the Josephson junctions.
The green framed junction belongs to the α-SQUID and has a Josephson energy EJ = 0.5α0EJ0. The
orange framed junction is one of the two regular sized qubit junctions with Josephson energy EJ0.

part is dominant so that φk ≈ 2π(n− ftr) and ftr,act ≈ ftr. Trap-loop geometries realized
in this work have dimensions of several µm and thus β-values of the order of 1. These the
systems are in an intermediate regime where part of the fluxoid is generated kinetically
and part is generated geometrically.
Following (3.3.6), the actual frustration fα,act of the α-SQUID is given as

fα,act = Aα
Atr

ftr,act = Aα
Atr

[ 1
1 + β

ftr + β

1 + β
n

]
, (3.3.7)

where Aα/Atrap is the ratio of the areas of α- and trap-loop. A change of fα,act modulates
the Josephson energy of the two α-SQUID junctions, so that the actual α value is obtained
as

α = α0 |cos (πfα,act)| = α0

∣∣∣∣cos
(
π
Aα
Atr

[ 1
1 + β

ftr + β

1 + β
n

])∣∣∣∣ . (3.3.8)

From (3.3.8) it follows that depending on β the value α can be either continuously changed
by external magnetic fields causing a frustration proportional to ftr or stepwise by the
number n of trapped fluxoids.
It should be noted that (3.3.7) only represents the case where the α-SQUID shares no
segment with the trap-loop. For a situation where the α-SQUID shares a segment with
the trap-loop (cf. Ref. [18]) the φk-term of (3.3.4) has also to be considered.
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Tuning α using an on-chip flux line

A second method to change fα,act, next to using a homogeneous magnetic field induced
by a solenoid, is to use an on-chip flux line as shown in Fig. 3.7. If such a flux line is
placed on the symmetry axis of the gradiometer, the induced field couples equally into
the upper and the lower half such that the qubit phase δφq is not affected. This is the
main difference to the ε-flux line that is placed perpendicular to the symmetry axis and
can thus be used to change δφq. Due to a finite mutual inductance Mαα between α-line
and α-SQUID, a current Iα through the flux line induces a magnetic frustration

fαα = 1
Φ0

1
1 + β

MααIα. (3.3.9)

The samples presented in this thesis are designed such that α0 ≈ 1, which means that a
frustration of fαα = 1/3 is required to tune α from 1 to 0.5. The mutual inductance Mαα

for the given geometry is of the order of 1 pH and β is of the order of one, so that a current
through the α-line Iα ≈ 1.5mA is required to tune α down to 0.5.
As described in Sec. 3.6 the maximum current through an on-chip line is limited due to
heating effects, which means that Iα ≈ 1.5mA cannot be reached during the experiment.
However, one can use the external solenoid or a certain amount of trapped flux quanta to
bias the α-SQUID close to α = 0.7 and use the on-chip line for fine tuning.

3.4 Phase-biased SQUIDs
To estimate the factor β, which characterizes the ability to frustrate a trap-loop as descri-
bed in the previous section, phase-biased SQUIDs as shown in Fig. 3.8a can be used [106].
A phase-biased SQUID has a trap-loop integrated into the SQUID loop, sharing a segment
a of the trap-loop circumference s. This allows to shift the Isw-curve of the SQUID in
fSQ-direction and to change the oscillation frequency2 as shown in Fig. 3.8b.

3.4.1 Working principle of phase-biasing
For a standard SQUID the magnetic field dependence of the switching current is given by
(2.3.1). Due to the shared segment a of the total trap-loop circumference s there is an
additional contribution a/s ·φk,tr to the kinetic phase difference φk,SQ of the SQUID [156].
Furthermore, the trap-loop adds a frustration fM to the SQUID caused by a mutual
inductance Mg between trap-loop and SQUID. This frustration can be derived in analogy
to (3.3.5), where the self-induced field inside a trap-loop is given. In the case of a phase-
biased SQUID, the field is induced outside the trap-loop so that the direction and thus
the sign of fM is inverted:

fM = −
Mg
Lk

1 + β
(n− ftr). (3.4.1)

2 It should be noted that the word frequency used here and in the rest of this section does not describe a
time-dependent frequency but the difference in frustration resulting in one oscillation of the switching
current curve of a phase-biased SQUID.
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Figure 3.8 – a) Equivalent circuit of a phase-biased SQUID: A trap-loop (blue) is integrated in
the SQUID sharing a segment a (dotted yellow) of the trap-loop circumference s. The trap-loop
frustration ftr can be calculated from the SQUID frustration and the ratio of the ares Atr/ASQ; b)
Calculated switching-current curves for n = 1 and n = 2 (green and turquoise, respectively) using
(3.4.2) with κ = 0.2 and Atr/ASQ = 1.25 plotted vs. the external applied frustration of the SQUID
loop. The gray curve represents a reference SQUID with no trap-loop included. The phase-biased
SQUID curves are shifted in fext-direction by a value κn and the oscillation period is changed by the
factor (1 + κAtr/ASQ)−1.

Modifying the fSQ-depending switching current dependence of a SQUID, given in (2.3.1)
with a/s · φk,tr and fM one obtains

Isw(fSQ,n) = 2Ic

∣∣∣∣cos
(
πfSQ + 1

2
a

s
φk,tr + πfM

)∣∣∣∣
= 2Ic

∣∣∣∣∣cos
(
πfSQ

[
1 + κ

Atr
ASQ

]
− κπn

)∣∣∣∣∣ , (3.4.2)

where

κ =
a
s + Mg

Lk

1 + β
(3.4.3)

and ASQ/Atr is the ratio of SQUID area to trap-loop area. Equation (3.4.2) implies that
the modulation frequency of Isw is changed by the factor (1 + κAtr/ASQ) and the phase
is shifted stepwise by κπn. If Atr is small compared to ASQ, the ratios Mg/Lg and a/s
are equal so that κ ≈ a/s, which can be used to bias a SQUID exactly at a phase π using
a/s = 0.5 [106].
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3.4.2 Characterization of phase-biased SQUIDs
Unfortunately, the value β cannot be determined exactly using only switching current
measurements of phase-biased SQUIDs since the physical system described by (3.4.2) has
too many unknown. In the following an estimation of β = Lg/Lk is made using calculations
for Lg on the one hand and an estimation of Lk using room temperature resistance values
of the aluminum layers on the other hand. Switching current measurements of SQUIDs
are finally performed to check whether the estimations for β yield reasonable values for
Mg.

Loop inductance

An approximation of the factor β for a certain loop geometry can be made by determining
the kinetic inductance of the loop from its normal resistance and by calculating its geome-
tric inductance using an approximation for the low frequency3 limit as given in Ref. [157].
In the dirty limit of superconductivity the kinetic inductance of a superconducting wire
can be calculated from its resistance in the normal state [105]. The aluminum layers used
in this work can be considered to be in the dirty limit of superconductivity, where the BCS
coherence length at zero temperature ξ0 is much larger than the mean free path ltr [158,
159]. In this case the London coefficient ΛL can be approximated to [105, 155]

ΛL ≈
~ρn
π∆0

, (3.4.4)

where ρn = RnAw/s is the resistivity of the superconducting material with cross section
Aw and length s in the normal state and 2∆0 is the energy gap of the superconductor at
T = 0K. Using (2.1.6), the kinetic inductance can be expressed as

Lk = ~Rn
π∆0

. (3.4.5)

To measure the normal resistance of the aluminum layers, several structures have been
fabricated as shown in Fig.A.6. The cross section of the aluminum layers is fixed during
fabrication to be Aw = (506 · 90) nm2, whereas length s and shape of the loops has been
varied in different samples.
From the resistance measurements a specific inductance lk ≈ 1 pH

µm was obtained (cf. Appendix
C for details), which is in very good agreement with comparable values given in literature
(cf. Ref. [104]). The calculated values for Lg and Lk are shown in table 3.1.

SQUID measurements

The value κ can be measured either from a phase shift, which is proportional to κπn,
or from a frequency change proportional to (1 + κAtr/ASQ), cf. (3.4.2). To detect the
frequency a reference SQUID without trap-loop but equal area as the phase-biased SQUID
is required to calibrate the field-generating solenoid.
3 Here the time-dependent frequency is meant, so that the dc-case is described by the low frequency

limit.
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Figure 3.9 – a) Top: Microscope image of the π-SQUID: The trap-loop shares half of its circumference
with the SQUID loop (a/s = 0.5). Bottom: Section of the π/2-SQUID which only shows the trap-
loop with a/s = 1/4; b) Switching current of the π- and the π/2-SQUID for n = 1 (blue and red,
respectively) as function of external frustration fext. The unshifted curve for n = 0 is shown in gray
for clarity. The π-SQUID is shifted by κ = 0.409 and the π/2-SQUID by κ = 0.230; c) Microscope
image of a SQUID that is biased with a trap-loop equally sized as the gradiometer trap-loop, which
is drawn for clarity below; d) Top: Switching current of the phase-biased SQUID shown in (c) as a
function of external frustration fext (blue), compared to a reference SQUID without trap-loop (black).
The curve for n = 1 is shifted by hand in fext-direction such that the maxima coincide at fext = 0.
From the difference in oscillation period compared to the reference SQUID one can determine the value
κ. The modulation depth of the Isw-curve is decreased, which could be due to an increased screening
parameter βL since the phase biased SQUID has a larger inductance or due to readout problems;
Bottom: Switching current recorded for different amounts n of trapped fluxoids, which shifts the
Isw-curve proportional to κn = 0.18 · n.
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In the following the results of two phase-biased SQUIDs with ratio a/s=½ and a/s=¼ will
be discussed. These phase-biased SQUIDs correspond to the so called π-SQUID and
the π/2-SQUID, respectively, which can be used to probe whether a phase-bias of π as
desired for the gradiometric qubit can be realized. Additionally, a phase-biased SQUID
with equally sized trap-loop as the trap-loop of the gradiometric qubits (cf. Fig. 3.9c) is
analyzed. This allows important conclusions concerning this trap-loop design, especially
the ability to frustrate the α-SQUID as described in Sec.3.3.2 can be estimated. The
characterization of additional phase-biased SQUIDs is discussed in Appendix C.

Table 3.1 – Measured and calculated values for the different phase-biased SQUIDs. The ratio a/s
representing the shared segment a of the total trap-loop circumference is set during fabrication. The
values for Lg are calculated and the values for Lk estimated from normal resistance measurements. κ is
measured from the phase shift and from the frequency change compared to a reference SQUID. For the
π and the π/2-SQUID no such reference SQUID was cooled down so that these values for κ(frequency)
are missing. Using the κ-values one can make a consistency-check of the resulting values for Mg.

sample a
s Lg [pH] Lk [pH] β κ (phase) κ(frequency) Mg [pH]

π-SQUID 0.500 11 20 0.550 0.409 - 2.68
π/2-SQUID 0.250 11 20 0.550 0.230 - 2.13
gradiometer

design
0.286 57 70 0.814 0.182 0.179 3.37

The π- and the π/2-SQUID To clarify whether a phase-biasing of π is reliably working,
a quadratic trap-loop was integrated into a SQUID sharing exactly one half of its circum-
ference as well as its area as shown in Fig. 3.9a. The area was chosen to be small compared
to the SQUID area (Atr/ASQ = 0.06) such that one can neglect Mg and the value of κ
should be close to ½. Such a setup has the same effect as using a π-junction which can
also be used to phase-bias a qubit at its degeneracy point [160].
The corresponding π/2-SQUID was fabricated identically to the π-SQUID with the only
difference that the trap-loop in this case shares just one of its edges (a/s =¼) as shown
in the inset of Fig. 3.9a, so that the SQUID should be biased at a phase π/2.
The resulting Isw-curves for the π- and π/2-SQUID are shown in Fig. 3.9b for the case
n = 0 and n = 1. The displacement ∆fSQ between the curve for n = 1 and n = 2 can be
used to determine κ, which is achieved by a fit of (3.4.2) to the data. The results for both
phase-biased SQUIDs are shown in table 3.1. For the π and the π/2-SQUID the value κ
could be only determined from the phase shift since no reference SQUID was cooled down
during these measurements.
The fact that κ is smaller than expected (κ(π−SQUID) = 0.409, κ(π/2−SQUID) = 0.230)
shows that the assumption of a negligible inductance is not applicable in this case.The
deviation from κ = 0.5 and κ = 0.25, respectively, could also be due to the fact that the
aluminum layer of the SQUID loop has a finite extent at both points where it contacts
the trap-loop. This extent, which is 2d = 2 · 506 nm, is approximately 6% of the total
circumference s and thus not negligible for calculating the ratio a/s. Using (3.4.3), the
mutual inductance is estimated to Mg ≈ 2.5 pH.
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3.5 Flux trapping

However, the deviation from κ = 0.5 should be no obstruction for the use of a gradiometric
design to phase-bias a qubit at a phase π. This is because in the case of a gradiometric
design the phase-biased system, which is the qubit, is placed inside the trap-loop so that
the mutual inductance couples equally into both loops.

Characterizing the qubit trap-loop To gain information about the factor β belonging
to the trap-loop of the gradiometric qubits, a phase-biased SQUID with an integrated
trap-loop equally designed as the one used for the gradiometers has been fabricated
(cf. Fig. 3.9c). This alignment of trap-loop and SQUID also corresponds to a setup in
which the gradiometric qubit is coupled galvanically to the readout-SQUID, which will be
an improvement of the system used in this thesis in the matter of readout quality.
For this design the value κ was determined from both, the phase and the frequency part,
where the latter was done by detecting the frequency change of Isw compared to a reference
SQUID. For a given ratio Atr/ASQ between trap-loop and SQUID area, one obtains

κ(frequency) = ASQ
Atr

(
fref
fpb
− 1

)
, (3.4.6)

where fref and fpb is the oscillation period of reference and phase biased SQUID, respecti-
vely. Figure 3.9d shows the fext-depending switching current of reference and phase-biased
SQUID. The value κ determined from these measurements is κ = 0.179 (cf. table 3.1).
Considering a uncertainty of the measured areas Atr and ASQ as well as of the ratio a/s,
resulting in an error δκ ≈ ±0.041, the result for κ is in good agreement with κ = 0.182
extracted from the phase part. Assuming κ ≈ 0.18, the mutual inductance is calculated
to Mg = 3.37 pH, using that β = 0.814.

Summarizing, there are two central results of the phase-biased SQUID measurements
presented in this section: On the one hand the phase-biasing itself is reliably working
and can be used to bias a qubit at a phase π and on the other hand the frustration of
the α-SQUID can be changed by applying approximately twice the flux that is expected
without fluxoid quantization, so that fα,act ≈ 0.55fα using (3.3.7) and β ≈ 0.8.

3.5 Flux trapping
The concept of trap-loops and gradiometric designs is based on a reliable technique to
trap a certain amount of fluxoids in a given geometry. During this thesis a flux-trapping
process for a 3He evaporation refrigerator as well as for a 3He/4He dilution refrigerator
has been explored.
To trap an amount of n flux quanta, the aluminum loop has to be heated above its critical
temperature Tc ≈ 1.2K while it is frustrated at fapp = n. As described in Sec. 2.1 it is
sufficient if the frustration is only close to n since the loop starts a persistent current that
compensates the missing flux to the next integer value. However, to reach the desired
value of n trapped flux quanta and to avoid that there will be n± 1 fluxoids trapped, the
mismatch must not exceed |fapp−n| = 0.5 during the transition into the superconducting
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Figure 3.10 – a) Switching current Isw of a readout-SQUID for different values of trapped flux quanta
n in the trap-loop, recorded as a function of external frustration fSQ. The curves are shifted stepwise
in fSQ-direction proportional to n. The curve corresponding to fapp = 0 (red) is not centered with
respect to fSQ = 0, which means that there is additional flux in the loop; b) Displacement δfSQ vs.
the amount of trapped flux quanta n. The slope k of a linear fit can be used to calculate δν and the
y-axis intercept δfSQ,0 is used to determine the background field Bb.

state. This transition into the superconducting state will be called cool down in the
following.
Flux trapping is possible up to a critical value nmax where the circulating current

Icirc = Φ0
n− ftr
Lk + Lg

(3.5.1)

reaches the critical current of the wires. For geometries used in this work with Lk +Lg ≈
114 pH, the actual circulating current can be approximated to Icirc = 17µA(n − ftr).
Assuming the critical current of the wire to be of the order of some mA and neglecting
external frustration means that nmax is larger than 50 and thus larger than typical values
for n used in this thesis, where |n| . 9.
For experimental reasons it is not only important to be able to trap flux quanta but also to
detect whether the flux trapping process was successful and to determine how many flux
quanta have been trapped. This can be achieved by comparing the SQUID’s switching
current curve before and after the flux trapping process.
Following the derivation of (3.4.2) for only mutual inductanceMg and no shared segement
a between trap-loop and SQUID, the switching current dependence for a SQUID with a
trap-loop placed nearby can be expressed as
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3.5 Flux trapping

Isw(fSQ,n) = 2Ic

∣∣∣∣∣∣∣∣∣cos

πfSQ

1 + Atr
ASQ

Mg
Lk

1 + β︸ ︷︷ ︸
δν

− πn
Mg
Lk

1 + β︸ ︷︷ ︸
k


∣∣∣∣∣∣∣∣∣ . (3.5.2)

Equation (3.5.2) implies that the change of trapped flux quanta after the flux trapping
process can be detected as a stepwise displacement δfSQ(n) of the switching current-curve,
which is equal to k ·n (cf. Fig. 3.10a). Furthermore, the oscillation frequency of the SQUID
is changed by a factor (1 + δν). This frequency change, which is caused by the additional
induced flux of the trap-loop, cannot be observed during the experiment since there is no
reference SQUID to calibrate the actual flux-scale. However, since the switching current
curve given by (3.5.2) will be used to calculate the applied flux to the trap-loop, it is
indispensable to estimate δν. This estimation can be performed using the value k, which
is linked to δν via the ratio Atr/ASQ. The value k can be determined by recording the
displacement δfSQ(n) of the first maximum of the Isw-curve for various n as shown in
Fig. 3.10b, so that one obtains

δfSQ(n) = δfSQ,0 + kn (3.5.3)

between the shift of the switching current curve and n.

Background field in the dilution refrigerator

In principle, for no applied field (fapp = 0) during cool down the switching current curve
is expected to be centered symmetrically around fSQ = 0, i.e. δfSQ,0 = 0. However, in
Fig. 3.10 a finite displacement δfSQ,0 6= 0 for the case fapp = 0 during cool-down can be
observed. This shows that there is a finite frustration of the readout-SQUID even though
there is no magnetic field applied and there was no magnetic field applied during cool
down. This issue has been observed during all measurements performed in the 3He/4He
dilution refrigerator and is most probably caused by a constant but not shieldable magnetic
field Bb in the dilution fridge, since it was not observed for identical samples in the 3He
evaporation refrigerator.
The assumption of a finite background field rises the question whether there is already
a certain amount of flux quanta trapped for fapp = 0 during cool down, or not. This is
essential to know since for the operation of gradiometric qubits one needs to be sure to
have an odd number of flux quanta trapped and for tunable qubits one even wants to be
sure of the exact amount of trapped flux quanta.
The SQUID frustration f̃SQ that is generated by a background field is composed of a
frustration fSQ,b = BbASQ/Φ0 directly induced by the background field as well as of a
frustration fM,b = k(ftr,b − nb) induced by the trap-loop. Here ftr,b = BbAtr/Φ0 and nb
is the amount of flux quanta trapped due to the existing background field Bb during cool
down.
To determine the value nb one can calculate the trap-loop frustration
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ftr,b = δfSQ,0 − knb
1 + δν

(3.5.4)

for different values nb and check whether the calculated frustration lies within (nb−0.5) >
ftr,b > (nb + 0.5). This should be true for only one value of nb. Here δfSQ,0 such as k
and thus δν, are obtained by a linear fit of (3.5.3) to the the maxima of the shifted
Isw(fSQ=0,n)-curve.
From a calculation of ftr,b one obtains for the three characterized gradiometric qubits that
nb = −1, i.e. there is already one flux quantum trapped for zero applied fields during cool
down, which is in agreement with the fact that the gradiometric qubits showed qubit steps
only for even values of fapp (cf. Sec. 4.2). The corresponding frustration ftr,b ≈ 0.8 means
that the strength of background field is Bb ≈ 6µT, which is approximately 14% of the
magnetic field of the earth.

3.6 Heating effects of control circuits
The working principle of a gradiometric qubit is based on the fact that an ε-line as shown
in Fig. 3.6 induces a locally inhomogeneous magnetic field via mutual inductance in the
trap-loop. Consequently, the ε-line also induces a field Φ = MSQ,εIε in the SQUID. Since
the induced field changes linear with Iε, the Iε-dependent switching current curve of the
SQUID should be given by Isw(Iε) = | cos(πMSQ,εIε/Φ0)|, where typical current values
that are applied through the ε-line are of the order of 10µA− 100µA.
In Fig. 3.11a the colour-coded switching current distribution as a function of applied ε-
current is plotted as it was recorded in the beginning of this thesis. In this case the
SQUID’s working point for Iε = 0 is chosen such that fSQ ≈ 0.25, i.e. a linear part of
the Isw(fSQ)-curve. In this case the switching current dependence as a function of Iε is
also expected to be linear. As this is obviously not the case in Fig. 3.11a means that
the switching current is significantly suppressed for increasing |Iε|. This circumstance
made the detection of a qubit step impossible, which mainly obstructed the attempt to
implement a working gradiometric qubit in the beginning of this thesis.
Similar effects have been observed in Ref. [90] as well as Ref. [161] and have been analyzed
concerning the impact of flux noise and heating influences, with the result that these effects
are caused by a temperature dependent increase of the SQUID’s switching probability.
However, no solutions to that issue are presented.

Heating due to resistive contacts

To identify the disturbing source of the switching current measurements, which was assu-
med to be heating, the current-voltage characteristic of all flux lines and the temperature
dependence on the applied dc-current has been studied in more detail. Figure 3.12a shows
the sample stage temperature for two cases as a function of applied ε-current. The one
case, where a parabolic dependence of temperature on the ε-current was obtained, des-
cribes the situation in the beginning of this thesis. The other case, where a constant
temperature Ts ≈ 35mK was measured, represents the situation after a solution to that
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Figure 3.11 – a) Colour-coded switching current distribution as a function Iε recorded on a linear
part of the SQUID-curve. Heating by the ε-line suppresses the switching current significantly so that
one does not obtain the expected linear behavior. These heating effects are stronger than signals from a
qubit such that recording a qubit step is impossible; b) Switching current dependence Isw(Iε) recorded
on a linear part of the SQUID-curve without heating effects. After the heating issue was solved and
the switching current curve followed the expected behavior, it was possible to detect qubit steps.

issue has been found.
Even though the temperature change is only several mK, one can assume the on-chip tem-
perature to be much higher due to the low thermal conductance between sample and ther-
mometer. The steep temperature increase at the beginning of the measurement with pa-
rabolic dependence is owed to fact that the ε-current had to be increased to Iε = −200µA
before the start of each measurement but could not kept at this current value until a re-
laxation of the temperature. This was due to the measurement program, which also does
not allow to start at zero current, sweep upwards and then downwards again. Neverthe-
less, parabolic temperature rise has also been observed for measurements using the α-line
This forced the assumption of a general heating due to applying a dc-current through the
control lines, leaving open the question where exactly this heat was generated.
The heat generating source could have been either on the sample itself or in the filters
and cables that connect the sample stage to the room temperature devices. Comparing
the sample stage temperature to the mixing chamber temperature showed that the sample
stage heated up stronger and earlier than the mixing chamber after applying an ε-current.
This indicates that the heat source must have been located either on the sample itself or
on the sample stage. This question was clarified by applying a dc-current between two
contact pins of the sample stage as shown in Fig.A.5a. The pins were connected with
only a single bond, which caused an even stronger heating than what has been observed
for the feed lines.
This result confirmed the assumption that the heating source is the contact-resistance of
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the bonds that contact sample and sample stage. As a first consequence the gold pads
have been covered with aluminum, which becomes superconducting at milli-Kelvin tem-
peratures and has therefore no resistive energy dissipation. The second, probably more
effective change, was the attempt to bond the contact pads as many times as possible
to decrease the current flowing through each contact. For the given sample layout 10-15
bonds per contact are possible. An exemplarily sample contacted in this way, which shows
no heating effects for currents up to 0.6mA, is shown in Fig. 3.12c.
A more quantitative analysis of the heating effects can be made by characterizing the
of current-voltage characteristic of a single flux line, which is measured as depicted in
Fig. 3.12c. Recording an IVC of the flux lines shows primarily a linear, i.e. ohmic, depen-
dence with a resistance Rlin of approximately 10 kΩ, owed to the filters of the measurement
setup. However, subtracting a linear background of the current-voltage characteristic re-
sults in an additional non-linear voltage ∆V (Iε) = Vtot−Vlin, which is shown in Fig. 3.12b.
This non-linear behavior results in a differential resistance Rdiff(Iε) = ∂∆V/∂Iε, as shown
in Fig. 3.12d. Fitting a polynomial function Rfit = ∑

i ai · Iiε to the data yields only si-
gnificant contributions for i ≥ 3, i.e. a parabolic dependence similar to the temperature
dependence in Fig. 3.12a.
From the result in Fig. 3.12d follows that the additional heat is dissipated due to an addi-
tional resistance Rdiff . The Iε-dependent heating power can be estimated by Pdis = ∆V Iε,
which is of the order Pdis = 10µW for Iε = ±200µA and Rdiff = 500 Ω. This power ex-
ceeds the cooling power of the cryostat so that the heat cannot be absorbed, which causes
the strongly suppressed switching current shown in Fig. 3.11a.
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Figure 3.12 – a) Sample stage temperature in dependent on Iε for 2 and 12 bonds connecting the
contact pads on the chip and the sample holder (black and blue line, respectively). For ∼ 2 bonds the
temperature has a I2

ε -dependence, whereas for ∼ 12 bonds the temperature stays constant; b) Applying
a dc-current to the ε-line results in non-linear change of the voltage drop; c) Top: One possible solution
to the heating problem is to connect the contact pads with many bonds to the sample holder. A second
improvement is to cover the gold contact pads with aluminum that becomes superconducting. This is
done only for the ε- and the α-line as can be seen by the four silver-shining pads in the lower left corner
of the sample. Bottom: Circuit diagram of the experiment. The ε-line is biased with a dc-current Iε
and the voltage drop V over the line is measured. The lines have a resistance of Rlin ≈ 2 · 5 kΩ; d)
The additional voltage measured in (c) results in an additional differential resistance Rdiff = d∆V/dIε
which is of the order of 100− 500 Ω. This additional resistance can be related to an additional power
dissipation Pdis = ∆V · Iε of the order of several µW.
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4 Chapter

Spectroscopy measurements

In this chapter the main experimental results of this thesis are presented, which are
microwave spectroscopy measurements on flux qubits. All measurements were performed

in a 3He/4He-dilution fridge described in detail in Ref. [150] & Ref. [151] and shown in
Fig.A.5. To determine the qubit parameters ∆ and ε, a readout technique as described
in Sec. 3.2 has been used to perform continuous microwave spectroscopy.
In the first section measurements have been done on two standard three Josephson junction
flux qubits, where the qubit frustration fq and thus the qubit working point is changed
by frustrating the qubit loop with a solenoid. In contrast to that, the working point of
the two gradiometric qubits presented in Sec. 4.2 is changed inducing a phase difference
δφq over the center line. This is achieved using an on-chip control flux line, which couples
asymmetrically into the two loops of the gradiometer. In the last section of this chapter
the central result of this thesis is presented, which is the successful characterization of a
gradiometric flux qubit with tunable tunnel coupling.
Readout was performed for all qubits with an unshunted and underdamped SQUID, as
characterized in Sec. 3.1. For all spectroscopy measurements, the flux resolution was in the
order of several µΦ0, which allows to record qubit excitations appearing as characteristic
peaks and dips with a typical width of approximately 0.1 to 1mΦ0.
In contrast to pulsed readout techniques [162], the readout scheme used in this work is
not capable of determining the tunnel coupling ∆ directly, since the expectation value of
the persistent current at the flux degeneracy point of the qubit is zero and therefore no
signal is generated. As a consequence no peaks and dips can be recorded in a region of
approximately 2mΦ0 around the degeneracy point. This is the case for both, standard
and gradiometric qubits, such that ∆ and ε can only be obtained as fit parameters. Even
though this is a disadvantage compared to the pulsed readout scheme, it has been possible
to characterize several qubits with finite tunnel coupling as well as a tunable gradiometric
qubit, for which the minimal transition frequency could be to tuned in the range of several
GHz.
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4 Spectroscopy measurements

4.1 Regular three-Josephson junction flux qubit
In the early stage of this thesis two standard three Josephson junction qubits as depicted
in Fig. 4.1a have been characterized to verify fabrication parameters and to check whether
an adequate tunneling coefficient ∆ can be realized. These measurements were also used
to verify whether the specific capacitance c̃ determined in Sec. 3.1 can be used to calculate
the charging energy Ec, which is necessary for the simulations1 discussed in Sec. 4.2 &
Sec. 4.3.

a) c)

24.93 GHz

V

solenoid

24.93 GHzmax

min

mw-radiation

b) d)

Figure 4.1 – a) Readout technique to characterize the non-gradiometric three Josephson junction
qubit: The qubit is placed inside the readout-SQUID so that both are frustrated simultaneously by a
solenoid: fSQ = 1.76fq (blue arrows). In the experiment this solenoid is placed below the sample.
The system can be irradiated with electromagnetic waves in the GHz-regime to excite the qubit from
its ground to the excited state (yellow zickzack arrow); b) SQUID switching current as a function of
applied magnetic frustration fSQ. Possible qubit steps are marked with blue rectangles, whereas the red
rectangle belongs to the actual position at which all measurements were performed; c) Colour-coded
switching-current distribution of a SQUID, which is operated as shown in (a): For a frustration around
δfq = 0 a qubit step is observable; d) Taking the mean value of the switching current distribution
presented in (c), the qubit step can be recognized more clearly. For irradiation with frequency νmw =
24.93GHz, a characteristic peak and dip appears at δfq ≈ ±0.011. The inset shows an enlarged view
of the dip that can be analyzed by a Lorentzian fit shown in red to record the δfq-coordinate.

The measurement principle is shown in Fig. 4.1a. The qubit is placed inside the SQUID
such that both frustrations fq and fSQ can be changed simultaneously by a solenoid.
The working point on the SQUID-curve at which qubit steps appear is given by the
ratio of SQUID area to qubit area, which is ASQ/Aq ≈ 1.76. The possible positions for
observable qubit steps are shown in Fig. 4.1b. All measurements presented in this section
were performed at the same qubit frustration fq = −1.5 (red rectangle), such that the
1 The simulation program, which uses a full Hamiltonian Hfull to calculate the eigenenergies of a qubit

for given EJ0, Ec and α, was kindly provided by T.Hümmer, Institut für Physik, Universität Augsburg.
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4.1 Regular three-Josephson junction flux qubit

qubit working point can be defined as δfq = fq + 1.5.
An exemplary switching-current distribution around δfq = 0 with applied microwave
irradiation of frequency νmw = 24.93GHz is shown in Fig. 4.1c. Taking the mean value
of the colour-coded histograms results in a switching-current curve as shown in Fig. 4.1d.
In this graph the qubit step as well as the chracteristic peak and dip appearing due to
excitations from ground to excited state are visible more clearly.
The δfq-coordinates of the peaks and dips are obtained by the center coordinates of
Lorentzian fits applied to the excitations as shown in the inset of Fig. 4.1d. These fits
been applied to all spectroscopy measurements presented in this thesis to obtain the peak
and dip coordinate and could in most cases be applied with a very good accuracy resulting
in relative errors for δfq of less than 1%, which is obtained as the standard deviation of
the fitted coordinate.

Qubit parameters

The spectroscopy results for two standard three Josephson junction qubits are presented
in Fig. 4.2. In (a) the data points (δfq, νmw) for various frequencies are plotted for a qubit
with fixed α = 0.75 and in (b) for a qubit which is identically designed but with α = 0.6.
In the latter case a hyperbolic behavior of the data is observable, which is for flux qubits
given by (2.4.10). A two-parameter fit of (2.4.10) applied to the recorded peak and dip
positions (black line in Fig. 4.2) yields the qubit parameters ∆/h as the minimal transition
frequency and ε/h as the slope for the asymptotic limit δfq � 0.

Figure 4.2 – Measured peak and dip coordinates (open circles) distributed around δfq = 0, reprodu-
cing the qubit hyperbola Eeg(δfq) for two qubits with α = 0.75 in a) and α = 0.6 in b). The black
lines are two-parameter fits of (2.4.10) to the data points, extracting the minimal transition frequency
∆/h and the asymptotic slope ε/h. The red lines are simulated transition frequencies using a full
Hamiltonian Hfull. The results are in very good agreement with theory, which predicts large ∆/h and
small ε/h for α closer to 0.5 and vice versa for α closer to 1.
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As expected from (2.4.5), the minimal transition frequency ∆/h = (1.39 ± 0.29)GHz is
smaller for the qubit with larger α, than for the qubit with smaller α, where ∆/h =
(10.76± 0.14)GHz. This agrees with the fact that ε/h = (3.51± 0.03)GHz/mΦ0 is much
higher for α = 0.75, than for α = 0.6 where ε/h = (1.70± 0.01)GHz/mΦ0.
The measured asymptotic slope ε can be used to calculate the persistent current Ip =
(583± 6) nA for α = 0.75 and Ip = (283± 2) nA for α = 0.6, using (2.4.9). A calculation
using (2.4.4) and IAB

c of the readout-SQUID can be taken for a consistency check of theses
values. In the case of the two qubits one obtains Ip = 619 nA for α = 0.75 and Ip = 310 nA
for α = 0.6, which agrees in both cases with the values for Ip determined by ε. The slightly
higher values for Ip from the calculations using (2.4.4) can be explained by the fact that
in (2.4.4) the value of IAB

c was used for Ic, which is an upper limit.

Simulation routine

For future applications of systems containing flux qubits fabricated at the WMI and for the
analysis various measurements performed in Sec. 4.2 and Sec. 4.3 it is important to have a
reliably working simulation routine that provides qubit transition frequencies for certain
parameters. The simulation requires the qubit parameters EJ0, Ec and α to diagonalize
the full qubit Hamiltonian Hfull given by (2.4.7) in order to calculate the eigenergies of the
system. The two lowest eigenergies can be used to extract the flux-depending transition
frequencies Eeg(fq)/h. To probe whether the simulation program1 generates trustworthy
results for certain input parameters, the characterization of the two standard flux qubits
is used.
For all simulations in this thesis the charging energy Ec is calculated using the specific
capacitance c̃ ≈ 200 fF/cm2 determined in Sec. 3.1 and the junction area AJ. The junction
area, which is also important to obtain α, was determined by SEM images of comparable
samples fabricated on the same wafer. The Josephson coupling energy EJ0 is obtained
using the value IAB

c of the corresponding readout-SQUID, which can be extracted from
the SQUID’s current-voltage characteristic (cf. 3.1).
Using these parameters to determine EJ0 and Ec yields the simulated transition frequency
plotted as a red curve in Fig. 4.2. Here the simulation is shown together with data points
and a two-parameter fit for both characterized qubits. Generelly, there is a good agree-
ment in both cases between data and simulation. For the qubit with α = 0.75 a deviation
between fit and simulation for the value ∆ can be observed. This is mostly to the fact
that there are no data points very close to δfq = 0, which leads to larger uncertainty and
also larger values for ∆. Throughout this thesis it was observed that the fit routine is
more complicated for hyperbolas with a relatively small ∆. In these cases the fit yields
large error bars and smaller values for the coefficient of determination R2. This issue has
been observed for several measurements presented in Sec. 4.2 & Sec. 4.3, where simulated
values for ∆ are slightly different than values obtained by a fit.
Nevertheless, the comparison between experiment and simulations confirms the assump-
tions made for the calculation of EJ0 and Ec and shows that the simulations are well suited
to predict a qubit’s behavior. Thus the simulation routine presented here is used for all
simulations in this thesis.
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4.2 Gradiometric qubits

In this section measurements at gradiometric qubits are presented, which were performed
to verify the working principle of the gradiometric qubit design. A short introduction
to the measurement principle is provided in Sec. 4.2.1. A detailed characterization of
the gradiometric qubits is given in Sec. 4.2.2, where the qubit properties are analyzed
with respect to their parameters ∆ and ε. Furthermore, the quality of the gradiometer,
i.e. the insensitivity to an external applied magnetic field is determined in Sec. 4.2.3. The
measurements presented in this section provide an important background concerning the
gradiometric design, which will in the following section be used to realize a gradiometric
flux qubit with tunable tunnel coupling by replacing the α-junction with a SQUID.

4.2.1 Experimental basics

In order to characterize gradiometric qubits, a locally inhomogeneous magnetic field is
applied via an on-chip line to change the qubit phase. This is in contrast to the measu-
rements presented before, where a magnetic field was applied by a solenoid to change the
frustration of the qubit. The experimental setup used to readout gradiometric qubits is
shown in Fig. 4.3a. There is still a solenoid in the experiment, which is placed centered
underneath the sample to generate a locally homogeneous field Φhom (light blue arrows in
Fig. 4.3a) in order to change the SQUID’s working point. Due to the gradiometric design
the qubit working point δfq should not be affected by that. As described above, the qubit
can be excited by irradiation in the GHz regime depicted as a yellow zickzack arrow in
Fig. 4.3a.
Applying a dc-current to the ε-flux line frustrates the lower loop of the gradiometer stron-
ger than the upper loop, which results in a change of the qubit working point δfq. After
trapping an odd number of flux quanta as described in Sec. 3.5, a qubit step is observable
while recording the SQUID’s switching current as a function of Iε. This is plotted as a
colour-coded switching current distribution in Fig. 4.3b and in Fig. 4.3c the mean value of
this switching current distribution is shown, which is used to determine the peak and dip
positions as explained in Sec. 4.1.
It should be noted that the strength of the qubit signal recorded by the SQUID, being
proportional to MIp, is much lower for the gradiometric design than for the standard flux
qubit. This is because the gradiometric qubit has to be placed outside the SQUID, so that
the mutual inductance M , which is mainly determined by the length of the two close-by
lines, is increased. The mutual inductance between trap-loop and qubit can be estimated
to be 1/4 compared to the design of the standard qubit. This agrees with the measured
qubit step height and means that one has to average 16-times more switching events of the
SQUID to reach comparable accuracy. Typical measurements with standard flux qubits
performed in Ref. [150] & Ref. [163] at the WMI averaged typically 300 switching events,
which would result in nearly 5000 averaging events for the gradiometric design to achieve
comparable accuracy. This large number of averages would exceed the available measuring
time by far, so that in most measurements presented in the following the averaging value
was restricted to 750. Recording a single spectrum as shown in Fig. 4.3b with an averaging
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Figure 4.3 – a) Measurement setup for the gradiometric qubit displayed as microscope image. The
solenoid generates a magnetic field Φhom that can be assumed to be homogeneous (light blue) since the
solenoid is placed centered underneath the sample. The system can be irradiated with electromagnetic
waves in the GHz-regime to excite the qubit from its ground to the excited state (yellow zickzack
arrow). The qubit working point δfq can be changed by the ε-flux line as explained in Sec. 3.3.1 (pink);
b) Colour-coded switching-current distribution of a SQUID, which is operated as shown in (a), as a
function of applied ε-current for irradiation with frequency νmw = 8.13GHz. A qubit step and induced
excitations are clearly visible; c) Mean value of the current distribution shown in (b). The inset shows a
characteristic dip that can be analyzed by a Lorentzian fit; d) Switching current recorded for increasing
values of trapped fluxoids. A qubit step appears only at odd numbers of n which can be recognized by
the appearance of a qubit step with characteristic peaks and dips (cf. black arrows). The SNR improves
for working points closer to fSQ = 0.5; e) Equivalent SQUID working point for the measurements shown
in (d).

48



4.2 Gradiometric qubits

value of 750 still lasts approximately 1-2 hours, so that almost one day is required to record
a complete qubit hyperbola.
Figure 4.3d is a proof of principle for the gradiometric qubit design, since qubit steps
appear only for every odd n. As described in Sec. 3.5, there is already one flux quantum
trapped in the loop even if no magnetic field was applied during the transition into the
superconducting state. For increasing n, the SQUID’s working point changes due to the
induced flux, which is proportional to Icirc and thus to n. The different SQUID working
points have different signal-to-noise ratios (SNR), which can be defined as ratios between
excitation height and averaged noise of the spectrum (cf. Fig. 4.3e). This is due to a
smaller standard deviation σI of the Isw-histograms for points located on a position with
larger slope, i.e. closer to a minimum, on the SQUID’s switching current curve. At these
points the transfer function Ht = ∂Isw/∂fSQ is larger compared to points located at
a position closer to a maximum, i.e. with smaller slope. The SNR can be determined
using the amplitude hfit of the Lorentzian fit of the peaks and dips, compared to the
standard deviation σs of the averaged switching current in a region far away from these
excitations: SNR=hfit/σs. For the measurements presented in Fig. 4.3d the signal-to-noise
ratio is SNRn=1 = 1.9± 1.0 and SNRn=3 = 8.2± 0.7. As expected from the definition of
Ht, the measurement close to a minimum, corresponding to n = 3, has the highest SNR.
This is also the reason that the following measurements were performed at this working
point. One big advantage of the gradiometric design is that the SQUID can always be
biased by the solenoid at a working point with good SNR since the qubit working point
is not affected due to fluxoid quantization in the trap-loop.
From Fig. 4.3c it can be recognized that peaks and dips of each spectrum are not centered
with respect to Iε = 0, as expected for a gradiometric qubit biased at a phase π. This
indicates that the fabricated gradiometer used for these measurements is not perfectly
gradiometric. This will be analyzed in more detail in Sec. 4.2.3 after a calibration of the
ε-flux line was performed in Sec. 4.2.2.

4.2.2 Qubit parameters

Recording qubit steps with the gradiometric design for various mw-frequencies results in
a qubit hyperbola Eeg as a function of applied ε-current Iε, which is shown in Fig. 4.4
top row. A two-parameter fit (gray curve in Fig. 4.4) can extract the minimal transition
frequency ∆/h but the asymptotic slope is obtained as a function of applied ε-current
(η(Iε)) and not of applied frustration (ε(δfq)) as desired in (2.4.10) (cf. green line in
Fig. 4.4b). This requires a technique to scale the ε-line in a way that transforms η to ε.
This transformation is achieved by a scaling factor x = ∂δfq/∂Iε, which is assumed to be
constant.
The factor x is extracted from comparing the two-parameter fit to simulated qubit tran-
sition frequencies Eeg(δfq)/h, which are simulated as described in Sec. 4.1. For exact
simulations and after shifting the recorded qubit steps in Iε-direction to be symmetric
with respect to Iε = 0, the Iε-axis can be scaled in a way that

ε(δfq) != x · η(Iε). (4.2.1)
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a) b)

c) d)

Figure 4.4 – Top row: Qubit steps recorded for two gradiometric qubits with α = 0.77 (a) and
α = 0.65 (b), which are shifted for clarity in y-direction proportional to the irradiated microwave
frequency νmw. The peaks and dips result in a qubit hyperbola shown as a gray line which gives ∆/h
and ε(Iε)/h as a fit parameter. For a complete description of the qubit behavior this fit has to be
adjusted to a δfq-axis as in (c), (d). The qubit signal in (a) is much stronger than in (b) since it is
proportional to Ip and thus to

√
1− 1

2α
2. From these measurements the asymptotic slope is obtained

as η(Iε) (green line in (b)). There is a frequency-independent excitation at Iε ≈ 0 (orange line in
b), which is probably due to resonances in the control circuits; Bottom row: Recorded peak and dip
positions and simulated transition frequency as a function of δfq, which is calibrated with respect to
Iε using the scaling parameter x (cf. text for further details). In this calibrated system the asymptotic
slope is obtained as ε(δfq) (blue line in (d)). The qubit in (c) has a negligible tunnel coupling, whereas
the qubit in (d) has a finite tunnel coupling ∆/h ≈ 5.1GHz.
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The result of simulation and measured data with adapted δfq-axis is shown in Fig. 4.4,
bottom row. The simulated values are ε/h = 4.4GHz/mΦ0 for α = 0.77 and ε/h =
2.5GHz/mΦ0 for α = 0.65. In both cases the simulated transition frequencies are in very
good agreement with the data, showing that a reliable value for ε(δfq) was extracted. This
is confirmed by fact that ε(δfq) is on the same order as ε-values measured with standard
qubits in Sec. 4.1 and shows that this technique to calibrate the flux scale is trustworthy.
A quantitative test of ε(δfq) can be performed by using (2.4.4) and (2.4.9) to calculate

ε = 2Φ0I
AB
c ·

√
1−

( 1
2α

)2
, (4.2.2)

which yields ε/h = 4.6GHz/mΦ0 for α = 0.77 and ε/h = 2.9GHz/mΦ0 for α = 0.65.
These values are slightly higher than the simulated ones, which could be due to the fact
that for the calculations IAB

c and thus a theoretical upper limit for Ic was used. Neverthe-
less, there is a remarkably good agreement between calculation and simulation considering
that EJ0 and Ec were only estimated from the SQUID IVC and considering the assump-
tion that δfq changes linear with Iε.
Concerning the value ∆/h, the two gradiometric qubits show qualitatively equal behavior
as the standard flux qubits characterized in Sec. 4.1, which can be seen by a small ∆
for larger α and vice versa. The simulated value for ∆/h is approximately 0.2GHz for
α = 0.77 and the actual measured value is negligibly small on a GHz scale. For α = 0.65
simulation and experiment are in very good agreement which is ∆/h ≈ 5GHz.
Generally, switching-current measurements can also be used to quantify the qubit dyna-
mics, e.g. decay rates and Rabi oscillations [164], by analyzing the resonance peaks and
dips in more detail [165]. This requires however a data quality that allows a reproducible
recording of the peak width and height, which is not given for the measurements performed
with this experimental setup. Nevertheless, a rough estimate of the decay rate τq can be
made in the regime |δfq| � 0, where the decay is dominated by dephasing (τq ≈ τφ) [162].
In this case the qubit lifetime Tq = 1/τq ≈ Tφ is determined by the inverse of the resonance
width w, which is the full width at half maximum (FWHM) of peak or dip [56]:

Tφ = 2h
w · ε

. (4.2.3)

Using a Lorentzian fit with linear background gives lifetimes in the order of Tφ ≈ 1 - 5 ns
for both gradiometric qubits, which is a plausible range [56, 91, 129, 152, 154, 165].

4.2.3 Gradiometer quality

A perfect gradiometer should be insensitive to homogeneous magnetic fields. However, the
fact that the Isw(Iε)-curves are not symmetric to Iε = 0, and that the qubit step is shifted
for different n as shown in Fig. 4.5, is an indicator that the gradiometer is not perfectly
fabricated. In reality there are unavoidable imperfections, which can result from imprecise
fabrication steps or from intrinsic disturbances such as impurities.
Such imperfections obstruct the assumption that each of the two gradiometer loops is frus-
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trated equally (f1 = f2) for applied homogeneous magnetic fields. Strictly, the difference
between the frustration of each loop has to be calculated, which yields

δf12 = δΦ12
Φ0

= 1
Φ0

∫∫
A1
B⊥(r) · dA− 1

Φ0

∫∫
A2
B⊥(r) · dA, (4.2.4)

where B⊥(r) is the space-depending component of the flux density B perpendicular to the
trap-loop area, which is not necessarily homogeneous. On the other hand there can also
be a difference in the area of the two half squares δA12 = (A1 − A2), which can be used
to approximate (4.2.4) to

δf12 ≈ ftr

(
δA12
Atr

+ δB12
Btr

)
. (4.2.5)

Here δB12 is the difference between the field density averaged over area A1 and the field
density averaged over area A2, whereas Btr is the field density averaged over the whole
trap-loop. In addition to imperfections in size and magnetic field, there can be also a
difference in the overall inductance

δL = (Lk,1 − Lk,2) + (Lg,1 − Lg,2) = δLk + δLg (4.2.6)

of the loop, which could be caused by grains, impurities or deviations in the cross sectional
area of the aluminum layers.
Using the circulating current of (3.5.1), the phase difference δφq,im between the endpoints
of the center line is given as

δφq,im = 2πδf1,2 + 2π(n− ftr)
δLk + δLg
Lk + Lg

= 2πftr

(
δA12
Atr

+ δ B12
Btr

− δLk + δLg
Lk + Lg

)
︸ ︷︷ ︸

≡1/Qgrad(ftr)

+2πn δLk + δLg
Lk + Lg︸ ︷︷ ︸
≡1/Qgrad(n)

. (4.2.7)

Analogously to other physical systems [166], a quality factor of a gradiometer Qtot =
Qgrad(ftr) + Qgrad(n) can be defined, where the ftr- and n-depending parts are defined
in (4.2.7). Equation (4.2.7) implies that due to a finite Qtot qubits steps are shifted in
Iε-direction proportional to the applied trap-loop frustration and stepwise for increasing
odd values of n.
To analyze the quality of a gradiometer, qubit steps for different amounts of trapped
fluxoids n, as well as for different applied frustration ftr are recorded to extract Qgrad(n)
and Qgrad(ftr), respectively. The position of each qubit step can be defined as the center
coordinate between peak and dip, which will be induced by irradiation with constant fre-
quency. The result of measurements performed in this way is shown in Fig. 4.5, where in
(a) the number of trapped fluxoids n is varied and in (b) the frustration ftr is changed
and for both the irradiated mw-frequency was νmw = 19.33GHz.
The quality factors are calculated to Qgrad(n) = 943± 19 and Qgrad(ftr) = 1076± 16. In

52
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Figure 4.5 – a) Displacement of the qubit step for increasing number n of trapped flux quanta. The
gradiometer quality using this data is approximately Qgrad(n) ≈ 1000; b) Black circles: Displacement
of the qubit step due to increasing frustration which yields Qgrad(ftr)) calculated from a linear fit (black
line). The red crosses represent the peak-dip distance which is almost constant for all fq-data. This
shows that the qubit potential is unaffected by homogeneous external frustrations.

other words the qubit working point is shifted approximately 1mΦ0 per applied Φ0, or the
relative error is approximately 1 · 10−3.
As all samples are fabricated by electron beam lithography, capable of defining structures
with an accuracy of δw = 20nm [167], an uncertainty of 0.4µm2 is evaluated for A1−A2, or
δA12/Atr ≈ 5 ·10−3. The uncertainty of total inductance is hard to estimate since parame-
ters as the actual shape of the two halves or the difference in the cross sectional area of the
aluminum layers are hard to determine. However, a rough estimation of the uncertainty
of kinetic inductance can be made, using an accuracy of δw = 20nm in lateral direction
and δh = 2.5 nm in the layer thickness [168] for a cross section of (506 · 90) nm2. With
these estimations the calculated error for the kinetic inductance is approximately 0.2 pH
or δLk/Lk ≈ 6 · 10−3. As both estimated errors result in lower quality factors than the
actual measured, it can be assumed that the quality factor of the gradiometer is already
close to its optimum. It should be noted that finite uncertainties in (4.2.7) could either
balance each other or sum up so that a quantitative description is in any case difficult to
perform.
Nevertheless, it is important that the measured quality factor is higher than quality fac-
tors obtained by estimations for δA12 and δLk since there is a limiting lower bound. This
lower bound is given by the fact that the qubit step must be reachable, i.e. should not be
shifted too much using the ε-line, without running into heating problems as described in
Sec. 3.6. Since the ε-line can change the qubit working point by approximately 1mΦ0/µA,
the quality factor has to be of the order of 1000 to operate the qubit without being limited
in the applied external frustration. A second reason requesting even higher quality factors
is the time consuming prospection of a shifted qubit steps, which would be easier if the
step position stays constant.
An important fact is that the peak to dip distance δfqp − δfqd is not affected by external
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frustration, even when changing the trap-loop frustration by more than 15Φ0 as shown
in Fig. 4.5b. This shows that the qubit potential is unaffected by homogeneous magnetic
flux. Flux insensitivity is a major advantage of the gradiometric qubit design compared
to the standard flux qubit design being highly sensitive to external applied flux. The
parameter magnetic flux stays therefore free to control other flux-sensitive systems placed
on the sample.

The central result of the measurements presented in this section is that a reliably working
gradiometric qubit design was succesfully implemented, which can be used to bias a flux
qubit at its degeneracy point. The fact that the qubit working point stays unaffected by
homogeneous magnetic fields, allows to integrate gradiometric qubits into a large scale sys-
tem, where several qubits can be operated and read out simultaneously without affecting
each other. It was also confirmed that different α-values result in different tunnel cou-
plings, which will be realized in the following section at a single qubit using an α-SQUID
instead of a single junction.

4.3 Tuning the tunnel coupling of a gradiometric flux qubit

In this section the main result of this thesis is presented, which is the successful characteri-
zation of a gradiometric flux qubit with tunable tunnel coupling. The characterization of a
tunable qubit integrated into a gradiometric design is more advanced than the experiments
on flux qubits presented in the sections before. This is because two prerequisites have to
be fulfilled to observe a qubit step: On the hand the number of trapped flux quanta must
be odd, and on the other hand the value of α must be larger than 0.5. Unfortunately,
an estimation of the actual value of α is difficult, since α depends on many variables as
for example the number of n, the applied frustration to the trap-loop ftr, the inductance
ratio β or the background field Bb discussed in Sec. 3.5.
After providing some experimental background in Sec. 4.3.1, the characterization of the
tunable qubit will be used to extract the characteristic energies EJ0 and Ec, which are cru-
cial for the qubit properties ∆ and ε. To determine the characteristic energies, it is first of
all necessary to determine the flux dependency of α, which will be discussed in Sec. 4.3.2.
This dependency can be used to obtain the characteristic energies EJ0 and Ec in two
ways: First, a solenoid is used to tune α, which allows to define the dependency between
∆ and α, which can be used to extract EJ0 and Ec from fit parameters (cf. Sec. 4.3.3). A
second approach discussed in Sec. 4.3.4 uses an on-chip line placed close to the qubit to
tune α, which also yields EJ0 and Ec from fit parameters. Both methods are compared
to a simulation in Sec. 4.3.5, which is based on an independent method to determine EJ0
and Ec. This simulation is also used to draw a general comparison between the tunnel
gap of various qubits fabricated at the WMI. The chapter finishes with an overview of
optimization techniques that can be applied to future qubits in order to improve readout
quality, which was a limiting factor during many measurements presented in this section.
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Figure 4.6 – a) Microscope image of the experimental setup to readout a gradiometric qubit with
tunable tunnel coupling: In principle the system works as the gradiometric design explained in Sec. 4.2
with the difference that the α-junction is replaced by a SQUID. As a consequence, changing the SQUID
working point with Φhom always also induces a change of fα (light blue). This change of fα can also
be induced by a current Iα through the α-flux line; b) Typical set of qubit steps recorded with the
tunable qubit, which are shifted for clarity in y-direction proportional to the frequency νmw of applied
irradiation. The spectra are measured in an uncalibrated system resulting in a qubit hyperbola as a
function of ε-current. The gray curve is a two-parameter fit to the data, which yields the minimal
transition frequency ∆/h and the asymptotic slope η in the uncalibrated system (red line).

4.3.1 Experimental basics

The experimental setup to readout a gradiometric qubit with tunable tunnel coupling is
shown in Fig. 4.6a. The readout technique is in principle the same as in Sec. 4.2 with the
difference that the α-junction is replaced by a SQUID and one flux line is added to change
the frustration of this SQUID.
Even though both gradiometric qubits presented in Sec. 4.2 have been characterized before
the tunable qubit presented in this section, there have been many uncertainties concerning
the behavior of this design in the beginning of the measurements. In the first place the
routine to determine the exact amount of trapped flux quanta and the strength of the
background field Bb presented in Sec. 3.5 was not derived yet. Therefore it could not be
predicted whether a qubit step is expected at a certain n, or not. The tunable qubit
presented in this section is designed such that α0 = 1.05, Aα/Atr = 0.18 and β ≈ 0.8 as it
was determined in Sec. 3.4. With these parameters the first two α-values that are larger
than 0.5, i.e. possible working points of the qubit, are calculated to α(n = ±1) ≈ 0.97 and
α(n = ±3) ≈ 0.73 (cf. (3.3.8)).
In the beginning of the measurements the detection of a qubit step was complicated since
a possible cross correlation between the actual frustration fα,act of the α-SQUID and
the flux induced by the ε-line necessary for readout was not known. For an undesirable
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large mutual inductance between ε-line and α-SQUID (green dashed arrow in Fig. 4.6a)
the qubit potential will change during readout so that a qubit step can be suppressed
or the transition frequencies will not strictly follow the qubit hyperbola anymore [21]. As
it turned out later, this effect is not observed for the design presented here, so that the
inductance between ε-line and α-SQUID is neglected in the following.
As explained in detail in Sec. 3.3.2, the tunnel coupling ∆ can be tuned either via the
on-chip α-line (pink arrow in Fig. 4.6a) or via a homogeneous field Φhom (light blue arrow
in Fig. 4.6a). In the latter case the unavoidable situation is given that the frustration of
the readout-SQUID also changes with Φhom (light blue arrows in Fig. 4.6a). To sustain a
sufficient readout quality, possible working points to bias the α-SQUID are restricted to
points where the readout-SQUID is close to a minimum (cf. SNR calculations in Sec. 4.2).
A successful tuning of the tunnel coupling ∆ can be detected by comparing the minimal
transition frequency of qubit hyperbolas recorded for different fα,act. During the eight
weeks that the measurements presented in this section have taken, corresponding to ap-
proximately 250 million recorded switching events of the readout-SQUID, almost twenty
qubit hyperbolas and an uncounted number of calibration measurements have been recor-
ded.

4.3.2 The flux dependent α-value

To obtain a quantitative description of the tunable qubit, the value α must be well defined,
or more strictly speaking, the dependency between external applied frustration to the trap-
loop and the resulting α-value α(ftr) must be known. Since neither the value α(ftr = 0)
nor the change of α with respect to ftr is ab initio given for a tunable qubit, the varying
asymptotic slopes of different qubit hyperbolas will be used in order to determine α(ftr).
In the rest of this section it will be discussed how the value of α as function of applied
magnetic field, or rather of applied current through the solenoid, is determined:
The asymptotic slope ε of different qubit hyperbolas depends on Ip, which is again a
function of α as given in (2.4.4). Since for a tunable qubit α itself is further depending on
the frustration fα,act of the α-SQUID, the asymptotic slope is given as

ε(fα,act) = 2Φ0Ip(fα,act) = 2Φ0 · Ic ·

√√√√1−
(

1
2α(fα,act)

)2

. (4.3.1)

Using (3.3.8) one can rewrite (4.3.1) to

ε(fα,act) = 2Φ0Ic ·

√√√√√√√√√1−

2α0

∣∣∣∣cos
(
π
Aα
Atr

[ 1
1 + β

ftr + β

1 + β
n

])∣∣∣∣︸ ︷︷ ︸
α(fα,act)


−2

. (4.3.2)

From this it can be followed that qubit hyperbolas for different values of ftr but constant
n have varying ε-values showing a highly non-linear behavior defined by (4.3.2).
The idea to extract α from measured ε-values is to apply a fit of (4.3.2) to the data and
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Figure 4.7 – Measured values η (black circles) corresponding to the asymptotic slope of qubit hy-
perbolas in the uncalibrated system plotted as a function of applied coil-current Icoil. The data points
are clustered around certain values of Icoil, which correspond to a SQUID working point fSQ close to
a minimum (gray lines), which were chosen to have a sufficient readout quality. There is a remarkably
good agreement between fit (black line) and data, which shows the ability to tune the α-value with a
high precision. The blue curve represents the calculated α-value, which is periodic in Icoil, resulting in
alternating regimes where the qubit is working (α(Icoil) > 0.5) intersected by regimes where the qubit
is not working (α(Icoil) < 0.5). The current values used to calculate β corresponding to δfα = 1 and
δfSQ = 1 are marked in red and green, respectively.

then calculate α using the extracted fit parameters. In principle (4.3.2) can be used for
the fit, using values for Aα, Atr and β as well as ftr as a fit parameter. Since Aα and Atr
can be only estimated from SEM images and β is only an estimation from phase-biased
SQUID measurements in Sec. 3.4, a current to flux transfer function

Hαc = ∂fα,act
∂Icoil

= Aα
Atr

1
1 + β

∂ftr
∂Icoil

, (4.3.3)

which is assumed to be constant, will be used as a fit parameter in (4.3.2). Furthermore
I0 = βn/(1+β) is used as a fit parameter, since neither n nor β changes in the experiment.
This leads to a fit function

η(Icoil) = ηc ·
√

1− {2 |cos (πHαc · (Icoil − I0))|}−2, (4.3.4)

where α0 = 1 was approximated. It should be noted that in (4.3.4) η(Icoil) is obtained
and not ε(fα,act) as in (4.3.2). This change is required since the asymptotic slopes are
measured in the uncalibrated system, where qubit hyperbolas are recorded as a function
of Iε and not as a function of δfq (cf. Fig. 4.6b). Since η(Iε) is quantitatively not equal to
ε(fα,act), the factor 2Φ0Ic is replaced by the fit parameter ηc in (4.3.4).
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However, to define a relation α(fα,act) it is not required to know the actual value of ε(fα,act)
but only the change of ε with respect to fα,act. Therefore it is sufficient to know the value
of the transfer function Hαc and the initial displacement I0 for a definition of α(fα,act).
The measured values for η and a fit of (4.3.4) to the data is shown in Fig. 4.7 (black dots
and black line, respectively). For all calculations of α performed in this section the fit
parameters Hαc = 0.16 mA−1 and I0 = 20µA were used to calculate

α = α0 |cos (πHαc · (Icoil − I0))| . (4.3.5)

There is a remarkable agreement between data and fit, resulting in an error of 0.6% for
Hαc and 0.01% for I0, which means that the α-value can be tuned with a very high pre-
cision. The data points are clustered around certain values of Icoil, which correspond to a
SQUID working point fSQ close to a minimum of the switching current curve. This wor-
king points are chosen to have a sufficient readout quality (gray lines in Fig. 4.7). Thus,
possible SQUID working points to read out the qubit are located on both sides of each
minimum of the switching current curve (cf. data points near fSQ = ±0.5). However, it
was not possible to detect a qubit step on both sides of the minimum at fSQ = −1.5
because the α-value, and thus Ip, has been too small for fSQ < −1.5 even though α was
still larger than 0.5.
Equation (4.3.4) is only well defined for |cos (πHαc · (Icoil − I0))| > 0.5, i.e. α(fα,act) > 0.5.
This results in periodically appearing regimes where η(Icoil) has finite values and qubit
steps occur, intersected by regimes where η(Icoil) is not well defined and thus no qubit
steps occur. For the qubit potential this means that the point where η(Icoil) vanishes is
the point where the potential changes from a double to a single well potential and the
persistent current vanishes. In Fig. 4.7 the fit curve for η(Icoil) is plotted in a way that the
periodic behavior can be recognized. For clarity, the calculated value for α is also shown
as a blue curve in Fig. 4.7.
Using the solenoid, one can reach the regime where α becomes larger than 0.5 again and
a qubit step recurs, cf. dashed orange lines in Fig. 4.7. However, this has not been tried
in the experiment since qubit steps were shifted too strongly on the Iε-axis for large coil
currents and thus not detectable anymore. This could be due to a small quality factor Qtot
of the tunable qubit, which is a matter of improvement in future designs if that regime
wants to be reached.

Nevertheless, the data presented in Fig, 4.7 shows in a formidable way that the α-value of a
gradiometric qubit was tuned in a controlled way over a significant range. This will be used
in the following sections to extract the crucial parameters EJ0 and Ec from spectroscopy
measurements.

4.3.3 Tuning ∆ via the solenoid
In this section the successful realization of a qubit with tunable tunnel coupling is pre-
sented, which is used to determine the characteristic energies EJ0 and Ec. To evaluate
the tunnel coupling for different values of α, two-parameter fits have been performed to
extract ∆/h as the minimal transition frequency (cf. Sec. 4.2.2). These values of ∆ will
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a) b)

Figure 4.8 – a) Peak and dip positions for three exemplary α-values as a function of ε-current.
Blue curves correspond to the applied two-parameter fits. The α-value was changed via the solenoid
only. The change of the minimal transition frequency ∆/h can be clearly observed as the change of
each curve’s minimum; b) Minimal transition frequency ∆/h plotted as a function of corresponding
α-value. Data points to the left of α/α0 = 1 belong to negative coil current values and vice versa.
The red curve is a fit of (4.3.6), which is in good agreement with the data and yields plausible values
EJ0/h = (383 ± 480)GHz and Ec/h = (3.1 ± 3.4)GHz. This fit shows in a formidable way that the
tunnel coupling of a gradiometric qubit is tuned in a reliable way.

finally be used to extract the characteristic energies EJ0 and Ec as fit parameters.
In Fig. 4.8a the peak and dip positions for three exemplary α-values are plotted as well as
the applied two-parameter fits. The different values of α have been adjusted by different
frustrations of the trap-loop induced by the solenoid as described in the previous section.
For better comparability, each curve is centered to δIε = (Ipeak − Idip)/2 = 0, where Ipeak
and Idip are the current values at which peak and dip appeared, respectively. This graph
shows clearly that the minimal transition frequency of the qubit can be tuned from close
to zero to over 5GHz.
The change of ∆ corresponding to different values of α will in the following be quantitati-
vely analyzed with respect to the characteristic energies EJ0 and Ec. These energies can
be extracted as fit parameters when fitting the tunnel coupling for various α. In order to
obtain reliable values for EJ0 and Ec, the estimation of (2.4.5) has to be derived in more
detail, yielding [2]

∆
h

=
√

4EJ0Ec(4α2 − 1)
α(1 + 2α) exp

(
−
√
EJ0
Ec

α

)
, (4.3.6)

which is used to obtain EJ0 and Ec as fit parameters when plotting ∆ vs. α.
In Fig. 4.8b the minimal transition frequency ∆/h is plotted as a function of α for each
qubit hyperbola recorded with the tunable qubit. The values for small tunnel couplings
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around α ≈ 1 have large error bars due to missing peak and dip coordinates in the vicinity
of δIε = 0. However, this does not strongly affect a fit of (4.3.6) since the behavior of
(4.3.6) is mainly determined by values with large ∆, i.e. α ≈ 0.6. The red curve is a fit of
(4.3.6) to the data, which yields EJ0/h = (383 ± 480)GHz and Ec/h = (3.1 ± 3.4)GHz.
These values of EJ0 and Ec are in formidable agreement with values obtained indepen-
dently from the readout-SQUID IVC, which are EJ0/h ≈ 365GHz and Ec/h ≈ 2.9GHz.
The values EJ0 and Ec extracted from the fit have a large relative error of the order of
100%, which is mostly due to the small amount of data points used for the fit. Here one
was restricted because of limited possible readout positions on the readout-SQUID curve.
Nevertheless, the fit shows in a remarkable way that it has been achieved to tune the
tunnel coupling in a reliable way. The values obtained for EJ0 and Ec are plausible with
respect to values extracted from the readout-SQUID current-voltage characteristic. Thus
the technique using the readout-SQUID IVC is confirmed to be a well suited method for
reliable determination of qubit parameters.
The calculated ratio EJ0/Ec ≈ 125 is in perfect agreement with the ratio EJ0/Ec ≈ 126
taken from the readout-SQUID IVC. Nevertheless, both ratios are relatively high for flux
qubits, which results in the fact that the largest ∆ achieved by tuning is around 5GHz. A
typical resonator used in circuit-QED experiments is operated at approximately 5-7GHz,
so that for future fabrication of qubits it should be tried to decrease the ratio EJ0/Ec in
order to be sure to reach this range with the tunable qubit.
A more precise analysis of the data requires more data points, which can for example be
achieved by an optimized readout process. This could be realized via galvanic coupling
between SQUID and trap-loop to obtain a larger qubit signal so that qubit hyperbolas
can be recorded for operation points located closer to a maximum of the switching current
curve. A second method can be to increase the area of the SQUID to have more minima
of the SQUID’s switching current curve within one oscillation of the switching current
characteristic of the α-SQUID. However, a trade-off between the gain in possible readout
points and the increase in flux noise due to the larger area of the SQUID has to be made.

Generally, the central result of this section is that a reliably tunable tunnel coupling
has been successfully realized, which should give rise to future developments of the tu-
nable design, which can be exploited in various applications. The tuning of ∆ has been
used to extract trustworthy values of the characteristic energies EJ0 and Ec, which will in
the following section be achieved by tuning ∆ via an on-chip line.

4.3.4 Tuning ∆ via the α-line

A possible way to tune ∆ without changing the global frustration of all loops placed on the
sample, as it is the case when using the solenoid, is to use an on-chip flux line. This α-flux
line couples via a mutual inductance to the α-SQUID as described in detail in Sec. 3.3.2.
In this section a change of ∆ induced by the α-line is used to determine the characteristic
energies EJ0 and Ec analogously to the previous section.
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The Iα depending value α(Iα)

The mutual inductance between α-line and α-SQUID for the tunable qubit presented in
this section is too small to change the α-loop frustration on the required scale, i.e. δfα,act =
±0.25. The main reason for this is that the heating issue discussed in Sec. 3.6 was not
completely resolved for this sample, resulting in an temperature increase for current values
larger than Iα = ±200µA.
To detect a change of ∆ induced by the α-line, the α-SQUID can be biased at a working
point α(fα,act) = αb ≈ 0.6, where the tuned qubit potential results in ∆ � 0. At this
point the slope of (4.3.6) is steep, i.e. ∂∆/∂fα,act takes large values, so that the value of
∆ changes significantly even for small changes of fα,act. Generally, the frustration fα,act
close to 0.6 can be applied in two ways: On the one hand a certain odd number of flux
quanta can be trapped such that

cos
(
π
Aα
Atr

1
1 + β

n

)
!≈ 0.6, (4.3.7)

on the other hand the solenoid can be used to frustrate the α-SQUID. Even though the
latter has been done for the measurements presented here, the use of trapped flux quanta
is probably the solution that creates less flux noise and is also more stable over time due to
the strong restriction of fluxoid quantization. However, since no qubit step was detected
for other values than n = 1, one was constrained to use the solenoid to bias the α-SQUID.
The value αb can be precisely evaluated using the calibration performed in Sec. 4.3.2. For
the results presented in this section, the α-SQUID was biased at αb ≈ 0.65 for zero α-
current applied. This seemed to be the best choice for αb considering the restriction to
possible working points of the readout-SQUID.
However, the calibration presented in Sec. 4.3.2 cannot be taken to determine α(Iα) since a
different transfer function than Hαc has to be used. To extract α from varying asymptotic
slopes η(Iα) of different qubit hyperbolas, a transfer function

Hαα = ∂fα,act
∂Iα

(4.3.8)

is introduced. Using (4.3.8) as well as the value of αb for Iα = 0, the values of η(Iα) follow

η(Iα) = ηc ·
√

1− [2 |cos (arccos(αb) + πHαα · Iα)|]−2, (4.3.9)

which can be used to determine α(Iα). In (4.3.9) ηc is a constant extracted from the fit
of (4.3.4) performed in Sec. 4.3.2.
In Fig. 4.9a the asymptotic slope η is plotted as a function of applied current Iα through
the α-line (black circles). There is a significant change of η with respect to Iα, following
the expected behavior. The change of η is in this case given as an increase of η for
positive α-current and vice versa. However, this increase of η for positive current values
is only given by the connection between α-line and output of the current source, which
can be easily inverted. A fit of (4.3.9) results in the blue curve in Fig. 4.9a with Hαα =
(6.2± 0.3) · 10−5 µA−1. Thus, α can be calculated to

61



4 Spectroscopy measurements

Figure 4.9 – a) Asymptotic slope η as a function of applied α-current Iα: The data follows the
expected behavior, which is in this case an increase of α for positive α-current and vice versa. The
fit (blue line) is used to determine the value α, which is taken for the plot in (b). The value of αb
belonging to Iα = 0 is precisely known from a calibration in Sec. 4.3.2; b) Minimal transition frequency
∆/h plotted as a function of the corresponding α-value. The red curve is a fit of (4.3.6), which yields
plausible values EJ0/h ≈ 436GHz and Ec/h ≈ 3.5GHz.

α = | cos (π [arccos(αb) + Iα ·Hαα]) |, (4.3.10)

which is used in the following paragraph to extract the characteristic energies EJ0 and Ec
from varying tunnel coupling.

Determination of EJ0 and Ec

Analogously to the procedure described in Sec. 4.3.3, the characteristic energies EJ0 and
Ec can be determined from measurements where ∆ is tuned via the on-chip α-line. The
α-calibration described in the previous paragraph can be used to plot ∆ as a function of
α, which allows to extract EJ0 and Ec from a fit of (4.3.6).
In Fig. 4.9b the measured tunnel coupling ∆ is plotted as a function of the corresponding
α-value (black crosses). The red curve is a fit of (4.3.6) applied analogously to the descrip-
tion in Sec. 4.3.3, which gives EJ0/h = (436± 218)GHz and Ec/h = (3.5± 1.2)GHz. This
is in agreement with the values of EJ0 and Ec evaluated in the previous section, as well
as to the values extracted from the readout-SQUID IVC. The overall agreement shows in
a formidable way that it is possible to tune the tunnel coupling not only via an external
device, i.e. a solenoid, but also in a controlled way using an integrated on-chip α-line.
The fit performed in Fig. 4.9b yields smaller relative errors than the fit performed in
Sec. 4.3.3, which results in a higher accuracy. This is mainly to the fact that the values
of ∆ are larger and thus more precise to determine. The fact that for both fits only 6-8
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4.3 Tuning the tunnel coupling of a gradiometric flux qubit

data points were available makes it hard to say which values are more precise. Anyhow,
the ratio EJ0/Ec ≈ 120 is in a remarkable good agreement to the ratio EJ0/Ec ≈ 125
determined in Sec. 4.3.3 and EJ0/Ec ≈ 125 taken from the readout-SQUID IVC, which
can thus be assumed to be very precise.

The central result of this section is that the here presented design can be used to tune ∆
by changing the frustration of the α-SQUID via an on-chip line. This design is a big step
towards an integrated circuit since the design can be reproduced with a high accuracy.
The advantage of using an on-chip line is that other superconducting loops, e.g. additional
qubits or SQUIDs, placed not too close to the α-line will stay unaffected by tuning this
qubit. This is in difference to a tuning achieved via the solenoid and can be used for
systems with several simultaneously operating devices that are sensitive to flux changes.

4.3.5 Deducing the tunnel coupling from SQUID IVCs

In this section the results of the two previous section are summarized and compared
to a simulation using independently determined values for EJ0 and Ec. In Fig 4.10 the
tunnel couplings obtained from tuning via the solenoid as well as from tuning via the
α-line are shown (black & blue points in Fig. 4.10). This plot can be taken as a further
approval of the parameters EJ0 and Ec found in the previous sections since there is an
overall good agreement between data and simulation. This agreement can however only
be qualitatively evaluated since the simulation routine does not allow to fit the simulated
transition frequencies. In table 4.1 the central result of this thesis is summarized providing
an overview of the important parameters EJ0 and Ec as well as their ratio EJ0/Ec.
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Figure 4.10 – Minimal transition frequency of all qubits that have been measured in this thesis
together with qubits from Ref. [169] as a function of α after a transformation of ∆ performed with
(4.3.11). In this graph the tunable qubit is chosen as reference value for the data points as well as for
the simulation (orange curve).
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Table 4.1 – Characteristic energies EJ0 and Ec as well as their ratio EJ0/Ec determined by three
different methods, which are in good agreement. The techniques using a solenoid are described in detail
in Sec. 4.3.3 & Sec. 4.3.4, respectively. The values of EJ0 and Ec used for the simulation are determined
as described in Sec. 4.1. In this case it is hard to evaluate an error, which is mostly determined as a
systematical error. This table represents the central result of this thesis.

method EJ0/h Ec/h EJ0/Ec

solenoid (383± 480)GHz (3.1± 3.4)GHz ∼ 125
alpha-line (436± 218)GHz (3.5± 1.2)GHz ∼ 120
simulation 365 2.9 ∼ 126

The tunnel coupling of qubits fabricated on different wafers cannot be compared directly
with each other since there is always some spread in fabrication resulting in different
characteristic energies EJ0 and Ec. However, the tunnel coupling ∆ will be a directly
comparable value, if a normalization is applied to obtain a normalized ∆n, which can for
example be done multiplication with a factor inverse proportional to (4.3.6) to calculate

N∆ =
√

1
EJ0Ec

exp
(√

EJ0
Ec

)
︸ ︷︷ ︸

∝(4.3.6)−1

, (4.3.11)

which is then independent of EJ0 and Ec. Such a normalization can be used to scale the
normalized value ∆n of a first qubit with the characteristic energies ẼJ0 and Ẽc of a second
qubit, yielding

∆̃ = ∆N∆

√
ẼJ0Ẽc exp

−
√
ẼJ0

Ẽc

 . (4.3.12)

These rescaled values ∆̃ of the first qubit are then following the same curve ∆(α) as the
values ∆ of the second qubit, which allows direct comparison.
For a comparison between tunnel couplings of all kind of qubits fabricated in this thesis and
qubits characterized previously at the WMI2 [169], the values of ∆ have been normalized
with (4.3.11) and then rescaled with ẼJ0 and Ẽc of the tunable qubit. The result is shown
in Fig. 4.11b together with a simulation of the minimal transition frequency (orange line)
using ẼJ0 and Ẽc of the tunable qubit. Considering the fact that ∆ itself is only a fit
parameter and the assumption (4.3.11), there is a remarkable agreement between data
and simulation. Generally, the plot in Fig. 4.10 shows that the qubit fabrication routine
at the WMI has come to a point where it can be thought of designing a certain tunnel
coupling desired for a special application. This fact, together with the obtained ability to
tune the tunnel coupling of a single qubit, is a big step towards the controlled engineering
of circuit-QED architectures.
2 These qubits are standard three Josephson junction flux qubits fabricated and characterized at the

the WMI. A detailed description of these qubits can be found in Ref. [150] & [163].
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4.3 Tuning the tunnel coupling of a gradiometric flux qubit

4.3.6 The magnetic energy ε and the inductance ratio β
To obtain a complete quantitative description of the tunable qubit, the magnetic energy
ε as well as the inductance ratio β are determined in this section.

The magnetic energy ε

The magnetic energy ε is obtained via a scaling factor x, which is introduced in Sec. 4.2.
This factor allows to make the transition from η to ε, i.e. from ε-current as reference value
to δfq as reference value. In contrast to the non-tunable gradiometric qubit, where the
value of x has to be determined for each qubit and thus for each qubit hyperbola, the
scaling factor is constant for the different hyperbolas recorded with the tunable qubit.
This allows to use the tunable qubit for a consistent probe of the parameters EJ0 and Ec
used for simulations.
Because EJ0 and Ec are fixed by fabrication but α can change, it is necessary to find
suitable values for EJ0 and Ec being used as simulation parameters, which reproduce each
measured qubit hyperbola. In the following it will be shown that the procedure described
in Sec. 4.1 is well suited to find appropriate values for EJ0 and Ec, which can be used in
simulations to describe the measured hyperbolas with high accuracy.
As described in Sec. 4.1, the charging energy Ec is calculated using the specific capacitance
c̃ as well as the junction area AJ. The Josephson coupling energy EJ0 is obtained using the
value IAB

c of the corresponding readout-SQUID. However, for the tunable qubit the value
α can obviously not be determined from SEM images so that the calibration described in
Sec. 4.3.2 is used to obtain α.
As all simulations performed in Sec. 4.1 & Sec. 4.2 have very precisely reproduced the
measured qubit behavior, a first try to simulate the transition frequencies has been made
for the case α = 0.6, using the values EJ0/h = 365GHz and Ec/h = 2.9GHz extracted
from the SQUID IVC. The relatively small α-value was chosen because it corresponds
to the highest measured ∆ and therefore yields a high comparability between data and
simulation. It should be noted that it was purposeful not to use the values of EJ0 and Ec
extracted in the sections above, since the goal was to probe whether suitable simulation
parameters can be found before characterizing the qubit. Therefore it is required to assume
values for EJ0 and Ec, which can for example be obtained from a SQUID characterization
at 500mK.
The result is plotted as a red curve in Fig. 4.11a together with measured data, proving a
formidable agreement after the Iε-axis has been scaled with x = 5 · 10−4.
As this could be reproduced for all other qubit hyperbolas recorded with the tunable qubit
(two are examplarily shown as blue curves in Fig. 4.11a), it can be assumed that the chosen
parameters EJ0 and Ec are close to the actual parameters of this qubit. Thus, a further
validation of the parameters for EJ0 and Ec evaluated in the previous sections is provided.
This result implies that the specific capacitance c̃ determined in Sec. 3.1 as well as the
critical current IABc extracted from the SQUID IVC at T = 500mK are suitable values to
simulate the transition frequencies of future fabricated qubits.
To show the impressive agreement between simulation and data/fit, the simulations in
Fig. 4.11a correspond to the same data selected for the fitted curves shown in Fig. 4.11b.
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a) b)

fitsimulation

Figure 4.11 – a) Red curve: Simulated transition frequency together with measured data using si-
mulation parameters EJ0, Ec and α, which were extracted from the SQUID IVC. The blue curves
are simulated with equal values of EJ0 and Ec but different α-value, which is equal to the α-value
of the measured data. There is remarkable agreement between data and simulation for all values of
α for which qubit hyperbolas have been recorded; b) Graph taken from Fig. 4.8a, showing measured
data together with the two-parameter fits, which can be taken as a guide to the eye to recognize the
formidable agreement between simulation in (a) and fit in (b).

From the bare eye it is hard to detect any difference between the two graphs.
A consistency check of x can be made by comparing the fit parameter ηc in (4.3.4) to the
pre-factor 2Φ0Ic in (4.3.2),

x · ηc = 2Φ0Ic, (4.3.13)

to calculate the critical current of the qubit junctions. Performing this calculation yields
Ic = 715 nA, which agrees very well to IAB

c = 728 nA extracted from the SQUID’s IVC.
Thus, a reliable technique to determine ε = x · η is obtained, which results in values
ε ≈ 3.8/hGHz/mΦ0 for α ≈ 1 and ε ≈ 2.4/hGHz/mΦ0 for α ≈ 0.6.

The inductance ratio β

For further developments of the qubit design presented in this section it is essential to
know the value of the ratio between geometric and kinetic inductance of the given trap-
loop geometry: β = Lg,tr/Lk,tr (cf. Sec. 3.3.2). Descriptively, β defines the oscillation
period of η(Icoil) in (4.3.4), i.e. the difference in Icoil that changes the frustration of the
α-loop by δfα,act = ±1, which can be evaluated as

δIαcoil = |Icoil(fα,act = N)− Icoil(fα,act = N ± 1)|. (4.3.14)
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4.3 Tuning the tunnel coupling of a gradiometric flux qubit

This can for example be the difference between two adjacent Icoil-values where α becomes
zero (red in Fig. 4.7). With the knowledge of β, future gradiometric qubits can be designed
in a way that the physically interesting regimes, where ∆� 0, belong to SQUID working
points with sufficient readout quality.
To calculate β, also the difference δISQ

coil has to be determined, which is in analogy to
(4.3.14) the difference in coil-current that changes the SQUID frustration exactly by one
flux quantum (cf. Fig. 4.7). With δISQ

coil the difference in coil-current necessary to change
the frustration of an area equally sized as the trap-loop by one flux quantum can be
calculated as

δItr
coil = (1 + δν)ASQ

Atr
δISQ

coil. (4.3.15)

Here the factor (1 + δν) is the correction factor, that has to be taken into account due to
the induced field in the readout-SQUID generated by the circulating current of the trap-
loop. This factor (1 + δν) can be determined as described in detail in Sec. 3.5. Assuming
that the solenoid generates a homogeneous magnetic field, one can equate the ratios

δIαcoil
δItr

coil

!= ftr
fα
. (4.3.16)

With the assumption (4.3.16) and the use of (3.3.7), where the factor nβ/(1 + β) can be
neglected since n does not change during the experiment, β can be determined by

β = Aα
Atr

ftr
fα
− 1

= 1
1 + δν

Aα
ASQ

δIαcoil
δISQ

coil
− 1, (4.3.17)

which is β = 0.79 for the actual trap-loop geometry. This is in very good agreement with
β = 0.81 obtained from Sec. 3.4 and shows that the technique to determine β described in
that section is reliable.
Knowing β, all possible values of n resulting in α larger than 0.5 for Icoil = 0, where
and so qubit steps are expected to be observable, can be calculated. Unfortunately, it
was not possible to detect a qubit step for values different than n = 1 even though the
system is expected to work for the neighboured values n = −1, and n = ±3, too (α = 0.97
and α = 0.73, respectively). Even after careful examination to detect qubit steps for
these values of n, there was no reproducible measurement that affirmed a possible step.
At this point it is hard to say, why no qubit steps were detected for additional values
of n, which was has been demonstrated for the non-tunable gradiometric qubit. One
possible explanation could be the fact that the actual frustration of the α-SQUID may
have changed in an uncontrolled way with n, which could be due to a small quality factor
Qgrad(n). However, it is not possible to determine Qgrad(n) for the tunable qubit since at
least two n are required for that.
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4.3.7 Optimizing the tunable qubit
Since the tunable qubit presented in this section is the first successful realization of such
a system at the WMI, there is much space for further improvements and developments.
However, the actual size and shape of the trap-loop should not be changed too much, to
not render all characterization performed in this work useless.
One important first step is to increase the readout quality since measurements were mainly
obstructed because of too small qubit signals. To achieve this, the readout-SQUID can be
coupled galvanically to the trap-loop to increase the mutual inductance between SQUID
and qubit, which also increases the signal strength. As the actual readout-SQUID was
not shunted by an additional capacitance, this can be changed in future designs to be less
sensitive to rf-noise and to increase qubit coherence times [132, 150, 163, 170]. Furthermore,
the area of the readout-SQUID junctions can be increased to be more sensitive to flux
changes. In this point one is however limited by the screening factor βL given in (2.3.2),
which should not exceed βL = 1. The screening parameter of a typical readout-SQUID
fabricated in this work is approximately 2 · 10−3, so that the junction area could be
increased to cover the whole width of the aluminum layers (w = 506 nm) without running
into problems concerning βL.
One main goal must be to control the qubit potential only by the α-flux line, which is
important for systems that contain several qubits. In such a system single qubits must be
selectively controlled while other qubits placed on the same sample stay unaffected. Since
the maximal current through the α-line is limited, the qubit must be designed such that

H∆α =
∣∣∣∣∂∆
∂α

∣∣∣∣
αb≈ 2

3

=
∣∣∣∣∣ ∂∆
∂ [α0| cos(πfα,act)|]

∣∣∣∣∣
fα,act≈arccos

(
2

3α0

) != max, (4.3.18)

where αb ≈ 2
3 is the working point at which the qubit is biased to have a tunnel coupling

in the GHz regime. Equation (4.3.18) implies on the one hand that parameters for EJ0
and Ec have been selected, which result in a large slope of (4.3.6) at a certain point αb.
On the other hand significant changes of fα,act must be possible using only the on-chip
line.
One idea to be more sensitive to external flux induced by the on-chip line is to decrease
the ratio β = Lg,tr/Lk,tr of the trap-loop. Since Lg,tr can only be changed by varying the
trap-loop size, an advisable solution can be to decrease the cross-section of the aluminum
layers to increase Lk,tr, cf. (2.1.6). During the fabrication process the layer thickness is
more ore less fixed so that the layer width w has to be decreased in order to increase Lk,tr.
The layer width can be decreased to a value limited by the SEM writing accuracy3, which
is around 50 nm. This means that β can be decreased by a factor 50/506 ≈ 0.1 resulting
in β ≈ 0.08 compared to β ≈ 0.8 in the actual layout.
However, for possible applications where the gradiometric qubit is coupled galvanically
to a transmission line resonator it is advantageous to design the α-SQUID in a way that

3 It should be noted that at the points where the Josephson junctions are located the layer width must
be adjusted to the width of the Josephson junctions, which is approximately wJ = 200 nm for typical
junctions in this work.
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4.3 Tuning the tunnel coupling of a gradiometric flux qubit

it shares one of its edges with the trap-loop. In such a design the value α is mainly
determined by the kinetic phase difference across this edge (cf. Ref. [18]). In this case
individual parameters for the layer width have to be determined, which can be chosen as
in this thesis to keep the kinetic inductance small, which is a precondition in the deviation
of the qubit potential given by (2.4.2).
Another way to increase the sensitivity H∆α is to increase α0, i.e. increase the junction
area of the α-SQUID junctions, cf. inset of Fig. 4.12b. Larger α-SQUID junctions result
in a larger sensitivity of fα,act to external flux, which is given as

Hαf (fα,act) = ∂ [α0| cos(πfα,act)|]
∂fα,act

= −α0
2

sin(2πfα,act)√
cos2(πfα,act)

, (4.3.19)

and plotted for clarity in Fig. 4.12a. To evaluate the sensitivity of α with respect to the
junction area of the α-SQUID it has to be taken into account that the α-SQUID frustration
resulting in α = αb = 2/3 is further depending on α0. Therefore (4.3.19) can be rewritten
for α0, αb > 0 to

Hαf (α0, αb) = −α0π

2 sin
(

1− 2 arccos
(
−αb
α0

)
π−1

)
sec

(
1− arccos

(
−αb
α0

)
π−1

)
αb= 2

3= −α0π sin
(

1− arccos
(
− 2

3α0

)
π−1

)
, (4.3.20)

where the case for αb = 2/3 is plotted in Fig. 4.12b. Equation (4.3.20) implies that in the
limiting case α0 = αb the α-SQUID frustration must not be changed at all, i.e. fα,act = 0,
to result in α = αb (gray line in Fig. 4.12b). For increasing α0 the sensitivity increases, so
that large α-SQUID junctions can be used for a higher sensitivity and thus for fast changes
of ∆. However, increasing the area of the α-SQUID junctions decreases the charging energy
of these junctions significantly while the charging energy of the other qubit junctions is
unaffected. This modifies the qubit potential in an undetermined way, which could be
obstructing the double well potential. However, values for α0 > 1 could also be used to
study the crossover from inter-cellular tunneling to intra-cellular tunneling.
To maximize (4.3.18) one has the freedom to set up the characteristic energies EJ0 and Ec
during fabrication with the constraint that the ratio EJ0/Ec stays of the order of 20 to 100.
For all qubits characterized in this thesis this ratio was approximately 130, i.e. relatively
high, so that for example ∆/h could not be tuned higher than 5GHz with the tunable
qubit. In future applications higher values for ∆/h can be required so that the ratio
EJ0/Ec must be decreased. To decrease this ratio either EJ0 can be decreased, which can
be achieved by longer oxidation times, or Ec can be increased, which can be achieved by
smaller areas of the qubit junctions. Unfortunately, current densities are hard to control
during the oxidation process, which can be seen by the fact that during this thesis the
oxidation time had to be increased from 21 to almost 26 minutes to sustain equal current
densities. This fact shows that current densities are hard to predict and implies that is
probably the more sophisticated solution to decrease the junction area than to decrease
the current densities. It should also be noted that smaller junction areas AJ unavoidably
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result in smaller values of EJ0, which therefore further decreases the ratio EJ0/Ec.
In Fig. 4.12c the minimal transition frequency is plotted as a function of EJ0/Ec for either
constant EJ0 or constant Ec. The point at which both curves intersect belongs to EJ0/Ec ≈
135, which is roughly the value of qubits fabricated in this thesis. For the black curve the
Josephson energy was swept and the charging energy was kept constant at Ec/h = 3GHz,
which is a typical value for qubits in this thesis. This results in a relative small increase of
∆/h for decreasing EJ0/Ec. For the red curve the Josephson energy was kept constant at
EJ0/h = 400GHz and Ec was swept, which results in a strong increase of ∆ for decreasing
EJ0/Ec. Unfortunately the simulation program is not able to take account of the effect
that smaller values for Ec, i.e. smaller junction areas, simultaneously effect EJ0. However,
it can be seen from these simulations that changing Ec has a much stronger effect on ∆
than changing EJ0, which emphasizes the increase of Ec for future qubits to reach higher
tunnel couplings.
Finally, the slope of (4.3.18) can be increased by adjusting α, EJ0 and Ec, respectively
AJ. In Fig. 4.12d the minimal transition frequency ∆/h is plotted as a function of α for
various areas A of the two larger qubit junctions. The case A/AJ = 1 represents the
case of a typical qubit with parameters EJ0 and Ec found during this thesis. For the
other curves it was assumed that EJ0 ∝ A and Ec ∝ 1/A, so that the values of EJ0 and
Ec were adjusted in this way for the simulations. Unfortunately, the slope at a typical
working point ∆/h = 6GHz is decreased for smaller junction areas, i.e. smaller EJ0/Ec
(cf. dashed lines in Fig. 4.12d), which is counterproductive if EJ0/Ec is decreased to reach
higher tunnel couplings. Therefore a trade-off between a large tunnel coupling and a high
sensitivity ∂∆/∂α has to be found, which is around A/AJ ≈ 0.7.
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a) b)

c) d)
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Figure 4.12 – a) Normalized sensitivity Hαf (fα,act) as a function of external frustration. The qubit
measurements presented in this chapter have been performed in the range between the blue lines; b)
Sensitivity to external frustration Hαf as a function of α0, which is given as twice the ratio of the
junction area AJ,s of a SQUID junction to the area AJ,q of one of the larger qubit junctions, cf. SEM
images of the qubit junctions in the insets. The value for the qubit characterized in this section is shown
as an orange line. The gray line represents the minimal value α0 = αb; c) Simulated minimal transition
frequency ∆/h as a function of the ratio EJ0/Ec for α = 0.65. For the black curve EJ0/h = 400GHz
is kept constant and for the red curve Ec/h = 3GHz is kept constant. The point where both curves
intersect belongs to EJ0/Ec ≈ 135, which is roughly the value of qubits fabricated in this thesis. To
reach higher tunnel couplings it is meaningful to rather increase Ec than to decrease EJ0; d) Simulated
minimal transition frequency ∆/h as a function of α for qubits with different junction areas A. In
these simulations it has been taken into account that a change of A effects both, the charging and
the coupling energy. Smaller junction areas result in higher values for ∆ but the derivative ∂∆/∂α is
decreased for a given working point (dashed lines).
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Summary and outlook

Superconducting qubits and artificial atoms are essential elements in circuit-QED ar-
chitectures, which are very attractive to perform quantum computations as well as

various experiments comparable to optical systems leading even beyond the well known
physics in quantum optics [4, 24, 25, 57, 58, 63, 64, 67].
Most circuit-QED experiments are based on the interaction between the quantized modes
of a superconducting resonator and an artificial atom. Therefore it is necessary to analyze
the physics of artificial atoms in detail and to obtain the ability to control certain pro-
perties as for example the tunnel coupling. The commonly used qubit at the WMI is the
flux qubit, which has the disadvantage compared to other superconducting qubit types [75,
153] that its minimal transition frequency is fixed during fabrication. To overcome this
issue, this thesis focuses on the implementation of a qubit with tunable tunnel coupling.

Two major prerequisites are required in order to realize a gradiometric flux qubit with
tunable tunnel coupling, which are operative qubits with finite tunnel coupling in addi-
tion to a reliable technique of phase-biasing. Flux qubits are based on superconducting
loops intersected by submicron Josephson junctions, which require high current densities
and are therefore very demanding to fabricate. At the WMI superconducting systems
made of aluminum thin films are used in an well established fabrication process for flux
qubits [92, 150]. In the beginnig of this thesis it was important to fabricate and characterize
regular flux qubits with suitable tunnel coupling before focusing on tuning this coupling.
For the integration of a flux qubit into a gradiometer, several phase-biased SQUIDs have
been investigated, which gives the basis of the gradiometric layout used in this thesis. Fur-
thermore it was important to prevent on-chip heating, which is highly obstructive when
performing measurements at milli-Kelvin temperatures. Along the way to a gap-tunable
gradiometric qubit it was a large breakthrough to succesfully fabricate and characterize
two gradiometric qubits, even though they were not designed to be tunable. The measure-
ments performed on these qubits were also used to establish a simulation routine which is
necessary to extract crucial values as the magnetic energy of a qubit, as well as to simulate
the behavior of future fabricated qubits.
As a central result, it was achieved to fabricate and characterize a gradiometric flux qu-
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bit with tunable tunnel coupling, which is analyzed in detail concerning tunability. The
tunnel coupling of this qubit could be tuned in the range of several GHz using either an
external solenoid or an on-chip flux line. Crucial qubit parameters are determined using
independent techniques yielding plausible and most notably consistent results. It is de-
monstrated that the production process at the WMI has reached a reasonable degree of
reproducibility.

For future applications of the gradiometric and tunable qubit design it is important to
perform time domain measurements and determine the qubit coherence times. Using the
readout scheme presented in this thesis, this can be achieved by a detailed analysis of
the characteristic peak and dip structures [165] induced by irradiation in the GHz regime.
Further, the gradiometric qubit can be coupled to a lumped element resonator and use
a pulsed readout technique [11, 162] to observe Rabi oscillations in the time domain [86,
144, 171–173], which can be used to study the qubit coherence properties. The tunable
qubit design can be used to increase the coupling strength between qubit and an oscillator
to observe exciting phenomena such as vacuum Rabi splitting [20, 22] or Bloch-Siegert
shifts [58].
In contrast to SQUID readout techniques, the qubit can also be coupled galvanically
to a transmission line resonator in order to perform quantum non demolition measure-
ments [174, 175]. This circuit-QED architecture enables strong coupling between qubit
and resonator resulting in phenomena as Rabi oscillations or the ac-Stark shift [70, 78].
Recently the ultrastrong coupling regime, where the Jaynes-Cummings model collapses,
has been reached by coupling a flux qubit galvanically via a large area Josephson junction
to the transmission line resonator [57]. The tunable qubit can also be used to optimize the
coupling strength between qubit and resonator by tuning the qubit in resonance with the
tranmission line resonator, which enables tunable ultrastrong coupling.
For flux qubits it is common to be coupled via magnetic energy, i.e. via σz rotations in
the Bloch-sphere to other systems, which means that qubit-qubit coupling is performed
as σzσz coupling [76, 77, 80–84]. This coupling scheme in combination with the gradiome-
tric qubit design is a promising candidate for quantum computation as it can be used to
perform controlled-NOT quantum gates [91]. The tunable design presented in this thesis
allows not only the coupling via σz but also a coupling via the energy splitting ∆ [84, 86],
which allows to demonstrate squeezed cooling [87] as well as simulation of Dirac equations
as in trapped ions [88].
As pointed out in the motivation of this thesis, superconducting flux quantum systems can
be used in combination with other quantum mechanical ensembles, e.g. optical or semi-
conductor systems to exploit the advantageous of each system [62, 63]. Recently a tunable
flux qubit has been used together with an ensemble of identical, highly ’coherent’ quantum
spins [25, 64], which is a big step towards systems where superconducting qubits process
quantum information and systems with longer coherence times are used to preserve or
transfer the information. In this architecture the superconducting qubit is therefore used
as the quantum processor whereas the spin ensemble has the role of the quantum memory.
This solution is already close to the concept of a classical computer, which clarifies the
enormous progress in the prospering field of circuit-QED.
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A Sample design and fabrication technology
Fabricating and characterizing superconducting flux quantum systems requires a lot of
sophisticated technique and much experience to find parameters that result in working
systems [92]. Many years of effort have been put into this business in the past at the WMI.

Figure A.1 – 1“ silicon
wafer with 36 equal gold
structures used as contact
pads and feed lines for qu-
bit and readout-SQUID1.

Over the years a well established infrastructure of fabrication
techniques such as electron beam lithography (EBL) or aluminum
evaporation and measurement skills such as microwave technology
or SQUID readout systems have been built up.
All qubits characterized in this work were fabricated with the
commonly used production techniques at the WMI, which are
described in detail in Ref’s. [135, 150, 163, 168, 170, 176]. This
section gives a short overview of the fabrication steps and the
used fabrication parameters.
All qubits presented in this thesis are fabricated using an
EBL process to define the submicron structures, e.g. Josephson-
junctions, and aluminum evaporation to place these structures as
aluminum thin films on a silicon wafer. This one inch thermally
oxidized silicon wafer with an oxide thickness of 50 nm is a com-
monly used substrate material for qubit-SQUID systems. Each
wafer holds place for 36 qubit-SQUID systems, which are integrated into bias lines and
contact pads necessary for a four-point readout of the dc-SQUID (cf. Fig. A.1). These
structures are fabricated in a process using optical lithography and sputter deposition of
gold. For the wafers in this thesis 5 nm chromium is used as an adhesive layer prior to the
deposition of 20 nm gold. The design of contact pads and feed lines is a derivative of the
design presented in Ref. [150] & Ref. [163], which can be used in combination with a shunt
capacitance of the SQUID as effective RC low-pass filter.
In the scope of finding a solution to the heating issue presented in Sec. 3.6, the contact
pads used for ε-line and α-line are covered with aluminum (cf. Fig. A.2c). This is achieved
in one fabrication step together with the Josephson-junction devices so that the aluminum
cover has a thickness of 90 nm.

1 This photograph was gratefully taken from Ref. [150]
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The qubit design

A first step before fabricating a qubit is to design qubit, readout-SQUID and flux-lines,
which can be done with a CAD software2. This software can be used to define structures,
which are in the end realized as aluminum layers integrated into the feed-line structures
fabricated of sputtered gold using optical lithography.
Designing flux qubits, especially gradiometric qubits with tunable tunnel gap allows a lot
of engineering freedom. The gradiometric qubits characterized in this work belong to the
first qubits of this kind built at the WMI. Therefore one had the freedom of choice how
to design qubit, SQUID and flux lines. The qubit layout is inspired by a design used
in Ref. [18], whereas the α-SQUID used in this thesis shares no part of its loop with the
trap-loop.
The trap-loop area of the design used in this thesis was chosen such that each half has
roughly the same area as qubits which are succesfully characterized in Ref. [163]. Flux lines
and readout-SQUID are inductively coupled to the qubit and therefore placed as close to
the trap-loop as the EBL writing-accuracy allows (cf. Fig. A.2d). Therefore a sufficient
mutual inductance between trap-loop on the one hand and flux-lines and SQUID on the
other hand is obtained. The inductive coupling is mainly determined by the length of the
close-by segment of trap-loop and SQUID/flux-line. As a consequence, it is on the one
hand required to increase this length in order to increase the mutual inductance, but on
the other hand an increase of this length also enlarges the sensitivity to flux noise. This
is due to the fact that increasing the length of close-by segments results in larger areas
of SQUID and trap-loop, i.e. in larger sensitivity to flux noise. Another reason to keep
the SQUID-are small is to obtain smaller screening factors βL, which is βL = 2 · 10−3 for
SQUIDs used in this thesis.
For dimensioning α-line and ε-line one has to trade off desirable high couplings against
the undesired increase of cross correlations. This is why the ε-line in the design of the
tunable qubit is not placed symmetrically beneath the trap-loop but relocated away from
the α-loop. Actual areas of trap-loop, SQUID, qubit and α-loop are presented in table
A.1.
A further important degree of freedom is the nominal α-value α0, which is discussed in
detail in Sec. 4.3.7. Furthermore, one has the choice to design width and thickness of
the aluminum layers which mainly define the kinetic inductance of the loop, cf. (2.1.6),
and thus the factor β. The cross-sectional area of the aluminum layers was adapted from
the commonly used values at the WMI which are a width of 506 nm and a thickness of
(40+50) nm3. However, as discussed in Sec. 4.3.7, it can be useful to change these values
in order to increase the kinetic inductance of the aluminum layers.

2 In this thesis the built-in editor of the EBL software is used, which is capable of writing GDS or
GDSII files used by the EBL software

3 Since the aluminum is evaporated in two steps in order to fabricate Josephson-junctions, the total
thickness is composed of a 40 nm thick lower layer and a 50 nm thick upper layer.
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Figure A.2 – a) Layout of one sample created with a CAD software, consisting of contact pads,
feed lines, readout-SQUID and gradiometric qubit, which is designed to have a tunable tunnel coupling.
Additionally, there are structures containing Josephson-junctions for room temperature characterization.
Each wafer holds place for 36 of these samples; b) Enlarged view of the section in (a) containing qubit,
readout-SQUID and flux lines; c) Microscope image of a fabricated sample containing contact pads
(gold & aluminum), feed- and flux lines as well as readout SQUID and qubit realized as thin aluminum
layers on a silicon wafer. The contact pads for α- and ε-line are additionally covered with aluminum to
avoid heating effects due to currents in the mA-regime; d) Zoom into the aluminum structures of (c).
The qubit in the middle is read out inductively by a dc-SQUID which can be contacted for four-point
measurements. The flux lines are connected to a dc-current source.
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Fabrication steps

All samples used in this thesis have been fabricated in the nano-technology and clean-
room facilities of the WMI. Sample fabrication is divided into several steps, which are
particularized in Ref. [150]. Each sample presented in this thesis was fabricated with the
commonly used techniques at the WMI, which have not been changed with respect to the
detailed guidance in Ref. [150]. In the following a short overview of these techniques as
well as crucial parameters used for fabrication are given.
With a scanning electron microscope4 (SEM) patterns of nanometer size can be writ-
ten in electron beam (EBEAM) resist because of the electrons small de-Broglie wave-
length [177]. Two layers of EBEAM resist5 are deposited on a silicon wafer using a wafer
coater, depicted as red and orange structures in Fig.A.4a. The chemical structure of
the top layer can be broken by high energy electrons of approximately 30 keV whereas
the lower layer is also sensitive to scattered electrons. This allows to write a predeter-
mined pattern very precisely into the top layer whereas the bottom layer is activated in
a wide region underneath (cf. Fig. A.4a). In a next step the resist is developed6, which
removes the chemically broken structures while the resist that was not activated by the
EBEAM stays on the chip. In this way a free area is caved under a well defined structure.

100 nm

Figure A.3 – Typical
Josephson-junction reali-
zed in this work.

Having fabricated an on-chip mask of the design created by the
CAD software, Josephson-junctions are realized by two steps
of aluminum evaporation and an oxidation process in between,
cf. Fig. A.4c,d. Under UHV conditions7 aluminum is evaporated
at a certain angle θ through the mask onto the silicon wafer as
shown in Fig.A.4b. This procedure maps the designed structure
as a thin film of aluminum on the wafer, which is for samples
in this thesis 40 nm thick. After this process step, the surface of
the aluminum film is oxidized with pure oxygen at a pressure of
approximately 2 · 10−4 mbar for about 25 minutes, yielding an L-
product of approximately 0.3 (cf. A.1 for details). Oxidation is a
crucial part of qubit fabrication since the junction’s current den-

sity depends exponentially on the oxide thickness, which cannot be changed afterwards.
It takes extensive preliminary investigations to find suitable oxidation parameters8. After
oxidation is finished, the second aluminum layer is evaporated at an angle −θ on top of
the first oxidized aluminum layer as shown in Fig.A.4c. In this way a well defined overlap
of both aluminum layers is accomplished and a Josephson-junctions is realized as shown

4 At the WMI a XL30-SFEG Scanning Electron Microscope from FEI that is equipped with a Raith
laser-stage and a Raith Elphy Plus pattern generator for lithography applications is used.

5 The bottom layer consists of a 680 nm thick PMMA/MA 33% copolymer layer and the top layer of
an only 70 nm thin PMMA/950k layer.

6 An AllResist AR-P 600-56 developer was used in this thesis.
7 The used aluminum evaporation apparatus is self-made and described in detail in Ref. [168].
8 Unfortunately, leaving oxidation parameters constant for different fabricated wafers produced junc-

tions with strongly different current densities. It turned out that due to an unknown reason the
oxidation time had to be increased from 21 minutes in the beginning of this thesis to almost 26
minutes in the end to provide equal current densities
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a) b) c)
30keV

substrate aluminum Al-oxide

(1)

(2) aluminum evaporation

θ -θ

Figure A.4 – Three important steps during sample fabrication: a) On top of the silicon substrate
(green) a double layer of EBEAM resist is placed (orange & red). The chemical structure of the top
layer (1) can be broken by high energy electrons (30 keV), whereas the chemical structure of the lower
layer (2) is broken by backscattered electrons, too. Thus, a prior defined structure (blue) can be written
in the top layer while there is an undercut in the bottom layer leaving space for the aluminum thin films;
b) The prior defined structure is mapped in an angle θ onto the wafer as a 40 nm thin film using an
aluminum evaporation technique; c) After the surface of the first aluminum layer is oxidized, a second
layer is evaporated at an angle −θ. Thus, a well defined overlap of both layers can be realized building
a Josephson-junction.

in Fig.A.3.
Finally, a lift-off process using acetone at 70 °C is performed to clear away the redun-
dant aluminum. A complete structure of qubit, readout-SQUID and feed-lines is shown
in Fig.A.2c, and an enlarged view of qubit, readout-SQUID and flux-lines is shown in
Fig.A.2d.
After the fabrication process is finished, all 36 samples are still on one single wafer, which
has to be divided up since there is space for only three to four samples in the cryostat.
Therefore the chip is broken into 36 pieces of approximately 2.5mm x 2.5mm using a wafer
cutter9 to predetermine a breaking point. After a careful optical examination whether the
samples are suitable for qubit measurements, promising speciman can be glued to a sample
holder. Afterwards SQUID and flux-lines can be contacted using thin aluminum wires10,
cf. Fig. A.5c. At this point samples are fully prepared to be used in experiments, which
were either performed in a 3He evaporation cryostat or in a 3He/4He dilution refrigerator.

9 At the WMI a UNTEMP, Model: RV-129 wafer cutter is used.
10 At the WMI a manual thin-wire wedge bonder (F & K Delvotec) is used.
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Table A.1 – Fabrication parameters as well as sample geometries and qubit properties of the different
samples characterized in this thesis.
qubit type regular qu-

bit
regular qu-
bit

gradiometric
qubit

gradiometric
qubit

tunable qu-
bit

label JG06B32 JG08B09 JG08B20 JGB09B16 JG09B30
specification α = 0.75 α = 0.60 α = 0.77 α = 0.65
area Jos.-
jun

[
µm2] 0.031

0.023(α)
0.020
0.012(α)

0.026
0.020(α)

0.027
0.018(α)

0.028
0.014(α)

width
Al-layer
[nm]

506 506 506 506 506

thickness
Al-layer
[nm]

(40+50) (40+50) (40+50) (40+50) (40+50)

trap-loop
area

[
µm2] - - 20 x 15 20 x 15 20 x 15

qubit size[
µm2] 9.5 x 8.5 9.5 x 8.5 20 x 7.5 20 x 7.5 20 x 7.5

SQUID size[
µm2] 12 x 11.8 12 x 11.8 20 x 5 20 x 5 20 x 5

α-SQUID
size

[
µm2] - - - - 4.5 x 12

L-product[
105Pa · s

] 0.300 0.305 0.305 0.305 0.305

ox. time
[min]

25:45 25:00 25:00 25:40 25:40

jc[
kA/cm2] 2.73 3.46 3.91 2.91 2.60

Rn [Ω] 175 207 141 183 197
IAB

c [µA] 0.82 0.69 1.01 0.78 0.73
Ej/h [GHz] 407 344 505 389 362
Ec/h [GHz] 2.70 2.60 3.00 2.92 2.89
∆/h [GHz] 0 - 1.39 10.76 0 - 0.37 5.1 -
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0.5mm

a)

c)

b)

single bonds

Figure A.5 – 3He/4He-fridge and sample mounting11: a) Image of the 3He/4He dilution unit used
for qubit microwave spectroscopy. Important components of the setup are indicated. A more detailed
description of the cryogenic hardware is found in Ref. [151]; b) Mounted sample holder. The dismantled
end of the superconducting coaxial cable roughly 2mm above the samples serves as microwave antenna;
c) Three samples prepared for characterization at 35mK. The samples are bonded by thin aluminum
wires and the contact pads are further covered with silver glue for mechanical stability and higher
electrical conductivity. Some bronze pins are contacted via a single bond to investigate heating issues
described in Sec. 3.6.

B Flux trapping technique
As mentioned before, qubit measurements must be performed at sufficiently low tempera-
tures, i.e. in the milli-Kelvin regime, which is achieved by using a 3He/4He dilution refri-
gerator. This fridge as well as the 3He evaporation cryostat used for pre-characterization
is described in detail in Ref. [150] & Ref. [151] and a general description of cryo-techniques
is given in Ref. [178].
In this section a description of the flux trapping technique in the 3He evaporation cryostat,
which was used for the phase-biased SQUID measurements at 500mK, as well as in the
3He/4He dilution refrigerator used for each characterization of the gradiometric qubits is
given. To trap an amount of n flux quanta, the aluminum loop has to be heated above

11 The photographs in Fig.A.5(a) and (b) were gratefully taken from Ref. [150]
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its critical temperature Tc ≈ 1.2K while it is frustrated by n flux quanta. The magnetic
field is in both cryostat induced by the superconducting solenoid that is used to frustrate
SQUIDs and qubit during the measurements. The trap-loop frustration is estimated using
the frustration of the readout SQUID and the ratio between areas of trap-loop and SQUID.

Flux trapping in the 3He/4He dilution refrigerator

In the dilution refrigerator heating of a sample is achieved by applying a dc-current to the
SQUID of a second sample located nearby on the same metallic sample holder, cf. Fig. A.5c.
This leaves the SQUID next to the actual trap-loop usable as an indicator whether the
aluminum is still superconducting or not. Due to the low thermal conductivity between
sample stage and surroundings, this heats up the sample stage stronger than the mixing
chamber so that temperatures on the sample stage higher than 1K can be realized while
the mixing chamber is nearly unaffected.
Usually a heating current of about hundred times the SQUIDs critical current is sufficient
to reach the normal conducting regime within a few seconds. After switching the heating
current off, the temperature will decrease below Tc within seconds and will be back to
35mK within approx 5-10 minutes.
Using this flux trapping technique, it is not necessary to activate any valves, pumps or
heaters, which makes it an elegant way to change the amount of trapped fluxoids in a
given geometry. If an additional current source is taken to apply the current through the
heating SQUID, it is not even necessary to plug or unplug any measurement or control
lines. It should be noted that heating via a second readout-SQUID does not damage the
junctions of this SQUID. It was without any problems possible to detect qubit steps with
a readout-SQUID that was used several times for the heating process.

Flux trapping in the 3He evaporation refrigerator

In the 3He evaporation fridge the samples have direct contact to the liquid helium bath, so
that most heat generated on the sample is absorbed. Therefore heating does not work by
applying a dc-current through SQUID junctions. In the 3He fridge samples were heated
by recirculating warm12 3He from a reservoir back to condensed 3He.
In this case the helium pump has to be disconnected so that the pumping line can be used
to lead warm 3He back to the bath. Already a small amount of warm 3He is sufficient to
reach a temperature T > Tc. In some cases it was already sufficient to use only the 3He
stored in the cold trap to reach a temperature above Tc. The transition to the normal
conducting state can be directly observed when using a SQUID in the detection mode.
After the temperature has increased above Tc, it can be continued pumping on the 3He
bath, so that the temperature will be back to 500mK within about 30 minutes.

12 At this point warm means that the 3He is taken from the reservoir tank, which is located at room
temperature.
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C Additional measurements

This section contains a detailed description of room temperature measurements on Josephson-
junctions and aluminum structures as well as a presentation of further measurements
performed on phase-biased SQUIDs as discussed in detail in Sec. 3.4.

Normal resistance of Josephson-junctions

As reaching low temperatures of only some mK is achieved by several steps of pumping,
precooling and liquid helium consumption, which takes in most cases more than one day,
it is useful to know whether new fabricated samples will be working or not. Unfortunately,
there are many steps that can influence the physical properties of Josephson-junctions in
an obstructive way so that most importantly these junctions have to probed concerning
their physical properties. One crucial value is the junction’s current density, which can
be estimated via the junctions room temperature resistance Rrt. Therefore, a technique
to determine the room temperature resistance of Josephson-junction was implemented on
every fabricated wafer in this thesis. This was achieved by integrating test structures with
Josephson-junctions equally designed as the readout-SQUID junctions on each sample
(cf. Fig. A.6a). Even though this method allows a qualitative measurement of the resis-
tance, due to a large spread in the junction’s area and difficulties to contact the additional
junctions, it turned out to be advantageous to rather make a four-point measurement at
the actual readout SQUID. This is mainly because the test structures had to be placed
“far” away from the actual SQUIDs on the wafer (cf. Fig. A.2) so that stronger defocusing
or stitching errors occured during the SEM writing process. Another reason to rather
perform test measurements directly on the readout-SQUID is that these junctions could
be short-circuited during fabrication, which cannot be detected by measuring only the test
junctions.
To determine the room temperature resistance of a single Josephson-junction, each test
structure was fabricated twice: One structure containing Josephson-junctions and one not.
This allows to subtract the resistance value of the aluminum layers without junctions from
the resistance value with junctions included leaving the value of a pure Josephson-junction:
Rrt = Rtotal−Rlayer. For the resistance measurements a wafer prober PM5 from Karl Süss
was used which has a normal resistance between two needles connected over an aluminum
pad of Rneedle ≈ 10 Ω. Figure A.6 shows the resistance for several samples which were all
fabricated on one wafer. The spreading is within 10%, which gives a reliable resistance
value. However, such measurements can only show that additional Josephson-junctions
have a suitable resistance but make no statement about the actual readout-SQUID, so
that one should more rely on four point measurements on the readout-SQUID.
These four point measurements of the readout-SQUID are performed with the sample
holder of the 3He evaporation fridge, which means that the samples have to be prepa-
red equally as for a cool-down. Even though this procedure is more time consuming
than resistance measurement of the test structures, the advantage is the direct informa-
tion on the SQUID junctions. If the resistance values of readout-SQUIDs seem sufficient,
i.e. approximately 200Ω, it is even advantageous since one can directly begin with the
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cool-down. The actual measurement was done with a dc-current source, a voltage am-
plifier and an oscilloscope. Applying a dc-current of less than 1µA is sufficient to read
out the voltage drop on the oscilloscope. A normal resistance of approximately 200Ω is a
suitable value for current densities between 1-2 kA/cm2 if the junction area is in the order
of 0.03µm2.
One important message, which can be extracted from the four point measurements at
readout-SQUIDs is that a SQUID should show at least a resistance of 120Ω to work in
the superconducting state. All SQUIDs with less than 120Ω did not show the typical IVC
at 500mK as in Fig. 3.1 but were short circuited.

a) b)

d)c)

Jos.-jun.

gold

Al
100 µm5 µm

Figure A.6 – a) Microscope image of test structures placed on a silicon wafer. Josephson-junctions
are surrounded by red squares; b) Aluminum strip to determine the specific resistance of the aluminum
thin films. The strip is placed between two gold contact pads; c) Room temperature resistance of
additional structures placed on one exemplary wafer: Gray triangles belong to the resistance of structures
containing Josephson-junctions and gray squares belong to identically designed structures with no
Josephson.junctions included. Red dots belong to the difference of gray triangles and squares, which
can be assumed as the actual room temperature resistance of the Josephson-junctions. Green dots
are resistance values of four point measurements at the actual readout-SQUID; d) Specific kinetic
inductance determined by the room temperature resistance of thin aluminum films like the one shown
in (b). Black squares belong to values determined by the structure shown in (b), whereas blue squares
belong to the structures taken to determine the gray squares in (c).

Specific kinetic inductance

The specific kinetic inductance lk used to estimate the ratio β in Sec. 3.4 was determined
by room temperature resistance measurements on aluminum thin films like the one shown
in Fig.A.6b. Such structures have been placed on several wafers used for qubit fabrication
in this thesis. In Fig.A.6d the specific kinetic inductance for different samples placed on
one wafer is shown. For the values shown in Fig.A.6c, equation (3.4.5) has been used to
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calculate the specific inductance. There is a good agreement within the values of different
samples, which was reproducible for different wafers. Summarizing all measurements the
kinetic inductance was determined to be lk = (1.02± 0.14) pH.

Additional phase-biased SQUID measurements

This section provides additional measurements performed on phase-biased SQUIDs as
described in detail in Sec. 3.4. In order to obtain more information about the kinetic
and geometric inductance of geometries used in this thesis three phase-biased SQUIDs
additional to the ones in Sec. 3.4 have been fabricated and characterized. These samples
were designed to have different trap-loop areas and different ratios between shared segment
a and total loop circumference s (cf. Fig. A.7 top row). The switching current of these
samples is shown in Fig.A.7d together with the switching current of a reference SQUID.
In this plot one can clearly recognize the difference in oscillation frequency (cf. Sec. 3.4.2).
Furthermore, one can observe that the modulation depth is strongly changing with the
corresponding size of the trap-loop area. This due to different screening parameters βL,
which are proportional to the total inductance of a SQUID. From this plot it can be seen
the phase-biased SQUID with the largest trap-loop shows the smallest modulation (red
curve), whereas the phase-biased SQUID with smaller trap-loop area modulate stronger
(green and blue curve). The reference SQUID shows the typical behavior and modulates
down to Isw = 0. In table A.2 the values of all characterized phase-biased SQUIDs in this
thesis are summarized.

a) b) c)

10 µm

10 µm 10 µm

d)

Figure A.7 – Top row (a-c) Three designs of phase-biased SQUIDs that have been characterized
as described in detail in Sec. 3.4. Trap-loop area and shared segment between trap-loop and SQUID
are varied; d) Switching current curve of the three phase-biased SQUIDs shown in (a-c) compared to a
reference SQUID. Colour code is (a)=red, (b)=green, (c)=blue and the curve of the reference SQUID
is plotted in black. Due to the larger loop areas the phase-biased SQUIDs have larger screening factors
βL which can be seen by the decreasing modulation depth.
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Table A.2 – Measured and calculated values for the different phase-biased SQUIDs. The ratio a/s
representing the shared segment a of the total trap-loop circumference is set during fabrication. The
values for Lg are calculated and the values for Lk estimated from normal resistance measurements. κ is
measured from the phase shift and from the frequency change compared to a reference SQUID. For the
π and the π/2-SQUID no such reference SQUID was cooled down so that these values for κ(frequency)
are missing. Using the κ-values one can make a consistency-check of the resulting values for Mg.

sample a
s Lg [pH] Lk [pH] β κ (phase) κ(frequency) Mg [pH]

π-SQUID 0.500 11 20 0.550 0.409 - 2.68
π/2-SQUID 0.250 11 20 0.550 0.230 - 2.13
Fig.A.7a 0.167 170 130 1.308 0.082 0.076 4.61
Fig.A.7b 0.343 79 91 0.868 0.205 0.205 3.64
Fig.A.7c 0.286 57 70 0.814 0.182 0.179 3.37
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