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1. Introduction

The experimental and theoretical work on superconductors has come far from its
beginnings in 1911, when Heike Kammerlingh Onnes discovered the resistance-free
flow of electrons in mercury [1] - a phenomenon nowadays known under the term
superconductivity. The most recent discovery of high temperature superconductivity
(HTS) in sulfur hydride systems shows once again the potential in this subfield of
condensed matter physics [2]. The record for the maximum critical temperature Tc for
superconductivity to occur was again broken and stands now at 203 K. In contrast to
superconductivity in the cuprates, the ferro-pnictides and most of the other compounds
H3S becomes superconducting only above 90 GPa and reaches the maximum at 190
GPa.
After Onnes’ discovery it took nearly half a century to develop a microscopic theory
of superconductivity. When Bardeen, Cooper and Schrieffer (BCS) presented their
theory in 1957 [3], it had the essential ingredients still effective today. In particular
the condensation of the electrons into a bound state called Cooper pairs. However,
the BCS theory considered only electron-phonon interaction at the origin of pairing
and vanishingly small resistance. The theoretical description of superconductivity was
a hallmark of condensed matter theory, and BCS were awarded the Nobel prize in
physics in 1972.
In 1986 the quest for higher critical temperatures lead to the discovery of ceramic
superconductors by Bednorz and Müller [4], which marked again a scientific break-
through. A scientific break-through indeed, as they did not only find a compound with
a critical temperature in the regime above 30 K which exceeded the highest critical
temperatures in inter metallic compounds. It was not possible to explain the formation
of superconductivity in terms of the conventional BCS theory. Especially the phonon
"glue" as the pairing mechanism was too weak to explain the formation of Cooper pairs
above a temperature of 100 K. Up until today, several mechanisms are debated in order
to explain the pairing, such as spin fluctuations or Coulomb and exchange interaction.
HTS was found in iron based compounds in 2006 as well [5]. This new zoo of iron
based superconductors was quickly extended by the discovery of the iron arsenides



[6] to which the compound BaFe2As2 belongs. Since then there has been ongoing
research, as the origin of superconductivity in these materials has not been pinned
down. This is not unlike the situation in the field of the cuprates [7]. Cuprates and
iron pnictides show similarities in their physical properties apart from HTS, one of
which being magnetic ordering. Both, electron and hole doped BaFe2As2 samples
have regions in the phase diagram, in which superconductivity and magnetic ordering
coexist. Additionally a nematic phase and nematic fluctuations have been observed
in Ba(Fe1-xCox)2As2 [8]. A sample with x = 0.051 was scrutinised in this thesis with
respect to its nematic phase and nematic fluctuations. Inelastic light (Raman) scattering
is a powerful tool to determine the nature of these fluctuations above the magnetic
phase as symmetry selection rules can be applied. The experiments hint towards a
scenario which favours spin fluctuations to drive the splitting of the orthorhombic
transition at Ts and the magnetic transition at TSDW <Ts as suggested by Fernandes et
al. [17]. This splitting gives rise to the nematic phase.
Investigating the origin of the magnetic and nematic transitions might lead to a better
understanding of the dominating interactions driving superconductivity. The second
focus of this thesis laid on the superconducting state in hole doped Ba0.3K0.7Fe2As2

which showed characteristics indicating a qualitative change of the superconducting
gap structure for high hole doping.
This thesis is organised as follows: An overview of the basic properties of the BaFe2As2

is given in Ch. 2. A short introduction of the Raman effect and Raman spectroscopy
is given in Ch. 3 followed by the experimental realisation of a Raman setup in Ch. 4.
The experimental results and discussions of the electron doped Ba(Fe0.949Co0.051)2As2

are comprised in Ch. 5. Chapter 6 summarises the results and discussion about the
superconducting state in Ba0.3K0.7Fe2As2.
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2. The material class of the iron

arsenides

This chapter presents the most basic properties of the iron pnictide BaFe2As2 and its
compounds Ba(Fe1-xCox)2As2 and Ba1-xKxFe2As2. Firstly the crystallographic properties
is discussed in Sec. 2.1. The phase diagram for cobalt and potassium substitution is pre-
sented in Sec. 2.2. Particular focus is laid on the nematic phase in Ba(Fe0.949Co0.051)2As2

in Sec. 2.3 and the superconducting state in Ba0.3K0.7Fe2As2 in Sec. 2.4.

2.1. Crystallographic properties

The crystal structure of BaFe2As2 is depicted in Fig. 2.1 (a). The crystal obeys D4h

symmetry above any phase transition. The FeAs bonds are stacked between the Ba
atoms. The Fe bonds are then again stacked between four As atoms above and one As
atom below the Fe plane.
The electronic properties can be attributed to bands composed by the Fe d-orbitals. The
Ba layers work as spacer layers between these FeAs layers. This is because the spacer
layers form bonds of ionic character with the FeAs layer. In contrast the FeAs layers
themselves have bonds of covalent (Fe-As) and metallic (Fe-Fe) character in which
electrons are "shared" between the atoms [9]. The kz dispersion is small and the FeAs
plane can be treated as a quasi-2D layer. Due to this confinement one can define the 2
Fe unit cell depicted in Fig. 2.1 (b) with the solid line along the crystal axes a and b.
Furthermore, it is convenient to define the 1 Fe unit cell (dashed line) and express the
Raman selection rules (see Sec. 3.3) in terms of the axes ã and b̃, i. e. along the Fe-Fe
bonds. This is physically justified as the d-electrons of the Fe dominate the electronic
structure.



2.1. Crystallographic properties
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Figure 2.1.: Crystal structure of the tetragonal lattice of BaFe2As2. (a) Ba atoms (green)
stacked above the Fe (red) and As atoms (black). Ba can be substituted by
K and Fe by Co. (b) FeAs plane with the axes a and b along the As atoms
defining the 2 Fe unit cell (solid line) and the reduced 1 Fe unit cell along
the axes ã and b̃ (dashed line). Adapted from [10].

The 1 Fe and 2 Fe unit cells are again depicted in Fig. 2.2 (a) as green and dashed
black lines. The magnetic unit cell is defined by the solid blue line which is the
appropriate unit cell for the spin structure of the SDW phase (see Sec. 2.2). The BZ
of the 1 Fe unit cell is shown in (b) along with the Fermi surfaces (FS) of two hole
bands around the Γ point and the FS of the electron bands at the X and Y points in
red and grey, respectively. The dashed arrow is the folding vector (π, π). The folding
vector becomes important, if one takes into account hopping via orbitals of the As. In
this case, the As superstructure adds an additional translational symmetry by (π, π).
Then, the BZ of the 2 Fe unit cell is half the size of the BZ of the 1 Fe unit cell. The FS
of the electron bands at both X and Y point overlap as depicted in the figure. At the
intersection points the bands hybridize and exhibit a strong curvature which, in turn,
leads to a strong enhancement of the Raman cross section [11].
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2.1. Crystallographic properties
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Figure 2.2.: Electronic structure of BaFe2As2. (a) 2D FeAs plane with the As atoms
above an below the Fe-Fe bonds. The green and dashed black line show the
1 and 2 Fe unit cell and the blue line represents the magnetic unit cell. (b)
The green line illustrates the 1 Fe BZ with the Fermi surfaces of the hole
bands at the Γ point in black and the Fermi surfaces of the electron bands
at the X and Y point in red and grey, respectively. (c) Electronic structure
after backfolding. The boundaries of the folded BZ are depicted as dashed
lines. From [12].

Phonons from vibrations of the As atoms among others are also Raman active.
Depicted in Fig. 2.3 are the Raman active phonons in the tetragonal BaFe2As2. The
black arrows indicate the eigenvectors of the phonons. The Ba/K atoms are shown in
green. The phonons shown in Fig. 2.2 correspond to the tetragonal unit cell above any
phase transition. Symmetry breaking due to phase transitions can yield the appearance
of phonons in symmetries other than those depicted. This has been observed for the
A1g phonon in Ba(Fe1-xCox)2As2 upon symmetry breaking [12].
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2.2. Phase diagram and transitions in doped BaFe2As2
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Figure 2.3.: Raman active phonons in BaFe2As2 type crystals with the black arrows
indicating the direction of the lattice vibrations with Ba/K atoms in green,
Fe/Co atoms in red and As atoms in grey. From [13].

During the course of this thesis, Raman data were obtained from an electron doped
Ba(Fe0.949Co0.051)2As2 sample and a hole doped Ba0.3K0.7Fe2As2 sample. Doping
BaFe2As2 with K yields an additional hole per 1 Fe unit cell. On the other hand
it was suggested [14], that the substitution of Fe with Co should not be considered as
carrier doping in the "conventional" meaning of the word (see Sec. 2.2 for more details).
Nevertheless both, K and Co substitution, yield an interesting phase diagram.

2.2. Phase diagram and transitions in doped BaFe2As2

In Fig. 2.4 the phase diagram of BaFe2As2 is depicted with the control parameter
doping x (here: potassium and cobalt substitution). The regions of the phase diagram
which are important for the discussion of the results are outlined in the following.
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2.2. Phase diagram and transitions in doped BaFe2As2

SDW
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T
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Nematic
fluctuations

Figure 2.4.: Generic phase diagram of the BaFe2As2 for hole and electron doped samples.
The range in which nematic fluctuations are observed is depicted in red
[15], the nematic phase in violet. Both sides of the phase diagram show
a superonducting dome in blue. Additionally, the band structure in the
BZ is depicted for several doping levels on both sides of the diagram with
hole bands in blue and electron bands in red. Adapted from [16] and [17].
Modifications from [12].

For zero doping, BaFe2As2 exhibits nematic fluctuations setting in at a tempera-
ture Tf before entering the structural transition at Ts. At Ts the tetragonal lattice is
orthorhombically distorted meaning that the crystallographic axes are not orthogonal
any further. The lengths of the orthorhombic axes differ by 0.7 % leading to twinning
effects which manifest themselves as stripes on the sample’s surface. The observation
of these stripes proved to be a reliable probe in the determination of Ts [18]. The
structural transition temperature Ts coincides with a magnetic ordering temperature
TSDW. Magnetic ordering means the development of a stripe-like Spin-Density-Wave
(SDW) which is anisotropic with respect to the magnetic axes ã, b̃. Hence, one finds
ferromagnetic or parallel spin ordering along b̃ and antiferromagnetic or antiparallel
spin ordering along ã.
Substitution of Fe with Co in Ba(Fe1-xCox)2As2 yields superconductivity setting in at
x = 0.025. The critical temperature Tc increases up to a maximum of Tc = 26 K with an
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2.3. Nematicity and magnetic ordering in Ba(Fe1-xCox)2As2

optimal doping concentration x = 0.062. Co substitution yields shrinking of the hole
bands at the Γ point as indicated qualitatively in Fig. 2.4. The electrons at the X and
Y point expand [19]. Wadati et al. suggested [14], that the substitution of Fe with Co
does not add electrons to the unit cell. Rather, the excess electrons coming from the
Co stay close to substitute site to compensate for the nuclear charge. The occurrence
of superconductivity can then be explained in terms of impurity scattering. As the
substitution still takes place in the quasi 2D FeAs plane, the Co impurities would act as
strong scatterers in this scenario which "wash out" the Fermi surface. Particularly the
regions with small Fermi velocity (i. e. the flat band contributions) would be washed
out first. This could destabilise the SDW ordering in favour of superconductivity.
This picture does not affect the interpretation of the data presented in this thesis. Co
substitution is further referred to as electron doping.
Hole doping with potassium reduces the size of the electron bands at the X and Y
points and expands the hole bands at the Γ point. The electron bands disappear entirely
for a doping x ≈ 0.8 [20]. Superconductivity sets in at x = 0.22 and reaches a maximal
Tc = 39 K at x = 0.4. If Ba is completely replaced by K (x = 1) superconductivity
with Tc = 4 K survives. The change in topology of both electron and hole bands has
not been entirely clarified yet. ARPES measurements and Raman data obtained for
the Ba0.3K0.7Fe2As2 are consistent with a Lifshitz transition of the electron bands in a
doping interval 0.6 < x < 0.8 (see Ch. 6).

2.3. Nematicity and magnetic ordering in Ba(Fe1-xCox)2As2

The nematic phase is known for its occurrence in nematic liquid crystals some of which
are used in Liquid Crystal Displays (LCDs). Fig. 2.5 illustrates the concept of a liquid
crystal (LC). In (a) the molecules of an LC are drawn above the nematic ordering
temperature Tnem in its isotropic phase. The molecules itself are anisotropic. Upon
cooling below Tnem the molecules exhibit local ordering along a so called director n.
This local ordering breaks the rotational invariance, but does not lead to a long-range
translational order.
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2.3. Nematicity and magnetic ordering in Ba(Fe1-xCox)2As2

(a) (b)

n

T >T T < Tnem nem

Figure 2.5.: Liquid crystal. (a) Anisotropic molecules in the isotropic phase at T > Tnem.
(b) Local order is established with the average orientation along the director
n at T < Tnem.

One might draw the analogy of electronic fluids to be quantum versions of a liquid
crystal. The terms electronic nematicity or electronic nematic order are used to describe
a phase in which an electron fluid breaks a symmetry of the underlying system. In spite
of the controversial discussion about its origin, it is a widely accepted fact, that electronic
nematic order also exists in iron arsenides, and particularly in Ba(Fe1-xCox)2As2. Here,
the orthorhombic distortion is not caused by phonons or lattice degrees of freedom,
but rather by electronic degrees of freedom [21, 22]. The electron fluid breaks the C4

symmetry while preserving the O(3) spin rotational (or time reversal) symmetry. The
O(3) spin rotational symmetry is broken upon magnetic ordering below TSDW. Then,
the time average over a magnetic moment on every lattice site does not vanish any
further.
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2.3. Nematicity and magnetic ordering in Ba(Fe1-xCox)2As2
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Figure 2.6.: The two degenerate magnetic ground states |ψx〉 in (a) and |ψy〉 in (b)
with the Fe atoms in red. Magnetic moments are illustrated as blue arrows.
(c) For temperatures T >> Ts the susceptibility near the ordering vectors
qx and qy is equally strong within each BZ and 〈M2

X〉 = 〈M2
Y〉. (d) Upon

cooling through Ts the susceptibility increases along one ordering vector of
this state and ϕ 6= 0. From [12] and [17].

Similar to the director in liquid crystals, an order parameter ϕ = 〈M2
X −M2

Y〉 for the
nematic phase can be found. This order parameter is motivated by the configuration of
the ground states in the SDW phase |ψx〉 and |ψy〉. To these ground states correspond
magnetic ordering vectors qx = (π, 0) and qy = (0, π) in the BZ of the 1 Fe unit cell.
Furthermore, one can introduce magnetic order parameters MX and MY with their
averages being 〈MX〉, 〈MY〉. One may think of these order parameters as magnetisa-
tions in momentum space. Their averages become finite for parallel spin alignment
and are zero for anti-parallel spin alignment. Fig. 2.6 shows (a) the configuration in
the ground state |ψx〉 and (b) in the ground state |ψy〉 below TSDW. In the ground state
|ψx〉 parallel spin alignment along X and anti-parallel spin alignment along Y leads to
〈MX〉 6= 0 and 〈MY〉 = 0 and vice versa for the ground state |ψy〉. The nematic order
parameter is finite and thus both, C4 and O(3) symmetries are broken. The scenario far
above Ts is depicted in (c). The susceptibility χ along qx and qy is equally strong and
the nematic order parameter ϕ is zero. In the nematic phase TSDW < T < Ts (cf. Fig.
2.6 (d)) the susceptibility along the ordering vectors qx and qy is not equal any further.
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2.4. Superconductivity and the collective mode in Ba0.3K0.7Fe2As2

This breaks the C4 symmetry. The nematic order parameter ϕ becomes finite, whereas
the time average over the magnetic moment on every lattice site still vanishes. This
preserves the O(3) spin rotational symmetry.
A mean-field approach predicts a breaking of both C4 and O(3) symmetries simultane-
ously at the magnetic transition TSDW. In terms of the magnetic susceptibility one can
write [23]

χmag(q) =
1

T − TSDW + (q− qc)2 (2.1)

in which qc is the ordering or critical wave vector. In accordance with the illustration
above this is qc = qx, qy. For q = qc Eqn. 2.1 diverges at TSDW. However, if one
includes fluctuations of the nematic order parameter ϕ the nematic susceptibility is
given via [17]

χnem =

∫
q χ2

mag(q)

1− g
∫

q χ2
mag(q)

(2.2)

with the nematic coupling constant g. Eqn. 2.2 diverges at a temperature T∗ > TSDW.
This consideration of fluctuations splits the transitions. Hence, the breaking of C4 and
O(3) symmetry are split which gives rise to an intermediate phase. In this phase the
C4 symmetry is broken and the O(3) symmetry is preserved which is the definition of
a nematic phase. This phase is driven by fluctuations of unequal strength along qx and
qy. In Sec. 5.4 fluctuations along qx and qy are discussed to be the driving force behind
nematic order in Ba(Fe0.949Co0.051)2As2.
Ba(Fe0.949Co0.051)2As2 also exhibits superconductivity. Although the fluctuations disap-
pear upon magnetic ordering, the coexistence of superconductivity and SDW phase
might indicate a connection between spin fluctuations and the emergence of supercon-
ductivity.
The superconducting ground state in BaFe2As2 compounds exhibits interesting phe-
nomena as well. The next section gives a short overview of superconductivity with
respect to the discussion following the results of Ba0.3K0.7Fe2As2 in Ch. 6.

2.4. Superconductivity and the collective mode in

Ba0.3K0.7Fe2As2

Superconductivity emerges from quantum coherence and the formation of electron
pairs - so called Cooper pairs - below a critical temperature Tc.
Cooper showed, that two electrons placed in a shell with width h̄ω0 (cf. Fig. 2.8 (a))
around a fully occupied Fermi surface would form a bound state in the presence of a

13



2.4. Superconductivity and the collective mode in Ba0.3K0.7Fe2As2

weak attracting interaction. Together with Bardeen and Schrieffer, he developed the
first microscopic theory of superconductivity [3].
Fig. 2.7 depicts a Feynman diagram illustrating an electron-electron interaction. The
interaction is mediated via an exchange boson. In the BCS theory, this exchange boson
is a phonon for conventional superconductors, the maximum frequency of which is
given by the Debye frequency ωD. The phonon transports the momentum q from
electron 1 to electron 2.

k1, σ1

k1 + q, σ′1

k2, σ2

k2 − q, σ′2

Figure 2.7.: Fermion interaction. Two electrons in states with initial momenta k1, k2

and spins σ1, σ2 interact via an exchange boson represented by the wavy
line.

The spin configurations of the Cooper pair are given as in any two-fermion system.
The two possible configurations are either a singlet state with total spin S = 0 or a
triplet state with S = 1. If one considers a very rudimentary approach to the wave
function of such Cooper pairs, one can write it in terms of a spatial part |φ(r)〉 and a
spin part |σ(s)〉:

|Ψ(r, s)〉 ∝ |φ(r)〉 · |σ(s)〉 (2.3)

A two-fermion wave function has to be antisymmetric. Thus, for the antisymmetric
singlet state, the spatial part needs to be symmetric and vice versa for the triplet state.
The pairing states are called either s, d, g,... states for S = 0 or p, f , h,... states for S = 1
in analogy to atomic orbitals. The BCS wave function is also the order parameter in the
superconducting state.
In the bound state, the electrons reduce their energy by a factor of ∆k(T) relative to the
Fermi energy. This is given by the expression of the BCS gap equation [24]

∆k(T) = −∑
k′

Vk,k′ · ∆k′

2Ek′
tanh(Ek′/kBT) (2.4)

with the BCS interaction potential Vk,k’ and the band energy Ek′ . Vk,k’ represents the
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2.4. Superconductivity and the collective mode in Ba0.3K0.7Fe2As2

potential which is effective over the entire Fermi surface. BCS assumed an isotropic
potential Vk,k′ = −V0 in order to solve the gap equation. They found the ground state
to be of singlet s-wave symmetry in convenctional superconductors. Other symmtries
were found for unconventional superconductors such as d-wave paring in cuprates and
more exotic configurations are discussed such as s + id coupling in iron pnictides [25].

q

-q
(b)

k

k’

-k

-k’

-k k

k’

-k’
-q

qhω0

(a)

Figure 2.8.: Pair scattering process of two electrons in (a) an isotropic potential and (b)
an anisotropic potential by scattering vectors q and −q. See text for details.
From [12].

Schematically depicted in Fig. 2.8 are two scenarios for the pairing potential. In (a)
an isotropic potential is depicted. An electron pair k,−k is scattered into k′,−k′ by
two bosons with momenta q and −q. The same is seen in (b), yet here the interaction
potential is firstly anisotropic and secondly the scattering mechanism requires a sign
change of the order parameter. Both have in common, that the scattering occurs at one
Fermi surface. They depict intra band scattering.
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2.4. Superconductivity and the collective mode in Ba0.3K0.7Fe2As2

Vs

Vd

Γ

M

X

Y

Figure 2.9.: Inter band pairing in Ba1-xKxFe2As2 in the BZ of the 1 Fe unit cell, along
with the dominant s-wave pairing and subdominant d-wave pairing with
pairing potentials Vs and Vd. Blue indicates the hole band at the Γ point
and red the slightly elliptic electron bands at the X and Y point.

However, in the superconducting Ba1-xKxFe2As2, the pairing mechanism is believed
to be of s-wave inter band scattering between the hole and electron bands in the BZ of
the 1 Fe unit cell for doping concentrations around optimal doping [26]. An illustration
is shown in Fig. 2.9 with the two pairing potentials Vs and Vd. The dominant s-pairing
channel corresponds to the potential Vs. Due to the occurrence of the subdominant
d-channel corresponding to Vd, modes emerge in the Raman spectra of Ba0.3K0.7Fe2As2,
as shall be seen in Ch. 6. The occurrence of these modes might give further insight into
the underlying mechanisms which give rise to superconductivity.
Raman spectroscopy has proven to be an excellent probe to investigate such behaviour
of the novel iron pnictides. The distinct advantages of Raman spectroscopy will be
discussed in the following chapter.
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3. Theory of Raman scattering

As a colleague and friend put it quite poetically, Raman spectroscopy is as if one hits
an object with a hammer and listens to the sound of matter.
In a less poetic way, this chapter shall first and foremost give an overview of the
theoretical construct which is necessary to perform Raman spectroscopy. An in-depth
discussion can be found in the Review of Modern Physics by Devereaux and Hackl
[27].
After the presentation of the basic principles in Sec. 3.1 a summary of the most
important theoretical pieces of the underlying photon-electron interaction is given in
Sec. 3.2. The chapter closes with an illustration of the symmetry arguments and the
selection rules which make Raman spectroscopy such a powerful tool for understanding
correlated electron systems.

3.1. Basic principle of electronic Raman scattering

The basic concept of the Raman process is a consequence of the conservation of energy
and momentum. Suppose an electron in an initial state |i〉 in a solid state system. A
photon with energy ωi and momentum ki can excite this electron into a virtual state
|ν〉. Virtual state means that the lifetime of the state is shorter than the limit given by
Heisenberg’s uncertainty relation. The vast majority of the electrons scatters elastically
or in other words, scatters back into the initial state |i〉. However, every 1013th electron
will relax into a final state |f〉 6= |i〉 emitting a photon with frequency ωs 6= ωi and
momentum ks 6= ki. The conservation laws

q = ki ± ks (3.1)

Ω = ωi ±ωs (3.2)

require, that the energy Ω and momentum q must either remain in the system in form
of an excitation if ki > ks or an excitation (Ω, q) must be destroyed for the case ki < ks.
The energy Ω is called the Raman shift. There are various excitations in solid state
systems apart from the electron (rather electron-hole) excitations used in the example.



3.2. Scattering cross section and photon-electron coupling

Among these are phonons, magnons and polarons not all of which are Raman active.
The process creating an excitation is called the Stokes process. The destruction of an
excitation is called the Anti-Stokes process. Schematically depicted are both processes
in Fig. 3.1.

(a) Stokes process

|i〉

|ν〉

|f〉

ωi, ki

ωs, ks

Ω, q

(b) Anti-Stokes process

|i〉

|ν〉

|f〉

ωi, ki

ωs, ks

Ω, q

Figure 3.1.: Raman scattering processes: a photon with energy ωi and momentum ki

excites an electron in the initial state |i〉 into a virtual state |ν〉. As this
short-lived state decays relaxation of the electron into a final state |f〉 6= |i〉
takes place and a photon is emitted with ωs, ks . An excitation of the
system with an energy Ω and a momentum q is either (a) created during
the Stokes process or (b) destroyed during the Anti-Stokes process. From
[28].

Both processes have in common the occurrence of two dipole transitions.

3.2. Scattering cross section and photon-electron coupling

An experimental setup as described in Ch. 4 can harvest the photons emitted during
the second dipole transition. The number of photons is counted which scatter in an
angle interval [Ω, Ω + dΩ] and a frequency window [ωs, ωs + dωs] for a given time
period. The rate of photons Ṅ(Ω, T) with frequency ωs is plotted against the Raman
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3.2. Scattering cross section and photon-electron coupling

shift Ω. This rate is proportional to the differential scattering cross angle

Ṅ(ω, T) ∝
∂2σ

∂Ω∂ωs
= h̄r2

0
ωs

ωi
R (3.3)

with the Thomson radius r0 = e2/4πε0mc2 and the transition rate R. The selection of
different polarisations for the incoming and scattering photons yields the resolution of
different parts of the Brillouin zone (BZ).

Ω1 Ω2-Ω1-Ω2 Ω

N(Ω)

(      )exp hΩ
kT

Figure 3.2.: Scheme of a Raman spectrum with contributions from electron-hole excita-
tions in red and phonons in blue. Plotted in yellow is the contribution from
elastically scattered photons at Ω = 0. The negative Ω values correspond
to contributions from the Anti-Stokes-process. The positive values result
from the Stokes-process. From [12].

Fig. 3.2 shows a schematic spectrum with contributions from electron-hole excitations
(particle-hole or p-h continuum) and phonons in blue which sit on top of it. The negative
Ω values correspond to contributions from the Anti-Stokes-process. The positive values
result from the Stokes-process. For the rates ṄStokes and ṄAnti−Stokes the relation

ṄAnti−Stokes

ṄStokes
= exp

[
− h̄Ω

kBT

]
(3.4)

holds. In the region of Ω = 0 elastically scattered photons yield a peak shown in yellow.
The majority of electrons scattered into a virtual state |ν〉 relaxes into the initial state |i〉.
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3.2. Scattering cross section and photon-electron coupling

The signal for zero Raman shift Ω = 0 is strongly enhanced. The width of this so called
central line is dependent on the resolution of the spectrometer and is superposed on
the spectrum resulting from the inelastically scattered photons with small Raman shift
Ω ≈ 0.
Eqn. 3.3 shall be simplified in the following to find an expression for the experimental
quantity Ṅ(Ω, T). Ṅ will be connected to the imaginary part of the Raman response
function 1. For this the transition rate R is simplified to a correlation function. Firstly it
is given by Fermi’s Golden Rule and reads

R =
1
Z ∑

i,f
exp [−βEi] |Mf,i|2δ(Ef − Ei − h̄Ω) (3.5)

with the partition function Z and β = 1/kBT. Mf,i is the matrix element Mf,i =

〈f| M̂ |i〉 in which M̂ is the transition operator.
The matrix elementMf,i is determined by the Hamiltonian of N electrons interacting
with an electromagnetic field

Ĥ = ĤCoulomb + Ĥfields +
N

∑
i

[
p̂i + (e/c)Â(ri)

]2

2m
(3.6)

with the electron charge e, the electron mass m, the momentum operator p̂ and the
vector potential operator Â(ri). Ĥfields is the contribution of the free electromagnetic
field and ĤCoulomb the Coulomb interaction term. Expansion and reposition of Eqn. 3.6
yields

Ĥ = Ĥ′ + e
2mc

N

∑
i

[
p̂i · Â(ri) + Â(ri) · p̂i

]
+

e2

2mc2

N

∑
i

Â(ri) · Â(ri). (3.7)

The non-interacting Hamiltonian Ĥ′ = Ĥ0 + Ĥfields with Ĥ0 = 1/2m ∑i p̂2
i + ĤCoulomb is

the standard Hamiltonian of particles in a Coulomb field. Ĥ′ does not have a contribu-
tion to the photon-electron interaction; thus, the relevant interaction Hamiltonian is
reduced to

Ĥint =
e

2mc

N

∑
i

[
p̂i · Â(ri) + Â(ri) · p̂i

]
+

e2

2mc2

N

∑
i

Â(ri) · Â(ri). (3.8)

The first sum describes the coupling of the electron’s momentum to one single photon
and the second term describes the coupling of the electron’s charge to two photons.
With some effort, one can extract an expression for the matrix element from this

1A response function can be written as χ = χ′ + iχ′′ with real part χ′ and imginary part χ′′.
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3.3. Symmetry and selection rules

Hamiltonian which can be found elsewhere [27]. Then, Eqn. 3.5 can be simplified to a
correlation function S̃(q, iΩ) and the scattering cross section reads

∂2σ

∂Ω∂ωs
= h̄r2

0
ωs

ωi
S̃(q, iΩ→ Ω + i0) (3.9)

with the correlation function

S̃(q, iΩ) = ∑
i

exp [−βEi]

Z

∫
dτ exp[iΩτ] 〈i| Tτρ(q, τ)ρ(−q, 0) |i〉 . (3.10)

Tτ is the time ordering operator, and the effective density operator reads

ρ(q) = ∑
k,σ

γ(k, q)c†
k+q,σ′ ck,σ (3.11)

with creation operator c†
k+q,σ′ and annihilation operator ck,σ. The process describes the

scattering of an electron with momentum k and spin σ into a state with momentum
k + q and spin σ′. This scattering process is "weighted" by the scattering amplitude
γ(k, q) which is given by

γ(k, q) = ∑
α,β

γα,β(k, q)eα
i eβ

s . (3.12)

γα,β(k, q) are the Raman matrix elements and eα
i and eβ

s incident and scattering vectors.
Applying the fluctuation-dissipation theorem [29] S̃(q, Ω) can be written in terms of
the imaginary part χ′′(q, Ω) of the Raman response χ(q, Ω):

S̃(q, Ω) = − 1
π
[1 + n(Ω, T)] · χ′′(q, Ω) (3.13)

n(Ω, T) is the Bose-Einstein distribution function. Finally, we arrive at an expression
for Ṅ(Ω, T) which is directly connected to the Raman response function χ(q, Ω):

Ṅ(Ω, T) = R · [1 + n(Ω, T)] · χ′′(q, Ω) (3.14)

All components which are neither temperature nor frequency dependent are included
in the scale factor R.

3.3. Symmetry and selection rules

The Raman matrix in Eqn. 3.12 can be simplified. With q→ 0 and the effective mass
approximation [30] one can write

γα,β(k, q→ 0) =
1
h̄2

∂2εk

∂kα∂kβ
=

1
meff

(3.15)
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3.3. Symmetry and selection rules

with the energy dispersion εk. In a 2D-system this reads:

γx,y(k, q→ 0) =
1

meff
=

1
h̄2

 ∂2εk
∂k2

x

∂2εk
∂kx∂ky

∂2εk
∂ky∂kx

∂ε2
k

∂k2
y

 (3.16)

The tensor describes the curvature of the bands in the two dimensional k space. This
curvature is positive for hole-like bands and negative for electron-like bands. With this,
the scattering amplitude or Raman vertex from Eqn. 3.12 is given by

γ(k) = e∗s m−1
eff ei. (3.17)

The vectors e∗s and ei are again the polarisation vectors of the scattering and the
incident light, respectively. These vectors are written out in Tab. 3.1. The x axis points
along b̃ and the y axis along ã. x′ and y′ are rotated by an angle of 45◦. R and L denote
right-handed and left-handed circular light (cf. Fig. 3.4).

Table 3.1.: Polarisation vectors.

Polarisation x y x′ y′ R L

Vectors

(
1
0

) (
0
1

)
1√
2

(
1
1

)
1√
2

(
−1
1

)
1√
2

(
1
i

)
1√
2

(
1
−i

)

If εk is known, one can calculate the contributions from different Fermi sheets in the
BZ. But even without the exact knowledge of the band structure, symmetry arguments
apply. The matrix element can be decomposed in the q→ 0 limit [27]

Mf,i(q→ 0) = ∑
µ

MµΦµ. (3.18)

Φµ are the basis functions or crystal harmonics of the irreducible point group with the
representation of such a group µ. The decomposition for the D4h point group reads

Mf,i =
1
2
Ô

A(1)
1g

(
ex

i ex
f + ey

i ey
f

)
+

1
2
Ô

A(2)
1g
(ez

i ez
f )

+
1
2
ÔB1g

(
ex

i ex
f − ey

i ey
f

)
+

1
2
ÔB2g

(
ex

i ey
f − ey

i ex
f
)

+
1
2
ÔA2g

(
ex

i ey
f − ey

i ex
f
)
+

1
2
Ô

E(1)
g
(ex

i ez
f + ez

i ex
f )

+
1
2
Ô

E(2)
g

(
ey

i ez
f + ez

i ey
f

)
(3.19)

22



3.3. Symmetry and selection rules

with projection operators Ôµ. The choice of the polarisations of the incoming and
outgoing light determines which elements of the point group are projected out 2.

kxa

kya

(-π, -π)

(π, π)

kxa

kya

(-π, -π)

(π, π)

kxa

kya

(-π, -π)

(π, π)γA1g γB1g γB2g

kxa

kya

(-π, -π)

(π, π)

kxa

kya

(-π, -π)

(π, π)

kxa

kya

(-π, -π)

(π, π)γA1g γB1g γB2g
2 22

Figure 3.3.: The Raman vertices γµ are depicted for µ = A1g, B1g, B2g in the first row.
The second row shows the squares of the Raman vertices γ2

µ. Dashed lines
show the nodes where γµ vanishes. From [32].

The Raman vertex γµ and the square of it γ2
µ are depicted for the symmetries

µ = A1g, B1g, B2g in Fig. 3.3. The colouration indicates the areas of the BZ which can
be projected out by choice of the corresponding incident and scattering vectors. This
illustrates the advantage of Raman spectroscopy over some other spectroscopy methods,
for instance IR spectroscopy which gains the average over the entire BZ.

Table 3.2.: Polarisations of the incoming and scattering light and the contributions from
A1g, A2g, B1g and B2g symmetries.

xx(yy) x′x′(y′y′) RR xy(yx) x′y′(y′x′) RL
A1g + B1g A1g + B2g A1g + A2g A2g + B2g A2g + B1g B1g + B2g

In the experiment contributions from sums of symmetries are measured, for instance

2The A2g symmetry is not projected out, as the chiral excitation necessary is not present in the electron
bands [31]
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3.3. Symmetry and selection rules

xx (read: polarisation vectors incoming-outgoing⇒ x− x) which gives contributions
from both, A1g and B1g symmetries. Tab. 3.2 shows an overview. One can extract the
sole contributions by measuring corresponding symmetries and solve the system of
linear equations. For instance the B1g contribution can be extracted by performing
measurements in xx, x′x′ and RL:

R(B1g) =
1
2
(xx− x′x′ + RL) (3.20)

R means the transition rate. This is not always necessary, as the A2g contributions have
been shown to be negligible in some cases due to a lack of accessible excitations [31].
In this case measurements containing A2g already deliver the sole contribution from
the corresponding symmetry.
Fig. 3.4 illustrates the selection rules in terms of the incoming (red) and outgoing (blue)
polarisation vectors.
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3.3. Symmetry and selection rules

(a)

Fe

(b) (c)

(d) (e) (f)

Figure 3.4.: Selection rules in BaFe2As2 [28]. The 1 Fe unit cell is displayed with a
solid line, the 2 Fe unit cell with a dashed line. Blue arrows indicate the
polarisation of the incident light and red arrows the polarisation of the
scattering light. Polarisations according to Tab. 3.2.
3.4a: xx(yy) 3.4b: x′x′(y′y′) 3.4c: RR
3.4d: xy(yx) 3.4e: x′y′(y′x′) 3.4f: RL.
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4. Experimental setup

Experiments were conducted in the Raman Lab I. The development and configurations
of the setup are described in the references [33, 34, 28, 35, 36, 12] which Sec. 4.1 refers
to. It is followed by a short description of the Tc measurement in Sec. 4.2.

4.1. Raman spectroscopy

A schematic representation of the Raman setup is depicted in Fig. 4.1. As light source
serves either an Ar+-laser (Coherent Innova 304C) with laser lines 514 nm ≥ λexc ≥
458 nm or a solid state laser (Coherent Genesis MX SLM 577-500) with a single line at
λexc = 575 nm.
The beam is directed through a spatial filter consisting of an achromat followed by
a circular aperture and another achromat (SP1). The achromats share the same focal
point. The first achromat focuses the non-divergent parts of the beam in the centre of
the aperture and divergent parts are blocked as they do not meet in the focal point. The
second achromat parallelises the beam. This filters plasma lines of the laser resulting
from other transitions within the laser medium.
The prism monochromator (PMC) refracts the beam and light with wavelengths deviat-
ing from the desired excitation wavelength are blocked by a slit with a resolution of
30 cm−1.



4.1. Raman spectroscopy
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Figure 4.1.: Scheme of the Raman experiment in Raman Lab I. For details see text.
Adapted from [28].

The laser power is adjusted by a first λ/2-retarder. The polarisation configuration
is selected with a polariser and a Soleil-Babinet compensator (SB). A Soleil-Babinet
compensator is a zero-order retarder and consists of an adjustable birefringent wedge
and one, that is fixed to a polariser plate. In zero position the optical path in the
medium of the wedges is as long as it is in the compensator plate. A phase difference
is achieved by adjusting the movable wedge as this delays the parts of the linearly
polarised beam which are perpendicular to each other. Such a phase difference results
in elliptically polarised light.
The last spatial filter (SP3) ensures a Gaußian beam profile, and the beam is focused
onto the sample by a lens (L1) and a mirror (M4). The sample is attached to a sam-
ple holder which is thermally coupled to the cryostat within the vacuum chamber.
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4.2. Tc measurement setup

Achievable temperatures range from 1.8 K to 340 K and the vacuum is of the order
p < 10−6 mbar.
As Raman scattering takes place only light emitted into a solid angle of approximately
0.2◦ around the sample’s surface normal reaches the spectrometer. The optical axis
of the spectrometer is parallel to the z axis of the lab system. The lens (O1) harvests
the scattering light. Similar to the optical system which sets the incident polarisation
a configuration consisting of a λ/4-retarder and a polariser is needed selects the out-
going polarisation. As for linearly polarised light, the λ/4 retarder is adjusted to the
transmission axis of the polariser (P2). By rotating the λ/4-retarder by π/4 relative
to the analyser one can select circular polarisations. The λ/2-retarder then rotates the
pre-selected scattering light into the x-axis, i. e. the axis of maximum transmission of
the spectrometer. The scattering light then enters the spectrometer through the first slit
(SL1).
The spectrometer (Jarell-Ash 25-100 double monochromator) accommodates four spher-
ical mirrors (SM) and two gratings (2400 lines/mm) as shown in 4.1. The entrance
slit is in the focal plane of the first mirror which makes the divergent incoming light
parallel before it arrives at the first grating. The light diffracted at the grating reaches
the second mirror under wavelength-dependent angles and is refocused on the in-
termediate slit (SL2). The width of SL2 determines the spectral band selected. The
light transmitted through SL2 experiences a path reversed to that of the first stage
(subtractive dispersion). Consequently, the light at the exit slit (SL3) is white within
the band selected by SL2. The exiting photons are detected by a charge-coupled device
(CCD) operated at −110◦ C. Its efficiency is close to 90%.

4.2. T c measurement setup

The setup used for the determination of the transition temperature Tc was constructed
by Francesca Venturini (for technical details see [37]) and measures the third harmonic
of the magnetic susceptibility χm(3 f ). This is done by applying a harmonic electro-
magnetic signal with a frequency f which induces an ac current in the sample. The
temperature dependence of χm(3 f ) was derived by Yeshurun [38] on the basis of the
Bean model [39]. The anharmonic contributions are small above Tc. Well below Tc

the critical supercurrent Ic is much stronger than the current I(Hf) induced by the
field. But at Tc the density of the supercurrent is zero. The magnetc field can penetrate
the sample. and the response to the time dependent electromagnetic field contains
anharmonic components.
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5. Spin-driven nematicity in

Ba(Fe0.949Co0.051)2As2

This chapter presents a study of fluctuations in Ba(Fe0.949Co0.051)2As2 as observed by Ra-
man scattering. The increase of spectral weight in the B1g symmetry when approaching
Ts will be identified as contribution from spin fluctuations. This contribution increases
towards the structural transition and disappears upon magnetic ordering at TSDW.
Following the analysis described in [12] this work could extend the spin fluctuation
picture beyond the doping level of 2.5 %, which marks the onset of superconductivity.
For this, the transition temperature of the structural and the magnetic transition Ts and
TSDW, respectively, were pinned down experimentally. After that, the onset temperature
Tf of the fluctuations was determined. This was done by comparing relaxation rates in
A1g and B1g symmetry with in plane resistivity measurements. The pile up of spectral
weight in the B1g symmetry was accounted for by an analysis of the Aslamazov-Larkin
fluctuations. In this picture spin fluctuations are the most likely candidate to be driving
the series of phase transitions in Ba(Fe0.949Co0.051)2As2.

5.1. Determination of Ts and TSDW

The determination of the temperatures Ts and TSDW is crucial for the interpretation of
the Raman spectra.
As for the structural transition, the orthorhombic distortion of the tetragonal lattice
yields twin boundaries as described in Sec. 2.1. These twin boundaries reveal them-
selves as stripes on the sample’s surface (Fig. 5.1 (a)). This is due to the accumulation
of surface layers at these twin boundaries. To determine Ts one utilizes that the sample
absorbs a known fraction of the incoming laser power Pabs, which heats it in proximity
of the laser spot Tspot above the temperature of the sample holder Th. This can be used
to pin down Ts and also the effective laser heating ∆T = Tspot − Th of the sample. Fig.
5.1 (a) shows the first occurrence of the stripes at TStripes = 56.4 K for Pabs = 3 mW.
Observing the occurrence of the stripes for various absorbed laser powers as depicted
in Fig. 5.1 (b) and Exploiting the linear trend, an extrapolation to zero power yields a



5.1. Determination of Ts and TSDW
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Figure 5.1.: Stripes appearing upon cooling through Ts in Ba(Fe0.949Co0.051)2As2 due
to the formation of twin boundaries, exemplary for the absorbed laser
power Pabs = 3mW depicted in (a). The black squares in (b) represent
the holder temperature Th(Pabs) at which the stripes disappear. The red
line extrapolates to the transition temperature for no heating to be Ts =

(60.9± 0.1) K.

transition temperature Ts = 60.9 K. The laser heating is ∆T = 1.45 K/mW.
For the determination of TSDW the appearance of the A1g phonon in B1g symmetry was
exploited (see Fig. 2.3). The appearance of a Fano shaped phonon at 180 cm -1 in the B1g

symmetry coincides with the magneto-structural transition in the undoped compound
BaFe2As2. Here, the magnetic and structural transition are not separated and it cannot
be determined which of the two transitions is responsible for the symmetry breaking.
Upon electron doping, the transitions are separated by ∆T (see Fig. 2.4) and the phonon
is observed at the magnetic transition for a doping concentration x = 0.025 [12]. This
behaviour was exploited for the Ba(Fe0.949Co0.051)2As2 as well. The determination of
TSDW was done by measuring Raman spectra in small steps below Ts until the Fano
shaped phonon appeared, as depicted in Fig. 5.2 (a). The phonon intensity was deter-

32



5.1. Determination of Ts and TSDW

mined under the assumption that the particle-hole continuum is linear in an energy
region close to the phonon line at 180 cm -1. This linear continuum Rχ′′linear p−h cont.

was subtracted from the data ∆Rχ′′ = Rχ′′spectrum − Rχ′′linear p−h cont.. The intensity was
calculated in terms of the area of the phonon’s resonant part |Aresonance| and its antireso-
nant part |Aantiresonance| as |A| = |Aresonance|+ |Aantiresonance|. Taking the antiresonance
into account as well is justifiable, because the line shape of the phonon is affected by
the magnetic ordering below TSDW.
The intensity of the phonon is plotted against temperature in Fig. 5.2 (b) and shows an
increase of intensity towards 50.0 K with a relatively constant intensity for T < TSDW.
The temperature of the magnetic transition was determined to be TSDW = 50.0 K. In
the region Ts > T > TSDW the intensity is approximately linear dropping to zero close
to 59.3 K.
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Figure 5.2.: B1g spectra and phonon intensities. (a) Below the structural transition at
Ts a symmetry-forbidden phonon appears in the position of the A1g As
mode. Below TSDW an anti-resonance typical for a Fano interference can
be observed. (b) Integrated intensity of the forbidden line as a function of
temperature.

A qualitative comparison of the behaviour of intensity and the fluctuations, which
will be discussed in Sec. 5.4, indicates a connection between fluctuations and the
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5.2. Experimental results Ba(Fe0.949Co0.051)2As2

appearance of the A1g phonon line below Ts. But whether the phonon appears already
at Ts and gains its Fano shape upon magnetic ordering or whether it appears only at
TSDW is yet to be determined. The phonon data obtained in the course of this thesis
were not entirely conclusive. For further insight detailed measurements at other doping
levels are necessary. Albeit pointing out the uncertainty at which temperature the
phonon appears first, the Fano shape is very likely to develop upon magnetic ordering.
This was indicated by results of samples of other doping concentrations thus far [12]
and is a good parameter to pin down TSDW.

5.2. Experimental results Ba(Fe0.949Co0.051)2As2

Raman spectra of the Ba(Fe0.949Co0.051)2As2 are shown in Fig. 5.3. The A1g spectra in (a)
are adopted from [32]. Three phonons are present for all temperatures, identified as the
A1g phonon at 180 cm -1 and the two Eg phonons at 120 cm -1 and 265 cm -1 (see Fig.
2.3). The particle-hole (p-h) continuum is approximated with Eqn. 5.7 and depicted
exemplarily for two temperatures along with their corresponding spectra in Fig. 5.3 (d).

34



5.3. Analysis
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Figure 5.3.: Raman response of Ba(Fe0.949Co0.051)2As2. (a) Spectra in A1g symmetry for
different temperatures above as well as below Ts and B1g symmetry (b)
above and (c) below Ts. The A1g spectra are adopted from [32]. The inset
in (c) shows B1g spectra below TSDW. Two p-h continuum fits are plotted
exemplarily for 250 K and 90 K in (d) along with the corresponding spectra.

The A1g spectra exhibit a small temperature dependence. The temperature trend of
the B1g spectra in Fig. 5.3 above and below Ts in (b) and (c), respectively, presents a
different picture. An enhancement of the Raman response in B1g symmetry is obvious
for temperatures lower than T < 300 K. The low energy response is stronger than the
response expected from approximation of the particle-hole continuum (see Eqn. 5.7) as
shown in Fig. 5.3 (d) for 90 K. The additional spectral weight can be attributed to spin
fluctuations, which will be discussed in Sec. 5.4.

5.3. Analysis

In order to extract the fluctuation contribution from the Raman response of the p-h
continuum, further analysis is needed. The analysis rests on the assumption that the
p-h continuum reflects the transport properties. In addition, the A1g and B1g symmetry
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spectra exhibit similar dynamic behaviour and compare well to the static relaxation
found by resistivity measurements. The first step is to pin down the temperature Tf

at which the two Raman symmetries develop different temperature dependencies and
deviations from transport measurements can be observed.

5.3.1. Relaxation rate analysis

Transport measurements extract resistivities which relate to a scattering time τ. This
can also be derived from the Raman spectra. The static limit, as corresponding to large
time scales, is obtained from the imaginary part of the Raman response χ′′ at small
energies. The relaxation rate in terms of the carrier lifetime τγγ reads

Γγγ =
h̄

τγγ
(5.1)

with the Raman vertex γ = γ(k). These relaxation rates agree with transport measure-
ments at high temperatures. Discrepancies between Raman and transport measure-
ments would point directly to an additional contribution to the Raman response which
is the case for the Ba(Fe0.949Co0.051)2As2.
Opel et al. [40] showed that the memory function approach, originally suggested by
Götze and Wölfle [41] for optical spectroscopy, can be applied to Raman spectra. The
imaginary part of the Raman spectral function χ′′γγ(Ω, T) can be written in terms of
the dynamic relaxation rate Γγγ(Ω, T) and the mass enhancement factor 1 + λγγ(Ω, T)
[42]:

χ′′γγ(Ω, T) =
ΩΓγγ(Ω, T)

Ω2[1 + λγγ]2 + Γ2
γγ(Ω, T)

. (5.2)

Γγγ(Ω, T) and 1 + λγγ(Ω, T) are both symmetry resolved, i.e. project different parts of
the Brillouin zone as they depend on the form factor γ(k). Extracting Γγγ(Ω, T) from
the A1g and B1g spectra yields symmetry resolved relaxation rates.
Figure 5.4 shows the dynamic relaxation rates in A1g symmetry for T > Ts as well
as T < Ts. Especially the comparison with the B1g spectra in Fig. 5.5 (a) and (b)
shows a qualitative difference in the temperature evolution of A1g and B1g relaxation
rates. Similar to the Raman spectra in Fig. 5.3 the A1g relaxation rates show a small
temperature dependence. The B1g relaxation rates depicted in Fig. 5.5 (a) and (b) for
T > Ts and T < TSDW exhibit a small temperature dependence comparable to the A1g

relaxation rates for T > 175 K. However , the temperature dependence deviates more
for 175 K > T > Ts. The extraction of the static relaxation rates Γ(Ω→ 0, T) = Γ0(T)
makes this more evident for which additional analysis is needed.
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Figure 5.4.: Dynamic relaxation rates for the A1g spectra for T > Ts and T < Ts. The
black lines indicate the resulting fits from the parallel resistor model (PRM)
as described in detail below (Eqn. 5.4) .

As can be seen from Fig. 5.5 (a) for T > Ts and in (b) for T < Ts, the dynamic
relaxation rates derived from the Raman response Rχ′′γγ(Ω, T) drop towards zero in the
vicinity of Ω = 0. This can be attributed to the fluctuation contribution to the Raman
response. The fluctuations are additive to the p-h continua (see Subsec. 5.3.2) of the
Raman spectra and yield higher intensities, which in turn lead to lower relaxation rates.
To extract the static relaxation rates (i. e. the intercept with the y-axis), it is necessary to
fit the data with an appropriate model - in this case the parallel resistor model (PRM).
The corresponding fits in figures 5.4 and 5.5 are denoted as black lines. A detailed
description of the model can be found in [43]. A short summary of the model is given
in the following.
The total dynamic relaxation rate Γγγ(Ω, T) is expressed in terms of a low frequency
part Γ∗γγ(Ω, T) and a high frequency part Γmax

γγ (T). This ansatz uses Kirchhoff’s law
for resistors, in which the overall resistivity of resistors connected parallel is simply
given by 1/ρ = ∑i 1/ρi. From Eqn. 5.1 it is easy to see, that ρ ∝ Γγγ holds and the total
dynamic relaxation rate is given by

1
Γγγ(Ω, T)

=
1

Γ∗γγ(Ω, T)
+

1
Γmax

γγ (T)
. (5.3)

The low frequency part is written as Γ∗γγ(Ω, T) = c(T) + a(T)Ω2 with temperature
dependent parameters a(T) and b(T) [43], which has been a good methodology in
cuprates [40]. In the Ω → ∞ regime, the Mott-Ioffe-Regel (MIR) limit is applicable.
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This limit states, that a lower boundary exists for the mean free path of the electrons
within the crystallographic unit cell. The relaxation rates converge towards a maximum
rate Γmax

γγ .
The dynamic relaxation rate is obtained via inversion of Eq. 5.3

Γγγ(Ω, T) =
Γmax

γγ (T) · (c(T) + a(T) ·Ω2)

Γmax
γγ (T) + c(T) + a(T) ·Ω2 (5.4)

with which the empirical relaxation rates were fitted, as indicated by the black lines in
Fig. 5.4 and Fig. 5.5 (a) and (b). The static limit is derived from the dynamic relaxation
rates. This means:

Γ0(T) = Γ(Ω→ 0, T) = lim
Ω→0

Γmax
γγ (T) · (c(T) + a(T) ·Ω2)

Γmax
γγ (T) + c(T) + a(T) ·Ω2 =

Γmax
γγ (T) · c(T)

Γmax
γγ (T) + c(T)

(5.5)

The static limit of the relaxation rate also yields an expression for the temperature
dependent dc-resistivity ρ(T) of a metal1 [40]

Γ0(T) =
1

τ0(T)
= 1.08 · ρ(T) ·ω2

Pl (5.6)

with the material dependent plasma frequency ωPl.
The fit described by Eqn. 5.4 yields the dynamic relaxation rates depicted in Fig. 5.4
and Fig. 5.5 (a) and (b), and show good agreement with the experimental relaxation
rates for high energies. The static relaxation rates obeying the limit of Eqn. 5.5 can be
found in (c) and the region close to the magneto-structural phase transition in (d). If
one had considered the intersect of the B1g relaxation rate data rather than the static
limit of Eqn. 5.4, one would have obtained the same qualitative trend.

1Iron pnictides are quite metallic. More than the cuprates as they are ceramics.
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Figure 5.5.: Dynamic relaxation rates. (a) above Ts and (b) below Ts. The black lines
indicate the resulting fits from the parallel resistor model (PRM). In (c)
the direct comparison of the static relaxation rates from the A1g and B1g

spectra is shown along with the one’s from the p-h continua approximation
(orange) and the resistivity (black).(d) The region around Ts and TSDW is
rescaled and converted to mΩ cm.

The relaxation rates of the p-h continua are drawn as orange circles in Fig. 5.5
(c). They are fit parameters in Eqn. 5.7 and were chosen to reproduce the resistivity
(black curve). While the A1g static relaxation rates follow the general trend of the
transport measurement to 23.0 K the B1g static relaxation rates start to differ in the
range 170 K < Tf < 180 K. The deviation of the B1g rates increases towards Ts and
develops a minimum at Ts. Towards TSDW it increases with a discontinuity at the
magnetic transition. The onset of the fluctuations was determined to be in a window
around Tf = 175 K. With Tf being pinned down the fluctuation contribution can be
extracted.
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5.3.2. Aslamazov-Larkin �uctuations

As stated above the pile up of the B1g spectra towards Ts cannot be explained by
the temperature dependence of the p-h continuum. For the following analysis we
assume that the p-h continuum and the superposed intensity are additive. Then the
p-h continuum can be subtracted out.
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Figure 5.6.: Three Raman spectra in (a) in B1g symmetry with the corresponding p-h
fits above Ts. The yellow curves correspond to T = 200.0 K and are above
Tf. In (b) the temperature dependent p-h continua fits are depicted.

Illustrated in Fig. 5.6 (a) are three Raman spectra in comparison with the p-h
continuum fits for the corresponding temperatures. The fits obey [18]

χ′′cont(Ω, T) = [α1 + α2 · T]︸ ︷︷ ︸
low energy behaviour

· tanh
(

Ω
Γ̃0(T)

)
+ [β1 + β2 · T]︸ ︷︷ ︸

high energy behaviour

· Ω
Γ̃0(T)

(5.7)

with α1 = 0.3752, α2 = −0.0010 and β1 = 0.000452001, β2 = 0.0000012. The first bracket
attributes the linear behaviour in the low energy part of the spectra and the second
bracket the linear behaviour for higher energies. The fit parameter Γ̃0(T) is chosen
so that the inverse slope Γ0(T) of χ′′cont(Ω, T) reproduces the in-plane resistivity (see
orange circles in Fig. 5.6). The quality of the model can be checked for T > Tf where
satisfactory agreement between the static relaxation rates derived from the model, the
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data and the resistivity is achieved. Thus, it seems reasonable to substract the p-h
continua from the Raman spectra to extract the fluctuation contribution.
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Figure 5.7.: Bare fluctuation contribution of the spectra for (a) Tf > T > Ts and (b)
Ts > T > TSDW. The red lines describe the AL fit. The initial slopes of those
fits were extracted and plotted against the temperature in (c) (red squares).

This subtraction yields the bare fluctuation contribution to the spectra as depicted
in Fig. 5.7 (a) above the structural phase transition and (b) below Ts. For T > Ts

an increase of the fluctuation contribution is observed as one goes towards Ts with
the emergence of a hump at 175.0 K to a defined peak above Ts. As the Raman
response converges towards the p-h continua given by Eqn. 5.7 for higher energies, the
fluctuation response converges to zero.
Caprara et al. [42] showed that a contribution ∆χ′′γγ resulting from spin and/or charge
fluctuations can be described by

∆χ′′γγ = Λ2
γγ

∫ ∞

0
dz
[

b
(

z− Ω
2

)
− b

(
z +

Ω
2

)]
z+z−

z2
+ − z2

−
[F(z−)− F(z+)] (5.8)

in which b(z) represents the Bose distribution function, Λ2
γγ the symmetry coefficient
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(see Eqn. 5.11) and

F(z) =
1
z

[
arctan

(
Ω0

z

)
− arctan

(
m(T)

z

)]
(5.9)

with z± = [z±Ω/2][1 + (z±Ω/2)2/Ω2
0], the mass m(T) and Ω0 ∼ (100− 500) cm−1,

an ultraviolet cutoff. The mass is inversely proportional to the square of the length
scale ξ over which fluctuating order is established: m(T) ∝ 1/ξ2. The mass is plotted
against the temperature for TSDW < T < Tf in Fig. 5.8. It decreases as one approaches
Ts and stays constant in the nematic phase.
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Figure 5.8.: Temperature dependence of m(T). Upon lowering the temperature towards
Ts the mass decreases and is constant in the nematic phase, i. e. TSDW <

T < Ts.

The approach is based on the work of Aslamazov and Larkin who described con-
ductivity fluctuations, i. e. an increase of the conductivity, in superconductors setting
in above Tc [44]. Therefore, the fluctuations are referred to as Aslamazov-Larkin (AL)
fluctuations (see Feynman diagram in Fig. 5.9).
The red lines in Fig. 5.7 represent the approximation of the data on the basis of Eqn.
5.8. The agreement between fit and data as depicted in Fig. 5.7 (a) and (b) supports
the interpretation in terms of thermal fluctuations. The model presented in the next
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section shows, that the initial slopes of the AL fits are the proper parameter to describe
the fluctuations. These initial slopes are given by

R∂χ′′fluct(Ω, T)
∂Ω

|Ω→0=
Rχ′′fluct(Ω, T)

Ω
. (5.10)

The initial slopes are presented in Fig. 5.7 (c) and increase towards and develop a
maximum at Ts. They do not disappear entirely in the nematic phase. Instead, they
decrease continuously towards TSDW. The disappearance of the fluctuations at the
magnetic transition TSDW supports a scenario, in which spin fluctuations contribute
largely to the additional spectral weight in the temperature regime TSDW < T < Tf.

5.4. Discussion - AL selection rules and spin �uctuations

The extra contribution to the low-energy Raman response shall be discussed in this
section. A closer look is offered at the origin of this deviation and its behaviour close to
the magneto-structural transition.

γ γ

X

X

Γ

Γ

-q

q

X

Γ

Figure 5.9.: Feynman diagram of the AL fluctuation contribution to the Raman response.
The straight lines represent the usual electron propagators, the dashed lines
the bosonic propagators and the squares mean the Raman vertex γ(k).
Adapted from [12].

Up to now, it has been established, that spin and/or charge [45] fluctuations can
be hold accountable for the anomalous additional spectral weight in the low energy
Raman spectra below Tf and above Ts. Here, the low energy Raman spectra are well
described by Eqn. 5.8. Yet it is not clear which scenario is most appropriate, i. e. if
the fluctuation contribution originates from spin or charge fluctuations or a mixture
of both. Neither is clear, why the fluctuations appear only in the B1g symmetry. The
evaluation of the AL selection rules gives insight to these questions.
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For this, the exchange of two fluctuations q and −q is considered. They sum up to zero
and can be represented by the lowest order Feynman diagram in Fig. 5.9. The straight
lines are the electron propagators Gi(k, ω) (in accordance with the notation used in
[27]) and the bosonic propagator (dashed) reads

D(q, ωm) =
1

|ωm|+ ν|q− qc|+ m(T)
(5.11)

with the Matsubara frequencies ωm, a constant electronic energy scale ν and the
mass m(T). The wavevector qc of critical fluctuations is different for spin or charge
fluctuations. For SDW ordering the vector is qc = (π, 0), (0, π). One may as well set
qc = (π, 0) as all representations have the same pyhsical meaning here.
The fermionic loop (symmetry factor) resulting from the Green’s functions and the
Raman vertices γ(k) reads

Λγγ(q, Ωl, ωm) = CT ∑
n

∑
k

γ(k)G(k, εn + Ωl)G(k− q, εn −ωmG(k, εn). (5.12)

Setting q = qc gives the dominant contributions of the Feynman diagram as it max-
imises the propagator in Eqn. 5.11 for constant ωm.
The sum over k vectors includes a sum over all Raman vertices γ(k). This demands
γ(k) to not change signs between k and k + qc. In other words, contributions from
Fermi sheets connected by qc can be expected if the sign of γ(k) does not change.
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Figure 5.10.: AL selection rules in the BZ of the 1 Fe unit cell in iron arsenides. (a1)-(c1)
and (a2)-(c2) show the vertices derived from the first and second order
BZ harmonics in A1g, B1g and B2g symmetries with the sign of the Raman
vertex being positive (red) or negative (blue). The white arrow indicates
the critical vector qc which connects hole and electron pockets. (a3) to (c3)
depict the vertices derived from the effective-mass approximation. From
[46]. Adapted from [12].
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The AL selection rules are depicted in Fig. 5.10 with the ordering or nesting vector
qc = (π, 0) projected onto the BZ of the 1 Fe unit cell. The yellow ellipses are so
called hot spots at which the nesting conditions are locally improved. Perfect nesting is
achieved, when this vector maps one FS exactly onto another. (a1) and (a2), (b1) and
(b2) and (c1) and (c2) show the vertices derived from the first and second order A1g,
B1g and B2g BZ crystal harmonics. (a3) to (c3) show the vertices derived by the effecitve
mass approximation in a tight binding model [46].
In terms of Fig. 5.10 contributions from fluctuations arise, if qc connects Fermi sheets
with the same colour (i. e. with the same sign for γ). This is not the case for the second
order A1g BZ harmonics (cf. (a2)) and both, first and second order, B2g BZ harmonics (cf.
(c1) and (c2)). Contributions should be expected from the first order A1g BZ harmonics
and the first and second order B1g BZ harmonics. However, neither the A1g Raman
spectra nor the relaxation rates indicate an additional contribution due to fluctuations.
Taking into account the vertices derived from the effective mass approximation in (a3)
to (c3) explains the lack of a fluctuation contribution in the A1g symmetry:
The BZ of the 1 Fe unit cell is drawn along kx, ky and kz as black box [46]. Three hole
bands are visible at the centre and two electron bands at each face. The colours blue to
red quantify the intensity and the sign of the Raman vertex as indicated by the colour
scheme at the bottom of the figure. In (a3) the vertex in A1g is negative for the hole
pockets and positive for the electron pockets. In terms of BZ harmonics, the A1g vertex
has second order character in which the vertex changes its sign from one end of qc to
the other. This leads to cancellation of the fluctuation contribution.
In (b3) the vertex changes its character from first to second order and back to first
order B1g BZ harmonics. Neither order leads to cancellation effects and fluctuation
contributions can be expected under consideration of both, AL selection rules and
effective mass approximation.
The B2g vertex is of second order and here all BZ harmonics lead to cancellation effects.
Fluctuation contributions can not be expected.
The occurrence of the fluctuations solely in the B1g symmetry is consistent with the AL
selection rules with the critical vector qc = (π, 0) and the effective mass approximation.
This is a strong indication that spin fluctuations can be hold accountable for the pile-up
in the B1g spectra.
As illustrated in Fig. 5.7 (c) upon lowering temperature the initial slope diverges
towards Ts and decreases towards TSDW at which it finally disappears upon magnetic
ordering. Spin fluctuations along qc support an increase towards TSDW followed by a
sharp drop to zero as magnetic ordering is established (cf. Sec. 2.3).
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Figure 5.11.: Higher order AL diagrams considering interacting fluctuations. B̃αβ is the
sum over boxes Bαβ with the index α = X, Y the entering spin fluctuations
and β the type of exiting spin fluctuations. Adapted from [12].

On the basis of the AL Feynman diagram in Fig. 5.9, one can explain the increase of
the initial slopes towards Ts and the survival of the fluctuations in the nematic phase.
For this, interactions between more than two fluctuations are considered as depicted in
Fig. 5.11. The grey box stands for higher order fluctuation interactions.
This summation has a consequence for the Raman response function. Karahasanovic
et al. [47] proposed an expression for the Raman response function in the case of
interacting fluctuations for small frequencies Ω and an infinite sum over higher order
AL diagrams (represented by the grey box). The resummed Raman response function
is then given by

R̃(Ω) = R0(Ω) · (1 + gχel
nem(0)) (5.13)

with the noninteracting Raman response R0(Ω). Eqn. 5.13 states the proportionality
between the Raman response R̃(Ω) and the electronic nematic susceptibility χel

nem which
is expressed in terms of the magnetic susceptibility χmag(q):

χel
nem(0) =

∫
q χ2

mag(q)

1− g
∫

q χ2
mag(q)

. (5.14)

g is the nematic coupling constant. In Fig. 5.12 the BZ is depicted schematically along
with the round hole pockets at the Γ point and the elliptic electron pockets at the X
and Y points.
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Figure 5.12.: Round hole bands around the Γ point in grey and slightly elliptic electron
bands in black. The yellow ellipses denote hot spots at which the nesting
conditions are locally improved. These are connected by the vector qc.
From [12].

The yellow ellipses represent the hot spots occurring in Fig. 5.10. The nematic
coupling constant is dependent on the ellipticity α of these electron pockets with
g = α/T4. g has only a weak temperature dependence close to TSDW and one can set
g(T) = g(TSDW).
So far, the groundwork was laid to explain the behaviour of the initial slopes in the
tetragonal and nematic phase. In the following, it shall be shown how R̃(Ω) behaves
for T > Ts and in the nematic phase, i. e. in the regime Ts > T > TSDW. It will be seen,
that the following calculations reproduce qualitatively the behaviour depicted in Fig.
5.7 (c). Furthermore, the interpretation of the fluctuations in terms of the initial slopes
of the AL fits given by Eqn. 5.10 will be justified.

Nematic susceptibility for T > Ts

As R̃(Ω) ∝ χel
nem an expression for χel

nem which is dependent on the magnetic suscepti-
bility shall be derived for T > Ts .
Following the nomenclature in Sec. 2.3, χmag(q) means again the magnetic susceptibility.
This magnetic susceptibility can be written as

χmag(q) =
1

T − TSDW + (q− qc)2 =
1

r(T) + (q− qc)2 (5.15)

which diverges along the critical vector, i. e. for q = qc, at the magnetic transition
temperature TSDW. Integrating the expression in Eqn. 5.14 in two dimensions yields∫

q
χ2

mag(q) =
∫

q

1
(r(T) + (q− qc)2)2 =

∫ ∞

0
dx

1
(r(T) + x)2 =

1
r(T)

(5.16)
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5.4. Discussion - AL selection rules and spin fluctuations

with the substitution x = (q− qc)2. Eqn. 5.16 diverges at TSDW as well. Inserting this
result into Eqn. 5.14 gives:

χel
nem(0) =

1/r(T)
1− g · 1/r(T)

=
1

r(T)− g
=

1
T − (TSDW + g)

(5.17)

This expression for χel
nem diverges not at TSDW but at a temperature T∗ = TSDW + g =

TSDW + α/T4
SDW > TSDW. However, the initial slope peaks at Ts. This discrepancy can

be resolved by introducing a constant g′ which accounts for magneto-elastic coupling
and reads

g′ = g + (λ2
sl)/cs

0 (5.18)

with the magneto-elastic constant λsl and the bare elastic constant cs
0. Substituting this

expression in Eqn. 5.17 yields the nematic susceptibility for magneto-elastic coupling
[48]

χnem =
1

T − (TSDW + g′)
(5.19)

in which Ts is identified as Ts = TSDW + g′ = T∗ + λ2
sl/cs

0.

Nematic susceptibility for Ts > T > TSDW

One can find an expression for the free energy F(ϕ) depending on the nematic order
parameter ϕ as defined in Sec. 2.3. The free energy is then given in a Ginzburg-Landau
like form by [17]

F(ϕ) =
a(T)

2
ϕ2 +

b
4

ϕ4 − hϕ (5.20)

with the distance from the structural transition a(T) = T − Ts . h is the conjugate
field to the order parameter ϕ. The first two terms give the Mexican-hat potential for
a(T) < 0. Minimising the free energy in Eqn. 5.20 yields

a(T)ϕ + bϕ3 − h = 0. (5.21)

Derivation of Eqn. 5.21 with respect to h and noting that χnem = ∂ϕ/∂h|h=0 results in
an expression for the nematic susceptibility

χnem =
∂ϕ

∂h
|h=0=

1
a(T) + 3bϕ2 . (5.22)

The nematic susceptibility dependent on temperature is then found by eliminating the
order parameter ϕ. This can be achieved, as one considers the conjugate field h to be
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5.4. Discussion - AL selection rules and spin fluctuations

zero within the nematic phase and substitutes ϕ2 = −a(T)/b resulting from Eqn. 5.21.

χnem,orthorhombic = −
1

2a(T)
= − 1

2(T − Ts)
(5.23)

In the tetragonal phase, ϕ = 0 holds and the nematic susceptibility is given by

χnem,tetragonal =
1

a(T)
=

1
T − Ts

= −2χnem,orthorhombic (5.24)

which reproduces Eqn. 5.19.
The model is valid for small frequencies compared to the typical peak frequencies of
the fluctuations. As the imaginary part of the Raman response function is proportional
to the spin-nematic susceptibility, the initial slope of Rχ′′fluct is the proper parameter to
describe the fluctuations.

In conclusion, the additional spectral weight occurring in the B1g symmetry was
identified as a contribution due to fluctuations. These fluctuations were described
in terms of two critical fluctuations with opposite momenta ±qc. The occurrence
solely in B1g symmetry is consistent with the AL selection rules and the effective mass
approximation. The combination of both approaches - AL selection rules and effective
mass approximation - explained the lack of a fluctuation contribution in A1g and B2g

symmetries. This pins down the ordering vector to be of the form of the SDW ordering
vector qc = (π, 0) as it connects Fermi sheets with the same sign of the form factor
in the B1g symmetry. Spin fluctuations were shown to be the driving force behind
the magneto-structural phase transition in Ba(Fe0.949Co0.051)2As2. The orthorhombic
distortion at Ts is a manifestation of the symmetry breaking nematic ordering. The
theoretical description given above in which a magneto-elastic coupling was introduced
reproduced qualitatively the data in Fig. 5.7 (c). The picture of spin-driven nematicity
is consistent with the approach of Fernandes et al. [17]. Fig. 5.13 shows the results
of the Ba(Fe0.949Co0.051)2As2 along with the results of an undoped BaFe2As2 sample
and Ba(Fe0.975Co0.025)2As2 in grey which were adapted from [18]. The nematic phase is
shown in magenta and the boundary of the superconducting dome is defined by the
results shown as blue squares [49].
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5.4. Discussion - AL selection rules and spin fluctuations

Figure 5.13.: Phase diagram of Ba(Fe1-xCox)2As2. The nematic phase is depicted as
magenta stripe. The blue squares indicate the boundaries of the supercon-
ducting dome as derived from [49]. Grey diamonds indicate the results
from BaFe2As2 and Ba(Fe0.975Co0.025)2As2 which were adapted from [12]
and Ba(Fe0.949Co0.051)2As2 the data obtained during this thesis. The grey
field shows the temperature region at which the fluctuations set in. The
field from green to red quantifies the magnitude of the initial slope as
given by the scale in the region Tf > T > TSDW. From [18].

As for the underdoped part of the phase diagram, the spin-nematic susceptibility
increases rapidly close to the structural transition (see [12] for details). Yet the fluc-
tuations increase strongly as one moves further towards the optimally doped region.
It has to be pointed out that the theoretical description in the Ba(Fe0.949Co0.051)2As2

does not entirely describe the behaviour of the spin-nematic susceptibility. It does
not obey a Curie-Weiss-like law |T − Ts|−1 as strictly as it does in the BaFe2As2 and
Ba(Fe0.975Co0.025)2As2 [18]. This indicates that spin fluctuations might not paint the
entire picture as one approaches the quantum critical point.
Indications of fluctuations have been found for three doping concentrations x > 0.051
in earlier studies as well (see light grey boxes). Completing the phase diagram in the
temperature regions closer to Tc for doping levels x > 0.051 may extend our current
understanding of superconductivity for the iron based compounds.
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6. Collective mode and intra band

coupling in Ba0.3K0.7Fe2As2

The hole doped side of the phase diagram is similar to the electron doped side. Both
have in common the existence of an SDW phase and the emergence of superconductivity.
This chapter summarises the results of a study of Ba0.3K0.7Fe2As2. This sample is of
interest as a generic change in the Raman spectra from x = 0.48 to x = 0.62 has been
observed [50]. Also, a Lifshitz transition of the electron bands at the X and Y points
has been discussed for doping levels x > 0.8 [20].
In Sec. 6.1 the determination of Tc is presented. This is followed by an illustration of
the Raman data in Sec. 6.2 which underwent an analysis that can be found in Sec. 6.3.
In Sec. 6.4 the results of the Raman data in Ba0.3K0.7Fe2As2 are compared to results
from data obtained earlier [23, 50, 12]

6.1. Determination of T c

The result of the Tc measurement for the Ba0.3K0.7Fe2As2 is presented in Fig. 6.1. As
explained in Sec. 4.2 the third harmonic of the magnetic susceptibility χ(3 f ) was
measured as a function of temperature with the sample exposed to an ac magnetic field
of frequency f .



6.1. Determination of Tc
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Figure 6.1.: Tc measurement of Ba0.3K0.7Fe2As2. The absolute squares of the third
harmonic |χ(3 f )|2 as a function f temperature for the warm-up in red and
for the cool-down in blue are presented. The right flanks of the signals were
linearly extrapolated towards |χ(3 f )|2 = 0 (black lines) for both warm-up
and cool-down.

The sample is firstly cooled well below Tc and then heated up again. Two sets
of curves are obtained, which show an offset in temperature of about 2 K due to
a finite heating/cooling rate. The finite rate results from a temperature gradient
between the Pt resistor which measures the temperature and the sample. The linear
trend of the maximum is extrapolated to zero. This yields two different temperatures
Twu and Tcd for the warm-up (wu) and the cool-down (cd) procedure. The average
Tc = 1/2(Twu + Tcd) is taken as we obtained similar heating/cooling rates. In the case
of the Ba0.3K0.7Fe2As2 the extrapolations indicated by the black lines and their average
yield Tc = 21.8 K. Raman spectra were obtained in the superconducting state, i. e. for
temperatures T < Tc and the normal state, i. e. T > Tc.
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6.2. Experimental results of Ba0.3K0.7Fe2As2

6.2. Experimental results of Ba0.3K0.7Fe2As2

Figure 6.2 (a) shows the experimental results of the Raman study on Ba0.3K0.7Fe2As2 in
B1g symmetry for temperatures below Tc. Along with these, one spectrum in the normal
state is depicted in grey. The normal state shows no significant features and depends
linearly on energy above 20 cm -1. In comparison to that, the lowest temperature of the
superconducting spectra at 8.0 K shows the opening of the superconducting gap for
Ω < 30 cm -1. Two distinct features at 47 cm -1 and 55 cm -1 are present. Both features
soften and damp as the temperature increases towards Tc. The second feature stays
more prominent up to 14.0 K. At 16.0 K only the second features survives along with
the suppression of spectral weight below 30 cm−1. The superconducting and the normal
state spectra converge around 70 cm -1. This is consistent for all symmetries. The low
energy response behaves linearly. In (b) the B2g spectra show a small difference between
superconducting and normal state. The prominent peak at 125 cm -1 in the B2g and
A1g symmetry is the Eg phonon [51] which is not influenced by the superconducting
transition. In (c) the A1g symmetry shows a peak at 54 cm -1. The spectrum lacks the
appearance of the smaller feature at 47 cm -1. The A2g spectrum in (d) is almost zero
and is not discussed any further.
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Figure 6.2.: Raman spectra for the Ba0.3K0.7Fe2As2 for various temperatures in the
superconducting state with the temperatures as indicated along with one
spectrum in the normal state in grey. (a) The B1g spectra are shifted in
y-direction for reasons of clarity in steps of 0.1. The dashed line in the 8.0
K spectrum represents exemplarily the linear response . (b) B2g specta in
the normal and the superconducting state with the Eg phonon at 125 cm -1.
(c) A1g spectra with the Eg phonon at 125 cm -1 and a prominent peak at
approximately 54 cm -1 in the superconducting state. (d) A2g spectra which
are zero for both the superconducting and the normal state.
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6.3. Analysis

6.3. Analysis

The B1g spectra were subtracted with a linear background as indicated for the 8.0 K spec-
trum in Fig. 6.2 (a). The triangular symbol means the onset of the first feature, whereas
the rectangular symbol marks the maximum of the second feature. In (b) both are
shown along with the evolution of the BCS gap as a function of normalized temperature.

0 2 0 4 0 6 0 8 0
0 . 0

0 . 2

0 . 4

0 . 0 0 . 5 1 . 0 0 . 0

0 . 5

1 . 0
( a )

1 6  K

1 4  K

1 2  K

1 0  K

8  K

∆R
χ''(

Ω
,T)

 (c
ou

nts
 m

W -1
 s-1 )

R a m a n  S h i f t  Ω  ( c m - 1 )

B 1 g

( b )

Ω
i(T

)/Ω
0 i

T / T c

 B C S  g a p
 o n s e t
 g a p  m a x i m u m

B a 0 . 3 K 0 . 7 0 F e 2 A s 2
T c  =  2 1 . 8  K

Figure 6.3.: (a) Subtracted Raman spectra for T < Tc. The triangular symbol means the
onset of the first feature and the rectangular symbol marks the maximum
of the second feature. (b) Features in the subtracted spectra along with the
temperature evolution of the BCS gap.

This treatment of the data reveals a few details about the two features in B1g symmetry.
The onset survives up to 16.0 K whereas the smaller feature softens. One might argue,
that the smaller feature might still be at the indicated position as the onset is still
pronounced at approximately 22 cm -1 at least for the 14.0 K spectrum. Nevertheless
the behaviour of the smaller feature is consistent with the BCS temperature dependence
of the gap for the other temperatures. The smaller feature does also not occur in A1g

symmetry which might indicate, that it is a BS mode. This will be discussed in the next
section.
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6.4. Discussion

The second feature obeys the BCS gap evolution as well. As it appears in both A1g and
B1g spectra, it is considered to be a pair breaking peak. From Fig. 6.5 (b) one finds the
coupling to be weak (∼ 3 kBTc).

6.4. Discussion

Fig. 6.4 (a) depicts the BZ of the 1Fe unit cell as already presented in Sec. 2.4 with the
interaction in the dominant s-channel and the subdominant d-channel shown in green
and blue. In (b) a Cooper pair forms within the lengthscale of the coherence length ξ

along with the opening of the superconducting gap 2∆.

2

(a) (b)

µ
Vs

ξ

Eb

hω

2∆
Ι ΙΙΙΙΙ

Vd

Vs

Vd

Γ

M

X

Y

Figure 6.4.: Excitation of a Bardasis-Schrieffer mode. (a) BZ of the 1Fe unit cell in
superconducting Ba1-xKxFe2As2 with round hole pockets at the Γ point
and elliptical electron pockets at the X and Y point. Vs and Vd mean the
interaction potential for s wave and d wave coupling. (b) The gap between
these bands is 2∆. The dashed line indicates the chemical potential µ. The
energy scale on the left shows the mode resulting from the BS excitation
(blue). Its energy is reduced by Eb with respect to the gap energy 2∆
depicted as black edge. From [52].

The pair can be broken up by a photon having the energy 2∆ as indicated by scenario
I in the figure. This generates a response similar to the black curve at the very right of
(b) with the pair breaking peak at 2∆. The Cooper pair splits up (II). Electrons which
stay in a region comparable to the coherence length ξ can recombine to a bound state
with energy Eb. This happens due to the existence of the subdominant pairing potential
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6.4. Discussion

Vd (blue) as illustrated in III. A relation between Vd and Eb is given by [46]

Eb

2∆
≈
(

Vd

Vs

)2

. (6.1)

The emergent mode in the Raman spectrum is called a Bardasis-Schrieffer (BS) mode,
the occurrence of which was predicted for the B1g symmetry in iron pnictides [25].
The BS mode was much stronger observed at other doping levels as indicated in Fig.
6.5. In the following the results of the Ba0.3K0.7Fe2As2 are compared with the results
found earlier for other doping concentrations [12, 46, 50].
In (a) the B1g difference spectrum ∆Rχ′′(Ω, T) of the Ba0.3K0.7Fe2As2 is shown along
with difference spectra of samples with doping levels reaching from x = 0.35 to x = 0.62.
Difference spectra means here ∆Rχ′′(Ω, T) = Rχ′′(Ω, T << Tc)− Rχ′′(Ω, T > Tc). The
arrows indicate the pair breaking peak from s-wave coupling (green), the BS mode
resulting from the pairing potential Vd (blue) and the gap on the outer hole band (dark
blue). The peak of the outer hole band shifts to lower energies as doping increases and
vanishes for the two doping levels x ≥ 0.62. The spectral weight of the BS mode results
from the Bardasis-Schrieffer mechanism described above [46]. The BS mode occurs
firstly for x = 0.35 and shifts towards lower energies upon increased doping. Between
x = 0.48 and x = 0.62 another peak evolves at the position indicated by the asterisk and
survives further doping towards x = 0.7. Fig. 6.5 (b) illustrates the similarities between
the Ba0.38K0.62Fe2As2 and Ba0.3K0.7Fe2As2 spectra in B1g, B2g and A1g symmetries. The
peaks at ∼ 3 kBTc most likely correspond to the BS mode already found for doping
levels 0.35 < x ≤ 0.48 for both, Ba0.38K0.62Fe2As2 and Ba0.3K0.7Fe2As2 as they occur only
in B1g symmetry. But compared to the samples of lower doping the mode weakens con-
siderably which hints towards a decay of the inter band scattering from the Vd coupling.
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Figure 6.5.: Ba0.3K0.7Fe2As2 data in comparison with Ba1-xKxFe2As2 samples of indi-
cated doping x. (a) Difference spectra ∆Rχ′′(Ω, x) in B1g symmetry nor-
malised to their respective Tc. The spectra are shifted for reasons of clarity
and the dashed lines represent zero. Green arrows indicate the pair break-
ing peaks. Blue arrows show the position of the BS mode. Dark blue arrows
represent the gap on the outer hole band. The asterisks indicate features
the origin of which has not been clarified. The Ba0.3K0.7Fe2As2 spectra was
multiplied by a factor of 2. (b1-b3) Difference spectra ∆Rχ′′(Ω, x) of the
Ba0.3K0.7Fe2As2 and Ba0.38K0.62Fe2As2 for indicated symmetries. Spectra of
x = 0.35 to x = 0.62 from [50, 12, 23].

The coupling strength of Vd is also proportional to the amount of spectral weight
shifted from the superconducting peak into the BS mode. This would be consistent with
ARPES results which suggest the electron bands at the X and Y points to vanish towards
a doping concentration of x = 0.8 [20]. This scenario is supported by a weakening
of the pair breaking peak at 6− 7 kBTc resulting from the s-coupling. Shrinking of
the electron pockets could worsen the inter band nesting necessary for the arising of
superconductivity through the s-channel and yield the weakening of the pair breaking
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6.4. Discussion

peak in the difference spectra. Additionally, the evolution of a linear response in the low
energy spectrum points towards the existence of a nodal gap. The existence of nodes
on the gap yield scattering processes below the energy of 2∆ and thus a non-vanishing
response in the Raman spectrum. This is in contrast to the rather isotropic gaps of the
optimally doped samples.
The peak designated by the asterisk appears in B1g and A1g symmetry. Its occurrence in
the difference spectra of the Ba0.38K0.62Fe2As2 coincides with the vanishing of the gap
from the outer hole band going from x = 0.48 to x = 0.62 (cf. 6.5 (a)). The peak could
be the result of weak coupling intra band scattering from this outer hole band. In this
scenario, the outer hole band would conserve superconductivity and carry it towards
x = 1. This picture would be consistent with the occurrence of superconductivity in
KFe2As2 with Tc ∼ 4 K.
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7. Summary

In the course of this thesis, Raman data were obtained and analysed of the electron
doped Ba(Fe0.949Co0.051)2As2 and the hole doped Ba0.3K0.7Fe2As2 at different tempera-
tures.
While both samples exhibit superconductivity, the focus in the Ba(Fe0.949Co0.051)2As2

was placed on the structural and the magnetic transitions at Ts = 60.9 K and TSDW =

50.0 K, respectively. Particularly, the region close to Ts and TSDW was of special interest
because of the strong response from spin fluctuations. In order to extract the bare
fluctuation contribution to the overall Raman response, it was necessary to pin down
the onset temperature Tf, which was done by comparison of the Raman relaxation rates
with transport measurements. The temperature dependent particle-hole continua were
approximated with a model and subsequently subtracted from the Raman response
yielding the bare fluctuation contribution. The response was described in terms of an
exchange of two critical fluctuations with finite opposite momenta ±qc, as first studied
theoretically by Aslamazov and Larkin. The Aslamazov-Larkin treatment entails selec-
tion rules which require the Raman vertex to have the same sign on both ends of the
critical vector qc for the response to be finite. Otherwise these contributions cancel out.
Under consideration of these selection rules the ordering vector for the contributions
was determined to be (π, 0) which is the SDW ordering vector. As the fluctuations
survive the structural transition and only vanish upon magnetic ordering, a connection
between magnetic ordering and nematic fluctuations can be drawn. While the theoreti-
cal framework of Karahasanovic et al. [47] accounts for the Curie-Weiss-like behaviour
of the fluctuations in BaFe2As2 and Ba(Fe0.975Co0.025)2As2, this was not verified for the
Ba(Fe0.949Co0.051)2As2. The Raman susceptibility R̃(Ω) was found to be proportional to
the electronic contribution of the nematic susceptibility yielding a maximum at Ts, but
it does not strictly obey R̃(Ω) ∝ |T − T∗|−1. The initial slope peaks at a higher value
and could indicate, that the fluctuations are stronger in Ba(Fe0.949Co0.051)2As2. This
could point toward an additional contributions to the fluctuations resulting from the
superconducting ground state. Nevertheless, spin-fluctuations were able to be pinned
down as the underlying cause for structural and magnetic phase transition and the



appearance of the nematic phase in Ba(Fe0.949Co0.051)2As2. Further clarification can be
expected if higher doping levels are studied, particularly with optimally doped and
over doped samples in which the magnetic and structural transitions are not present.
In the light of inter band spin fluctuations we studied the hole-doped compound
Ba0.3K0.7Fe2As2. This sample is especially interesting as the electron bands are expected
to vanish at a doping concentration of x = 0.8 [20] and possible spin fluctuation have
not been detected. A symmetry and temperature study was conducted to analyse
superconductivity induced features. A comparison with samples around optimal
doping showed a decay of the typical coupling strength from intermediate coupling
(2∆/kBTc ∼ 7) to weak coupling (2∆/kBTc ∼ 3) which suggests a generic change in the
superconducting gap structure. The evolution of a linear response in B1g symmetry
for small energies but several temperatures supports this assumption as it indicates
the existence of a nodal gap in contrast to the optimally doped samples showing very
isotropic gaps. But there are also similarities with samples of lower doping. A narrow
mode was identified with a BS mode as present in various lower doping. However
a considerable weakening of this mode hints to a decay of inter band scattering in
proximity of the transition at a doping of x = 0.8. It was thus suggested that the
most prominent superconducting feature could emerge from weak coupling intra band
scattering at the extended hole bands which could carry superconductivity towards the
KFe2As2 compound with x = 1.
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A. Control box Raman Lab I

The figures below show schematics of the new control box in the Raman Lab I. The
circuit diagram shows the wiring within the box explicitly. MM1 and MM2 mean
the two 10x2 clamps (2 card slots with 10 channels each of which with two contacts
High-Low H-L) in the new Digital Multi Meter (DMM). The control box connects the
DMM with the interior of the cryostat.
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