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Abstract

The rapidly growing field of quantum communication relies on the laws of quantum

physics to optimize efficiency and security of information exchange between different

communication parties. Quantum networks have the potential to lift our communication

abilities to completely new levels. This conclusion has inspired the Nobel Committee

to honor pioneering research in this field with the physics prize in 2022. Of obvious

relevance to a realization of quantum networks are the aspects of scaling the number of

communication parties and the communication distance. Consequently, these two issues

are considered key to a quantum-secured transfer of classical information, as it is done

in quantum key distribution. Here, optical frequencies have a longstanding tradition

because their properties favor exactly these two key aspects. In a scenario, where quantum

states should be exchanged between two parties, however, there are important material

platforms working in the microwave domain. Key examples are spins in solid state

systems and, most noteworthy, the heavily industrially developed quantum computing

platform of superconducting circuits. Unfortunately, the necessary near-unity conversion

efficiency for quantum states from microwave to optics and back faces, despite heavy

research efforts, still major material challenges and a realization within the next years

would require unpredictable breakthroughs. The obvious alternative is conversion-free

microwave quantum communication. In this field, tremendous experimental progress has

been made over the last decade. One major challenge is that even quantum local area

network (QLAN) settings will require a cryogenic environment over meter-scale distances.

Hence, setting up and such a QLAN demonstrator and performing a benchmark quantum

communication protocol with it is the main objective of this thesis.

Specifically, we investigate quantum communication with propagating microwave states.

The main building block for our protocols is provided by entangled two-mode squeezed

(TMS) states. We generate these states with Josephson parametric amplifiers (JPAs).

These nonlinear superconducting circuits can also be used as measurement devices. To

this end, we experimentally and theoretically study the quantum efficiency of our JPAs.

In addition, we investigate quantum correlations, shared between both modes of our TMS

states, with respect to information flow towards environment. The main novelty of this

thesis consists of two experimental results. First, we demonstrate the successful experi-

mental realization of continuous-variable quantum teleportation of coherent microwave

states. Quantum teleportation stands out as one of the most fundamental and, simulta-

neously, most famous quantum communication protocols. In this protocol, we employ

shared quantum correlations and a classical communication channel for disembodied and

unconditionally secure transfer of unknown quantum states. We perform a systematic
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analysis of the resulting teleportation fidelity as a function of experimental parameters.

We demonstrate security of the protocol by exceeding the asymptotic no-cloning limit for

fidelity of teleported coherent states. Second, we design, build, and optimize a cryogenic

microwave link operating at millikelvin temperatures with which we connect two dilution

cryostats located in remote laboratories. The cryogenic link contains superconducting

coaxial transmission lines which form an inter-lab microwave quantum channel. Finally, we

combine our two main results to demonstrate microwave quantum teleportation between

two remote laboratories and show that our protocol provides a quantum advantage in

terms of teleported states fidelity and feedforward channel security towards eavesdropping.



Kurzzusammenfassung

In dem sich in enormem Tempo entwickelnden Gebiet der Quantenkommunikation machen

wir uns die Gesetze der Quantenphysik zunutze, um den Informationsaustausch zwischen

den verschiedenen Kommunikationsteilnehmern im Hinblick auf Effizienz und Sicherheit

zu optimieren. Quantennetzwerke bergen hierbei ein enormes Potential, um Kommunika-

tionskapazitäten auf eine höhere Ebene zu bringen. Unter anderem hat diese Tatsache

das Nobelpreiskomitee dazu bewegt, die wegbereitende Forschung auf diesem Gebiet mit

dem Physik-Nobelpreis 2022 auszuzeichnen. Sowohl bezüglich Vergrößerung der Kommu-

nikationsteilnehmerzahl, als auch der Übertragungsweglänge, ist die Verwirklichung von

leistungsfähigen Quantennetzwerken von äußerster Dringlichkeit. Infolgedessen stellen

diese beiden Aspekte zentrale Elemente für quantengeschützte Übertragung klassischer

Information dar, beispielsweise im Rahmen des Quantenschlüsselaustauschs. Üblicherweise

wird insbesondere die letztgenannte Anwendung im optischen Frequenzspektrum verwirk-

licht, da optische Quantennetzwerke den beiden oben genannten Ansprüchen genügen.

Nichtsdestotrotz existieren Fälle, in denen Quantenzustände auf Materialplattformen,

die im Mikrowellenbereich arbeiten, übertragen werden müssen. Relevante Beispiele sind

Festkörperspins, und, am bemerkenswertesten, industriell entwickelte Quantenrechner,

basierend auf supraleitenden Schaltkreisen. Um jedoch materialtechnisch in den kommen-

den Jahren die notwendige annähernd perfekte und reversible Frequenzkonvertierung von

Quantenzuständen im Mikrowellenregime in den optischen Frequenzbereich zu realisieren,

müssten trotz aktiver und umfassender Forschung unvorhersehbare Durchbrüche erfolgen.

Der offensichtliche alternative Ansatz ist die konversionsfreie Mikrowellenkommunikation.

In diesem Forschungsfeld gab es über das vergangene Jahrzehnt enorme experimentelle

Fortschritte. Eine wesentliche Herausforderung ist hierbei die Tatsache, dass für Mikro-

wellen selbst ein lokales Quantennetzwerk (QLAN) im Meterbereich in eine kryogene

Umgebung einebettet werden muss. Aufgrund dieser Tatsache stellt die Realisierung eines

Mikrowellen QLAN-Demonstrators sowie dessen Nutzung zur erfolgreichen Durchführung

eines Referenzquantenkommunikationsprotokolls das Hauptziel dieser Doktorarbeit dar.

Im Rahmen dieser Doktorabeit untersuchen wir die Quantenkommunikation mit pro-

pagierenden Mikrowellenzuständen. Der grundlegende Baustein unserer Protokolle ist

hierbei der verschränkte zwei-Moden gequetschte (TMS) Zustand. Wir erzeugen diese

Zustände mittels parametrischer Josephson-Verstärker (JPAs). Zudem verwenden wir diese

nichtlinearen supraleitenden Schaltkreise als analoge Messgeräte. Wir untersuchen die

Quanteneffizienz unserer JPAs, sowohl experimentell als auch theoretisch. Zudem betrach-

ten wir die zwischen beiden TMS-Moden vorherrschenden Quantenkorrelationen im Bezug

auf den Informationsfluss zur Umgebung. Die zentrale wissenschaftliche Neuheit innerhalb
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dieser Doktorarbeit setzt sich aus zwei experimentellen Resultaten zusammen. Unser erstes

Hauptergebnis ist die erfolgreiche experimentelle Umsetzung der Quantenteleportation

von Quantenmikrowellenzuständen der kontinuierlichen-Variablen. Quantenteleportation

sticht als eines der grundlegendsten und zugleich berühmtesten Quantenkommunikati-

onsprotokolle hervor. In diesem Protokoll verwenden wir verteilte Quantenkorrelationen

sowie einen klassischen Kommunikationskanal für die bedingungslos sichere Übertragung

unbekannter Quantenzustände. Wir führen eine systematische Analyse der sich ergebenden

Teleportationsgüte als Funktion der experimentellen Parameter durch. Zudem zeigen wir

die Sicherheit des Protokolls auf, indem wir die asymptotische No-Cloning-Grenze für

kohärente Zustände überschreiten. Unser zweites Hauptergebnis stellt die Realisierung

eines kryogenen Links dar, welcher im Millikelvinbereich betrieben wird. Hierfür verbinden

wir zwei Mischungskryostaten, die in zwei voneinander getrennten Laboren aufgestellt

sind. Im Inneren des kryogenen Links befindet sich eine supraleitende Koaxialleitung,

welche als Hardwareplattform für die Realisierung eines laborübergreifenden Mikrowel-

lenquantenkanals fungiert. Schlussendlich verbinden wir unsere beiden Hauptergebnisse,

um Mikrowellenquantenteleportation zwischen zwei getrennten Laboren zu demonstrieren.

Zudem zeigen wir, dass unser Protokoll einen Quantenvorteil sowohl hinsichtlich Güte, als

auch Sicherheit bietet.
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Chapter 1

Introduction

Since the beginning of its development in the early 20th century, quantum mechanics has

proven to be one of the most successful physical theories [1–3]. Among the most impressive

results of quantum physics are the emerging paradoxes in case we combine a quantum

description of nature with the classical concept of locality [4, 5]. A remarkable consequence

of quantum theory is the effect of quantum entanglement, which implies that correlated

quantum systems, under certain conditions, can be fully described only as one combined

entity [6, 7]. Notably, key experimental demonstrations of nonlocality and the usefulness

of quantum entanglement have recently been awarded with the Nobel Prize in physics

[8–10]. Apart from numerous fundamental effects [11–14], quantum physics has caught

significant level of interest with respect to practical applications in information science

over the previous years [15–19]. This stems from the fact that quantum properties such

as quantum superposition or quantum entanglement provide additional useful and unique

properties for information processing purposes [20]. Consequently, the laws of quantum

physics enable improvements of efficiency and security of classical protocols and allow

to solve tasks for which a reasonable implementation is impossible on classical machines

[21–24]. Such quantum information processing (QIP) tasks can be implemented on various

hardware platforms such as trapped ions [25], polarized photons [26], quantum dots [27],

nuclear spins [28], or nitrogen-vacancy centers [29], among others. In this thesis, we

focus on QIP based on superconducting quantum circuits employing Josephson junctions

[30–35]. In these circuits, we can reach a favorable compromise between the strength

of the light-matter interaction and the system nonlinearity by means of engineering

[36, 37]. In many other approaches involving natural atomic systems, the nonlinearity is

predetermined by nature and cannot be significantly changed [38]. During the time at

which we have developed our results, superconducting quantum technology had made

a major breakthrough by demonstrating quantum supremacy [39], as well as successful

quantum error correction [40, 41]. These results are widely expected to be the kickoff into

a soon-to-arrive era of practically useful noisy intermediate-scale quantum devices [42].

In QIP, there are two fundamental approaches. In the first approach, one employs

systems with a discrete-variable (DV) spectrum of eigenstates, described within a finite

Hilbert space [15]. The simplest DV system is realized by a quantum bit (qubit) [43]. Such

1
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a digital approach is conventionally desired in many quantum computing applications

as well as in quantum simulation, e.g., of protein molecules [44–46]. In the second

approach, one uses quantum systems with a continuous spectrum of eigenstates [47].

Such a continuous-variable (CV) system is naturally realized by a quantum harmonic

oscillator or propagating electromagnetic fields [48]. In CV systems, one can employ the

quantized electromagnetic field quadratures for QIP purposes [49]. Furthermore, CV

quantum states are particularly useful for transmitting quantum information between

different parties and are important candidates for distributed quantum computing and

quantum communication platforms.

The goal of quantum communication is the exploitation of quantum resources to

realize efficient and secure communication channels which can eventually be connected

to form quantum networks [50–57]. Precisely the second aspect of the aforementioned

2022 Nobel prize, the usefulness of quantum entanglement, has been awarded for the

experimental demonstration of quantum teleportation in the late 1990s [8, 9]. Ever

since, teleportation is one of the most fundamental quantum communication protocols

and quantum communication with CV states is a vivid field with pioneering theoretical

[47, 58–60] and experimental work. The latter features the implementation of quantum

key distribution [61, 62], dense coding [59, 63], analog quantum computing [64], remote-

state preparation (RSP) [65, 66], and coherent state quantum teleportation, a milestone

experiment, conducted by Furusawa et al. in 1998 [67].

All experiments quoted above were investigated at optical frequencies. However, if

one aims to combine the CV quantum communication with superconducting quantum

processors operating at microwave frequencies [68], the enormous energy mismatch of

five orders of magnitude must be overcome. The comparably low energy scale of the

superconducting systems is defined by the energy gap of the superconductor and cannot

be adapted easily. Furthermore, microwave frequencies imply that experiments need

to be performed at temperatures T ≪ 100 mK [69], a practical engineering challenge.

This energy mismatch between microwave and optics requires cumbersome frequency

conversion techniques which tend to destroy the valuabe quantum coherence. The

conversion is often realized via an intermediate nanomechanical mode [70]. The related

material problems to date result in typical bidirectional quantum conversion efficiencies

on the order of 10−5 on the single-photon level [71, 72] which is far away from being

sufficient for any practical applications in QIP protocols. Hence, we follow a different

approach and implement CV quantum communication directly with superconducting

circuits in the microwave regime. Resulting from the cryogenic expertise gathered over

decades, Walther-Meißner-Institut (WMI) has taken a pioneering role in the field of

quantum communication with propagating microwaves. Here, significant milestones include

development of the photon number calibration technique, based on Planck spectroscopy

[73], realization of advanced signal reconstruction techniques which enable microwave

Wigner tomography [74], implementation of microwave squeezing [75] and displacement
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operations [76], demonstration of microwave path entanglement [77], as well as realization

of remote-state preparation as a first advanced quantum communication experiment with

propagating microwaves [66].

In this work, we demonstrate the first experimental realization of deterministic CV

quantum teleportation with propagating microwave states [78]. The main building block

of our experiments is the Josephson parametric amplifier (JPA) [79–81]. Such JPAs are

widely known as quantum-limited amplifiers employed for single-shot dispersive qubit

readout [82]. Here, we employ them for generation of entangled two-mode squeezed (TMS)

states [83]. We implement our quantum teleportation experiment in a fully analog way

[84]. In our experiment, we realize an analog Bell measurement in phase-space with

two JPAs generating a classical analog feedforward signal. The performance of the Bell

measurements crucially depends on quantum efficiency of our JPAs. Consequently, we

perform a systematic study of the JPAs’ quantum efficiency [85]. In addition, we investigate

effects of noise on quantum correlations within our TMS resource states [86]. We put a

special focus on quantum discord, which plays a fundamental role in concepts such as

quantum Darwinism [87], and, furthermore, is a practically useful quantity to describe

information flow and correlation consumption in quantum communication protocols [88].

Finally, we implement a cryogenic hardware platform for inter-lab microwave quantum

communication experiments at WMI [89], which we later employ for successful realization

of microwave quantum teleportation between two separate laboratories.

This thesis is structured as follows. In chapter 2, we review the fundamental theory of

JPAs as well as Gaussian quantum optics. In addition, we provide a description of analog

CV quantum teleportation and related quantum communication protocols. We introduce

criteria which quantify quantum advantage, as well as unconditional security. In the

following chapter 3, we describe the relevant experimental techniques with respect to the

cryogenic setup, JPA samples, and standard characterization and calibration measurements.

We describe our Wigner tomography setup, which is based on a field-programmable gate

array. In chapter 4, we present measurement results on the quantum efficiency of our

JPAs. We demonstrate that we can exceed the standard quantum limit for sufficiently

broadband input signals even in the phase-insensitive case, as predicted by theory. In

addition, we investigate how one can improve quantum efficiency by chaining multiple

JPAs. Next, in chapter 5, we employ the concept of quantum discord to investigate

information flow between a noisy TMS state and environment. In chapter 6, we present

our results for coherent state quantum teleportation and investigate the protocol with

respect to security and communication bit rate. In addition, we interpret analog CV

quantum teleportation as an error correction scheme for certain Gaussian imperfections

in the feedforward channel. In chapter 7, we describe the cryogenic millikelvin link which

connects two dilution refrigerators. These two cryostats are located in separate laboratories

at a distance of 6.6 m. The cryogenic link contains three superconducting transmission

lines, making the link act as a microwave quantum local area network (QLAN) cable.
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We describe the design, assembly, and operation of the cryolink system. Finally, in

chapter 8, we present results on quantum communication experiments using the QLAN

cable. We demonstrate entanglement distribution between the distant fridges and verify

the fluctuation-dissipation theorem. Finally, we perform inter-lab microwave quantum

teleportation and interpret our results within a practical security analysis. In chapter 9, we

provide a summary of our results as well as an outlook on microwave quantum teleportation

via a room temperature or open-air feedforward channel.



Chapter 2

Superconducting circuits and

propagating quantum microwaves

In this chapter, we introduce a theory related to the experiments conducted throughout

this work. Section 2.1 is dedicated to JPAs which form the fundamental hardware platform

for our experiments. The following Sec. 2.2 introduces Gaussian quantum optics. Based

on this framework, we discuss continuous variable (CV) quantum communication with

special focus on Gaussian quantum teleportation. Considering that we implement all our

experiments in the microwave regime, we find that we can significantly reduce technological

effort if we implement the protocol by solely employing analog signals. We focus on an

analog formulation in Sec. 2.3, with a special emphasis on implementation of the Bell

measurements.

2.1 Josephson parametric amplifier

In this section, we formulate the general theory of linear quantum amplifiers. In Sec. 2.1.1,

we introduce the JPA as a superconducting circuit and provide its quantum description.

In Sec. 2.1.2, we apply the input-output formalism to the JPA. In Sec. 2.1.3, we investigate

the fundamental quantum limits on parametric amplification and demonstrate in Sec. 2.1.4

that these fundamental limitations can be overcome by employing sufficiently broadband

input signals.

2.1.1 JPA circuit

Figure 2.1(a) shows the circuit diagram for our JPA [79, 90]. The JPA consists of a

superconducting λ/4 resonator, terminated by a direct current (DC) superconducting

quantum interference device (SQUID) [91]. In the following, we discuss these two building

blocks as well as the dynamics of the resulting superconducting circuit. To form the

resonator, we employ superconducting coplanar waveguides (CPWs) as two-dimensional

structures which form quasi one-dimensional transmission lines for signal propagation

[92]. A characteristic quantity for the CPW is its impedance Z =
√
L0/C0, where L0

5
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Figure 2.1: (a) Circuit diagram for the JPA, consisting of a superconducting λ/4 resonator with inductance

(capacitance) L0 (C0) per unit length. The resonator is terminated by a DC SQUID with

loop inductance Ll. Input (output) modes â (ĉ) are coupled into the resonator via the rate

κe, determined by the coupling capacitance Cc. (b) Flux-tunable JPA resonance frequency

ωJ(Φext), according to Eq. (2.3), as a function of external DC flux Φext for various critical

currents Ic. The results correspond to the bare resonator frequency ωr/2π = 6 GHz, resonator
inductance Lr = 2 nH and loop inductance Ll = 50 pH.

(C0) denotes the inductance (capacitance) per unit length [93]. The impedance can

be determined from the CPW geometry using conformal mapping techniques [94, 95].

Next, we apply boundary conditions to the CPW, as shown in Fig. 2.1(a). The coupling

capacitance Cc on the left side leads to a current node, whereas the ground short on the

right hand implies a voltage node. In case the resonator has a length d, these boundary

conditions allow for the modes [96]

ω(n)
r = π

2d
√
L0C0

(1 + 2n), n ∈ N0. (2.1)

Throughout this work, we restrict our considerations to the fundamental mode, implying

a bare resonator frequency ωr ≡ ω(0)
r , which corresponds to a wavelength d = λ/4. We

describe our superconductors within the phenomenological macroscopic quantum model,

implying a single phase-coherent wave function to describe the collective dynamics of

Cooper pairs [69, 97]. We form a Josephson junction by weakly coupling two bulk

superconducting electrodes via a thin insulating barrier. The gauge-invariant phase

difference across the junction then induces a net supercurrent due to tunneling of Cooper

pairs between the superconductors. The junction current, as well as the corresponding

voltage drop associated with these coherent tunneling dynamics are governed by the

Josephson equations [98]. The Josephson equations imply that the Josephson junction

forms a lossless and nonlinear inductance [69]. A DC SQUID consists of two identical

Josephson junctions in a closed superconducting ring geometry [91]. In case the loop

inductance Ll of this geometry is sufficiently small to neglect the flux induced by the

circulating current in the SQUID loop, the DC SQUID acts like a single Josephson junction

with flux-tunable Josephson inductance Ls(Φext), where Φext denotes the external flux
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threading the SQUID loop.

Next, we describe the JPA by the circuit scheme in Fig. 2.1(a), where we assume that

the SQUID is located at z = d [99]. Neglecting the capacitive energy of the SQUID,

the equation of motion (EOM) for the Josephson phase difference φ(z) in the system is

determined by the Lagrangian

L =
(

Φ0

2π

)2 ∫ d

0
dz

{
C0

2 [φ̇(z, t)]2 − 1
2L0

[∂zφ(z, t)]2
}

+ EJ cosφ(d, t), (2.2)

where the integral describes the massless Klein-Gordon field in the resonator [2, 100–102].

The quantity EJ denotes the tunable Josephson coupling energy associated with the SQUID

and Φ0 = h/(2e) ≃ 2.0678 × 10−15 Wb is the magnetic flux quantum [103, 104]. The

magnetic flux in the system is determined by Φ(z, t) = φ(z, t)Φ0/2π. When discretizing

Eq. (2.2) [99], the boundary condition at z = d implies that the inductance of the resonator

becomes flux-dependent [96]. Consequently, the DC-biased system can be approximately

described as a harmonic oscillator with frequency

ωJ(Φext) = ωr

[
Lr

Lr + Ll/4 + Ls(Φext)

]
, Ls(Φext) = Φ0

4πIc

∣∣∣ cos
(
πΦext

Φ0

) ∣∣∣ , (2.3)

where Lr = L0d corresponds to the bare resonator inductance and Ic is the critical current

of the equal Josephson junctions in the SQUID [105]. In Fig. 2.1(b), we plot the JPA

frequency ωJ(Φext), according to Eq. (2.3), as a function of DC flux Φext for various critical

currents Ic. The general solution of the Euler-Lagrange equation, resulting from Eq. (2.2),

can be separated into a time-dependent and a z-dependent contribution and corresponds

to a linear superposition of all resonator modes, compatible with the λ/4-boundary
conditions, Eq. (2.1). Next, we insert the general solution into the Lagrangian and only

keep the fundamental mode, leading to Φ(z, t) = ϕ(t) cos(kz), k = πωJ(Φext)/(2dωr). We

furthermore neglect the loop inductance Ll of the SQUID. From Eq. (2.2), we determine

the effective capacitance C and inductance L, associated with this solution,

C = C0

∫ d

0
cos2(kz)dz = C0

2dk + sin(2dk)
4k = Cr

2

[
1 + sinc

(
ωJ

ωr

)]
, (2.4)

1
L

= 1
L0

∫ d

0
k2 sin2(kz) = k[2dk − sin(2dk)]

4L0
= π2

8Lr

(
ωJ

ωr

)2 [
1− sinc

(
ωJ

ωr

)]
, (2.5)

where Cr = C0d and sinc(x) ≡ sin(πx)/(πx).
So far, apart from employing the phenomenological macroscopic quantum model, the

treatment of our circuit has been fully classical. In the next step, we use the Faraday law

to determine the charge in the resonator, Q = −Cϕ̇. Following that, we perform the first

quantization by treating charge and flux as complex conjugate variables, Q→ Q̂, ϕ→ ϕ̂,

satisfying the commutation relation [ϕ̂, Q̂] = iℏ [106]. The corresponding Hamiltonian of
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the JPA is obtained from Eq. (2.2) by Legendre transformation [107],

ĤJPA = EC

(
Q̂

e

)2

+ EL

 ϕ̂

Φ0

2

− EJ cos
2π cos(kd) ϕ̂Φ0

 , (2.6)

where we define the capacitive energy, EC = e2/(2C), as well as the inductive energy

EL = Φ2
0/(2L). The energy scales EC and EL, together with the Josephson energy

EJ = Φ2
0/[4π2Ls(Φext)] [107, 108], determine the circuit dynamics. For JPAs, we typically

aim for large Josephson coupling energy, EJ/EC ≃ 103 [79]. In contrast, EJ/EC ≃ 50
corresponds to the transmon qubit regime [109]. Since our JPAs are weakly nonlinear

devices [108], we can expand the cosine term up to quadratic order and find

ĤJPA = ωJ(Φext)Q̂2

ωrCr
+ ωJ(Φext)π2ϕ̂2

16Lrωr
+O(ϕ̂4). (2.7)

In the derivation of Eq. (2.7), we furthermore use the approximation ωr/ωJ(Φext) ≃ 1 [96].

Next, we apply the external flux Φext = Φdc + Φrf(t), consisting of the DC bias Φdc and

a time-dependent low amplitude radio frequency (RF) modulation Φrf(t). We assume

Φrf(t) ≪ Φ0 and perform a Taylor expansion of the flux-tunable resonance frequency

around Φrf(t) = 0, leading to

ĤJPA = ω0Q̂
2

ωrCr
+ ω0π

2ϕ̂2

16Lrωr
+
(
∂ωJ

∂Φext

)
Φdc

 Q̂2

ωrCr
+ π2ϕ̂2

16Lrωr

Φrf(t), (2.8)

where we choose the energy reference such that zero order terms can be neglected and

define ω0 ≡ ωJ(Φdc). Next, we express the JPA Hamiltonian in the framework of the second

quantization and define the annihilation (creation) operators âr (â
†
r) for the resonator field

as

âr ≡
1
4

√
2π
ℏZ

ϕ̂+ i

√
2Z
πℏ
Q̂, â†

r ≡
1
4

√
2π
ℏZ

ϕ̂− i
√

2Z
πℏ
Q̂. (2.9)

Annihilation and creation operator obey the bosonic commutation relation, [âr, â
†
r] = 1

[110]. We drop the charge modulation term in Eq. (2.8) 1 and obtain

ĤJPA = ℏω0

â†
r âr + 1

2 + Φrf(t)
4ω0

(
∂ωJ

∂Φext

)
Φdc

(â†
r + âr)2

 . (2.10)

From Eq. (2.10), we observe that the DC bias shifts the resonance frequency of the circuit,

1In a high-frequency limit, this approximation can be justified by the fact that charge needs to be
fundamentally associated with mass [111], implying that we can neglect charge modulation in case
the modulation frequency exceeds the plasma frequency of the resonator [69]. However, even if this is
not the case, dropping the RF charge term is legit since the effect of charge and flux modulation are
interchangeable. This can be seen by transforming ĤJPA into the interaction picture [2, 112].
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according to Eq. (2.3) [96, 99, 113]. Next, we apply an RF field Ap(t) = A0 cos(αω0t)
via the pump line, where we assume the amplitude A0 to be sufficiently large such that

quantization effects are negligibly small (i.e. |A0|2 ≫ ℏαω0/2) [108]. The pump field

Ap(t) proportionally translates into oscillatory flux modulation Φrf(t) via the mutual

inductance between the SQUID loop and pump line antenna [114, 115]. Thus, we can

rewrite Eq. (2.10) as

ĤJPA = ℏω0

[
â†

r âr + 1
2 + ϵ cos(αω0t)(â†

r + âr)2
]

+ ℏγ(â†
r + âr)4, (2.11)

where the parameter ϵ contains the pump amplitude and the relevant geometric parameters

and the constant γ specifies the next higher-order nonlinearity [90] which we have neglected

in Eq. (2.7) and Eq. (2.10). We observe from Eq. (2.10) that ϵ depends on the JPA resonance

frequency, and can thus be tuned by frequency engineering. In addition, ϵ depends on

the slope of the flux-characteristic at the specific DC bias point. This slope needs to be

chosen sufficiently large. Only then, a desired flux modulation with sufficiently small

pump amplitude A0 can be achieved. In practice, A0 is often restricted by the dynamic

range of a pump generator. In the following theory considerations and in our experiments,

we choose α = 2 for the modulation parameter.

2.1.2 Input-output formalism for the JPA

So far, we have considered the Hamiltonian of the isolated circuit. To obtain a relation

between JPA input and output modes, we couple the resonator to a signal transmission

line via a coupling constant κe as well as to a bosonic environmental bath via κi [90]. We

assume a continuous mode spectrum described by the coupling Hamiltonians

Ĥs

ℏ
=
∫
dk
[
vkkâ

†
kâk + i

√
vkκe

2π
(
â†

r âk − â†
kâr
)]
, (2.12)

Ĥe

ℏ
=
∫
dk
[
vkkb̂

†
kb̂k + i

√
vkκi

2π
(
â†

r b̂k − b̂†
kâr
)]
, (2.13)

where k = ωk/vk is the wave number and vk corresponds to the phase velocity of mode k.

The annihilation operators âk (b̂k) in Eq. (2.12) correspond to the input signal (loss) port.

The coupling constant κe in Eq. (2.12) is determined by the capacitance Cc. The internal

loss κi results from imperfections in the system, such as quasiparticles or environmental

two-level fluctuators [116]. Next, we investigate the frequency spectrum of a harmonic

resonator, where the system Hamiltonian corresponds to Eq. (2.11) for ϵ = γ = 0 and

ω0 = ωr. The Heisenberg EOM in a single-mode approximation, vk = v, is then given by

dâr

dt
= −ℏ

(
iω0 + κ

2

)
âr + ℏ√vκeâ(t)︸           ︷︷           ︸

coupled input

+ ℏ
√
vκib̂(t)︸          ︷︷          ︸

environmental bath

, (2.14)
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where â(t) [b̂(t)] corresponds to the input (environmental) field, and κ ≡ κe + κi. The

steady-state solution can be obtained by transforming Eq. (2.14) into a frame rotating

with ω0, followed by the Fourier transform. By comparing input and output signals, we

can determine the complex reflection coefficient, S11. Consequently, the power spectrum

of the resonator is given by

|S11(∆)|2 = 1− 4κiκe

κ2 + (2∆)2 , (2.15)

where ∆ ≡ ω − ω0. In addition, the resonator phase is given by

φ(∆) = atan2
(
κ2

i − κ2
e + (2∆)2

(κi + κe)2 + (2∆)2 ,
−4κe∆

(κe − κi)2 + (2∆)2

)
, (2.16)

where atan2 denotes the 2-argument arctangent function [117]. From the coupling con-

stants, we can define an external quality factor Qe, an internal quality factor Qi as well as

a loaded quality factor Ql,

Qe ≡
ω0

κe
, Qi ≡

ω0

κi
, Ql ≡

ω0

κ
= ω0

κe + κi
. (2.17)

The quality factor measures the ratio between the energy stored in the resonator and the

energy lost during one cycle [93]. The resonator response for various coupling constants

is depicted in Fig. 2.2. Figure 2.2(a) shows the reflected power spectrum and Fig. 2.2(b)

the phase shift induced by the resonator. We clearly observe the distinction between the

overcoupled (Qe < Qi) and undercoupled (Qe > Qi) regimes. At critical coupling, Qe = Qi,

signal loss is maximal due to impedance matching [93]. Since the Lorentzian |S11(∆)|2 is

symmetric with respect to to κi and κe, it looks similar for overcoupled and undercoupled

resonators, we use the resonator phase to distinguish between these different regimes.

Overcoupled resonators show a phase π < φ < 2π at resonance, whereas undercoupled

resonators are characterized by 0 < φ < π [92]. Next, we apply the input-output formalism

to the driven JPA. As shown in Fig. 2.3(a), we tune the JPA resonance frequency by a

DC flux bias and apply a flux modulation with frequency αω0, α = 2, leading to the

Hamiltonian Eq. (2.11) [90]. The resulting Heisenberg EOM is given by

dâr

dt
=− ℏ

(
iω0 + κ

2 − 2ϵω0 cos(2ω0t)
)
âr + 2iℏω0 cos(2ω0t)â†

r

− iℏγ[(â†
r + âr)4, âr]︸                    ︷︷                    ︸

Kerr term

+ ℏ√vκeâ(t)︸           ︷︷           ︸
coupled input

+ ℏ√vκib̂(t)︸          ︷︷          ︸
bath

. (2.18)

Next, we write cos(2ω0t) in terms of complex exponential functions and apply the rotating

wave approximation. In addition, we perform the stiff pump approximation in which

we assume that energy in the pump signal is conserved [108, 118]. Consequently, we

neglect loss of resonator excitations to the pump line, implying that we drop the term
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Figure 2.2: (a) Reflected power spectrum |S11|2 for an overcoupled (blue) and an undercoupled (red)

harmonic resonator with an external quality factor Qe = 250 as a function of detuning ∆,

according to Eq. (2.15). The cyan curve corresponds to the regime Qe ≃ Qi. Power loss to

environment is maximal for critical coupling, Qi = Qe, whereas in the limit Qi ≫ Qe, the

reflected energy equals the incoming energy. (b) Corresponding phase response φ of the

reflected signal, according to Eq. (2.16). In case Qi ≫ Qe, the phase shifts at resonance by

roughly 2π, whereas for Qe ≫ Qi, the phase is preserved. The critical coupling case Qe = Qi

corresponds to a phase shift of π/2.

2ℏω0ϵ cos(2ω0t)âr. For simplicity, we also neglect the next higher-order nonlinearity, γ,

although this nonlinearity, entering via the Kerr term in Eq. (2.18), combined with the

finite energy of the pump tone, determines compression of the JPA [90, 107]. With these

approximations, Eq. (2.18) becomes linear. In a frame rotating with ω0, the corresponding

homogeneous equation is solved by exponential functions with a time constant λ,

λ1,2 = −κ2

(
ϵc − ϵ
ϵc

)
, ϵc = κ

2ω0
. (2.19)

The quantity ϵc resembles the critical driving force of a Duffing oscillator [119]. Convergence

to a steady-state solution requires the condition ϵ ≤ ϵc. In the following, we neglect the

transient solution Eq. (2.19) and assume that we operate the JPA in a steady state. This

steady-state solution corresponds to a special solution of the Heisenberg EOM, which we

obtain by taking the Fourier transform of Eq. (2.18) as well as of the respective complex

conjugated equation [90]. From the resulting linear system of equations connecting input

and output fields, we find the steady-state input-output relation

ĉ(ωs) = M(ωs)â(ωs)︸            ︷︷            ︸
signal

+L(ωs)â†(ωi)︸            ︷︷            ︸
idler

+Mb(ωs)b̂(ωs) + Lb(ωs)b̂†(ωi)︸                                   ︷︷                                   ︸
noise

, (2.20)

with the signal frequency ωs and idler frequency ωi = 2ω0 − ωs. The mode ĉ(ωs) describes

the steady-state output field [48]. The noise contribution in Eq. (2.20) corresponds to

environmental modes, coupled to the system via κi [116]. In the nondegenerate case,
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∆ , 0, signal and idler modes are separated as depicted in Fig. 2.3(b) [105]. In this case,

the complex signal gain M(ωs) and the idler (or intermodulation) gain L(ωs) are given by

M(ωs) = 1 + κe
−iωs + κ/2

[ωs + iκ/2]2 + ϵ2ω2
0
, L(ω) = − iϵκeω0

[ωs + iκ/2]2 + ϵ2ω2
0
. (2.21)

We observe from Eq. (2.21) that in the overcoupled regime, the JPA acts as an amplifier

for all 0 < ϵ < ϵc. In the undercoupled case, there is a second critical pump field

0 < ϵc2 < ϵc, which can be expressed as ϵc2 =
√
κ2

i − κ2
e/(2ω0) close to resonance [90].

For 0 < ϵ < ϵc2, the undercoupled JPA acts as an attenuator. Throughout this work,

we only employ overcoupled JPAs and thus assume κi ≪ κe. For this case, signal gain

Gs(∆) = |M(ωs)|2 and idler gain Gi(∆) = |L(ωs)|2 are plotted in Fig. 2.3(c) as a function

of detuning ∆ = ωs−ω0 for various internal loss rates κi. Signal and idler gain are related

via

Gs(∆)−Gi(∆) = 1 + κiκe
∆2 + ϵ2ω2

0 − κiκe/4
κ2∆2 + [κ2/4− ϵ2ω2

0 −∆2]2
≃ 1. (2.22)

Thus, we can find u such that Gs(∆) = cosh2 u and Gi(∆) = sinh2 u. Consequently,

output signal and idler fields are connected to input signal and idler via a Bogoliubov

transformation [120, 121]. Close to resonance, the nondegenerate gain can be expressed as

Gs(∆) = 1 + 4ϵ2ϵ2
cω

4
0

(ϵ2 − ϵ2
c)2ω4

0 + 2ω2
0(ϵ2 + ϵ2

c)∆2 + ∆4 ≃ 1 + G0b
2
J

b2
J + ∆2 +O

(
∆
ω0

)4

, (2.23)

with

G0 = 4z2

(1− z2)2 , bJ = κe

2
z2 − 1√
2(z2 + 1)

, (2.24)

where z ≡ ϵ/ϵc. As a result, Eq. (2.23) can be well approximated by a Lorentzian with

full width at half maximum (FWHM) bandwidth bJ. Note that an exact Lorentzian

gain function in Eq. (2.23) would be unphysical since it would not preserve the bosonic

commutation relations. From Eq. (2.24), we can calculate the gain-bandwidth product

(GBP) [75, 108]

τ =
√
G0bJ =

√
2

ϵ2 + ϵ2
c
ϵϵcω0 = ϵcω0

2

(
1 + 1

z

)
+O

(
z2 − 1

)
≃ ω0

2Qe
. (2.25)

We observe that from a mathematical point of view, the GBP would become constant

in the limit ϵ ≫ 1, as expected for classical operational amplifiers [122]. However, the

corresponding solution for the JPA is not physical because for ϵ > ϵc we can no longer

neglect the time-dependent solution corresponding to Eq. (2.19) and the JPA starts

entering the parametric oscillator regime [90, 123, 124]. In case we operate our JPAs with

high gain, we vary the dimensionless pump power z2 within a small range around a value

z2
0 , slightly below the critical field, corresponding to z2 = 1. We can then approximate
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Figure 2.3: (a) Operation principle of the JPA. We combine a DC flux bias Φdc with RF flux modulation

at the frequency αω0, α ≃ 2 induced by the pump signal. (b) Scheme for nondegenerate

parametric amplification, characterized by ∆ , 0, leading to spectral separation between

signal and idler. Consequently, the JPA acts as a phase-insensitive amplifier. (c) Theoretical

nondegenerate signal and idler gain according to Eq. (2.23) and Eq. (2.22) for the overcoupled

and the undercoupled scenario. (d) Degenerate amplification for an input signal at resonance,

∆ = 0. Depending on the relative phase θs with respect to the pump, the JPA either amplifies

or attenuates the signal and, thus, realizes a phase-sensitive amplifier.

the gain in Eq. (2.24) as

lnG0 = ln 4z2︸   ︷︷   ︸
≃2 ln 2

−2 ln(1− z2) ≃ 2 ln 2− 2 ln
(
1− z2

0

)
− 2z

2 − z2
0

z2
0 − 1 +O

[
(z2 − z2

0)2
]
, (2.26)

where in the first approximation, we exploit the fact that logarithm is a flat function in

the region of z2 ≃ z2
0 ≃ 1. As a result, in the high-gain limit, the asymptotic pump power

dependence of G0 close to criticality can be well approximated by an exponential function.

Next, we operate the JPA in the degenerate regime, ∆ = 0, as illustrated in Fig. 2.3(d).

In this case, signal and idler exactly coincide [125]. Depending on the phase θ of the input

signal, we can either achieve constructive or destructive interference between signal and

idler, resulting in either amplification or attenuation of the input field. The phase of the

pump field thereby provides the phase reference. The resulting degenerate gain can be
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expressed as [90]

Gd(θ) =

(
κ2

e−κ2
i

4 + ϵ2ω2
0

)2
+ κ2

eϵ
2ω2

0 − 2κeϵω0
(

κ2
e−κ2

i
4 + ϵω2

0

)
sin2θ(

κ2

4 + ϵ2ω2
0

)2

κi≪κe≃ 1 +G0
[
2z − (1 + z2) sin 2θ

]
. (2.27)

The gain function has an elliptic shape. In the overcoupled case, we achieve maximal

gain for θ = 3π/4 + nπ and maximal attenuation for θ = π/4 + nπ, n ∈ Z. According to

Eq. (2.27) in the limit κe ≫ κi, the corresponding maximal/minimal gain is given by

Gmax =
(
z + 1
z − 1

)2
, Gmin =

(
z − 1
z + 1

)2
, (2.28)

satisfying GmaxGmin = 1. Consequently, we can find r such that Gmax = e2r, Gmin = e−2r.

The parameter r is conventionally referred to as squeezing parameter [126]. Note that the

demonstrated input-output description of the JPA is mainly valid for finding steady-state

solutions. An alternative description of the JPA in terms of master equations is provided

in Ref. 90, which is especially useful to describe transient effects. In case ϵ > ϵc the JPA

enters the parametric oscillator regime, where the wave function collapses into one of two

possible steady states [127].

2.1.3 Standard quantum limit

In the following, we review the fundamental quantum mechanical treatment of linear

amplification, focusing on amplification noise. A practical quantity to characterize this

noise is quantum efficiency η [107], which is defined as the ratio between the input and

output signal-to-noise ratios (SNRs), and therefore, coincides with the overall noise factor

of the system [93]. Using η as a measure for the amplifier performance is beneficial since

it is restricted to the interval between 0 and 1, in contrast to other noise quantifiers, such

as noise photon number or noise temperature. The crucial difference between classical

amplifiers and quantum amplifiers is described by the Haus-Caves theorem [128, 129],

which states that noiseless linear phase-preserving amplification is not possible due to

the bosonic commutation relations [130, 131]. To ensure that both input signal â and

the output signal ĉ are bosonic modes, the steady-state input-output relation, Eq. (2.20),

needs to have the form of a Bogoliubov transformation [120],

ĉ =
√
Gsâ+

√
Gs − 1f̂ †. (2.29)

Here, Gs ≥ 1 represents the signal gain and the mode operator f̂ results from the fact

that the amplifier needs to be coupled to an energy reservoir [130] and guarantees that

input and output modes satisfy the bosonic commutation relation. The total power
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corresponding to f̂ is determined by

⟨|f̂ |2⟩ = 1
2⟨f̂

†f̂ + f̂ f̂ †⟩ = ⟨f̂ †f̂⟩+ 1
2 . (2.30)

According to Eq. (2.29), we have

⟨|ĉ|2⟩ = Gs⟨|â|2⟩+ (Gs − 1)⟨|f̂ |2⟩, (2.31)

under the assumption that â and f̂ are uncorrelated. We choose the amplifier input as a

gain-independent reference for the noise photon number nf and find

nf = ⟨|f̂ |2⟩Gs − 1
Gs

≥ 1
2

(
1− 1

Gs

)
, η = 1

1 + 2nf
≤ Gs

2Gs − 1 . (2.32)

These inequalities are conventionally known as the standard quantum limit (SQL) [129,

130, 132]. Thus, for Gs ≫ 1, the amplifier broadens the signal variance by at least the

vacuum variance and limits the quantum efficiency to 1/2 and the noise temperature

to Tf ≥ ℏωs/(kB ln 3) [130, 133]. This can be understood by the fact that the output of

such an amplifier is classical, implying that both signal quadratures have been measured.

Resulting from the Heisenberg uncertainty relation, such a simultaneous measurement is

only possible if the detector adds at least vacuum fluctuations to the signal [132, 134]. For

the parametric amplifier, f̂ corresponds to the input idler mode. A schematic illustration

of the nondegenerate parametric amplifier as a 4-port device is shown in Fig. 2.4(a). The

signal photons, ns, and the input variance, σ2
s , are amplified with gain Gs. The idler noise

σ2
i is converted to the signal frequency with intermodulation gain Gi = Gs − 1 [80]. Thus,

bimodal input fluctuations are amplified in a different linear superposition than the input

signal, which gives rise to a constant additive noise contribution by the idler port. In

addition, the phase-conjugated signal as well as the signal fluctuations are mixed into

the idler band with gain Gi. Throughout the rest of this work, the idler output is not

considered. Figure 2.4(b) shows the idler noise contribution at an exemplary frequency

of 5.5 GHz for various environmental temperatures and demonstrates the importance

of cooling down the system as low as possible. The respective noise is determined by

including thermal statistics [cf. Eq. (2.100)] into Eq. (2.30). The situation changes when

the amplifier is operated in the degenerate regime. Without loss of generality, we assume

that the p-quadrature is amplified with gain Gp and the q-quadrature is simultaneously

deamplified with Gq. In this case, Eq. (2.32) holds if we replace noise and gain with the

respective geometric means, nf = 2√nqnp and G =
√
GqGp, where nq (np) is the noise,

added to the q (p) quadrature. Since GqGp = 1 for an ideal degenerate amplifier, noiseless

amplification is allowed by quantum mechanics in this regime. The absence of the SQL

in this case results from the fact that the input signal can be effectively regarded as a

frequency-degenerate two-mode state, consisting of signal and idler.
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Figure 2.4: (a) Illustration of the origin of the SQL for nondegenerate parametric amplification. The

amplifier is described as a 4-port device with signal and idler inputs (S, I) and respective (OS,

OI) output ports. The input signal, carrying ns photons, as well as the input fluctuations,

σ2
s , is amplified with gain Gs. The uncorrelated idler fluctuations, σ2

i , are mixed into the

signal band with gain Gi = Gs − 1 and act as additive noise. (b) Idler noise floor for various

environmental temperatures, determined from thermal statistics, as described in the main

text. The limit T → 0 corresponds to the SQL.

2.1.4 Parametric amplification of broadband signals

So far, our consideration of the SQL relies on the assumption of a single-mode signal. In

the next step, we analyze the SQL for a multimode input spectrum in the nondegenerate

case and find that, for sufficiently broadband signals noiseless amplification becomes

possible. Intuitively, this can be seen from Eq. (2.31). In the high gain limit, Gs ≫ 1, the
output becomes classical, ⟨ĉ†ĉ⟩ ≫ 1/2. Thus, we can approximate

⟨ĉ†ĉ⟩
Gs

=
(
⟨â†â⟩+ 1

2

)
+ 1

2 . (2.33)

As a result, the power of the amplified signal, referred to the input, consists of the

input signal, as well as of the input vacuum fluctuations at signal and idler port. In the

broadband case, the input signal also couples to the idler port. Under the assumption of

⟨â†â⟩ = ⟨f̂ †f̂⟩, we have
⟨ĉ†ĉ⟩

2Gs − 1 = ⟨â†â⟩+ 1
2 , (2.34)

implying that the signal is amplified with an effective broadband gain Gb = 2Gs − 1
without additional noise. In the following, we perform a strict quantum mechanical

calculation, based on the input-output formalism and derive the dependence of the SQL

on the input signal bandwidth bs. This theory has been published in Ref. 85 and parts of

the text as well as from the figures have been adopted from this publication.

Neglecting any transient effects [135], the multimode steady-state input-output relation
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for a set I of input modes can be written as

ĉ(ω) =
∫

I
dω̃

[
M(ω, ω̃)â(ω̃) + L(ω, ω̃)â†(ω̃)

]
+ f̂(ω), (2.35)

where ĉ(ω) corresponds to the amplified output mode, â(ω̃) is the input mode at frequency

ω̃ which is amplified with gain M(ω, ω̃), and â†(ω̃) is a phase-conjugated input mode

which is amplified with signal gain L(ω, ω̃) [129]. The gain functions account for power

conversion as well as for possible frequency conversion between input and output modes,

ω̃ → ω. The bosonic mode f̂(ω) represents the noise added by the amplifier, referred

to the amplifier output. This mode is assumed to be uncorrelated with the input signal

and can be a result from technical noise, fundamental quantum noise or potential noise

contributions from higher order nonlinearities [107]. The output as well as the input

modes fulfill the continuum bosonic commutation relations

[â(ω), â†(ω′)] = δ(ω − ω′), [â(ω), â(ω′)] = [â†(ω), â†(ω′)] = 0, (2.36)

[ĉ(ω), ĉ†(ω′)] = δ(ω − ω′), [ĉ(ω), ĉ(ω′)] = [ĉ†(ω), ĉ†(ω′)] = 0. (2.37)

As shown by Eq. (2.19), in the parametric three-wave mixing process, every input mode

â(ω̃) can be associated with a corresponding phase-conjugated idler mode at frequency

ω̃i = 2ω0 − ω̃ [134], where ω0 is the resonance frequency of the parametric amplifier. The

amplitude gain for the output mode at frequency ω is then given by

M(ω, ω̃) = M(ω̃)δ(ω − ω̃), L(ω, ω̃) = L(ω̃i)δ(ω − ω̃i). (2.38)

We now assume that the input signal is centered around the signal reconstruction frequency

ωs with a single-side bandwidth bs (total bandwidth 2bs). Thus, Eq. (2.35) yields

ĉ(ω) =
∫ ωs+bs

ωs−bs

[
M(ω̃)δ(ω − ω̃)â(ω̃) + L(ω̃i)δ(ω − ω̃i)â†(ω̃)

]
dω̃ + f̂(ω). (2.39)

We make use of the relation

∫ b

a
f(x)δ(x)dx = f(0)1[a, b](0), 1[a, b](x) ≡

1 a ≤ x ≤ b

0 else
(2.40)

for any function f(x) and obtain

ĉ(ω) = M(ω)1s(ω)â(ω) + L(ωi)1i(ω)â†(ωi) + f̂(ω), (2.41)
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Figure 2.5: (a) Spectrum of nondegenerate parametric amplification of narrow signals with bandwidth bs.

The signal is schematically depicted by the orange rectangle. The solid purple line illustrates

the gain function, which is approximately Lorentzian. The blue-shaded and green-shaded

regions show the measurement bands with full bandwidth 2B around signal and idler modes,

respectively. For input signals bs ≤ b1, the idler modes add at least vacuum fluctuations to

the output. (b) Spectrum of nondegenerate parametric amplification of a broadband signal.

If bs ≥ b2, each mode in the signal bandwidth corresponds to a respective input mode at the

idler sideband, resulting in amplification with an overall broadband gain Gb and absence of

the SQL.

where ωi = 2ω0 − ω and

1s(ω) ≡ 1[ωs − bs, ωs + bs](ω) = Θ(ω − ωs + bs)−Θ(ω − ωs − bs), (2.42)

1i(ω) ≡ 1[2ω0 − ωs − bs, 2ω0 − ωs + bs](ω) = Θ(ω − ωi + bs)−Θ(ω − ωi − bs), (2.43)

where Θ(x) is the Heaviside step function. We calculate the commutators

[ĉ(ω), ĉ†(ω′)] = M(ω)M∗(ω′)1s(ω)1s(ω′)[â(ω), â†(ω′)]
− L(ωi)L∗(ω′

i)1i(ω)1i(ω′)[â(ω′
i), â†(ωi)] + [f̂(ω), f̂ †(ω′)]. (2.44)

After inserting the bosonic commutation relations Eq. (2.36) and Eq. (2.37), we find

[f̂(ω), f̂ †(ω′)] = δ(ω − ω′)(1−M(ω)M∗(ω′)1s(ω)1s(ω′) + L(ωi)L∗(ω′
i)1i(ω)1i(ω′)).

(2.45)

For the symmetrized fluctuations describing the variance associated with f̂(ω), and
therefore the additive noise, we find [129]

⟨|∆f̂ |2⟩ ≡ 1
2⟨f̂(ω)f̂ †(ω′) + f̂ †(ω′)f̂(ω)⟩ − ⟨f̂(ω)⟩⟨f̂ †(ω′)⟩︸                ︷︷                ︸

=0

= Gs(ω)Sf(ω)δ(ω − ω′), (2.46)

where Gs(ω) = |M(ω)|2 = |L(ωi)|2 + 1 is the parametric signal gain and Sf(ω) is the

input noise power spectral density in units of photons per bandwidth [129]. In Eq. (2.46),
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we have assumed that the expectation value of the fluctuations vanishes. We use the

Heisenberg uncertainty principle ⟨|∆f̂ |2⟩ ≥ 1/2|⟨[f̂(ω), f̂ †(ω′)]⟩| [2, 48] and integrate over

ω′, finding

Sf(ω) ≥ 1
2Gs(ω) |1i(ω)− 1 +Gs(ω)(1s(ω)− 1i(ω))|. (2.47)

We obtain the number of noise photons nf , added by the mode f̂(ω), by integrating

Eq. (2.47) over the output mode frequencies [ωs− γ, ωs + γ]. The output mode bandwidth

γ is limited by the single-sided detection bandwidth B,

γ =

bs bs ≤ B

B else
. (2.48)

We obtain∫ ωs+γ

ωs−γ
Sf(ω)dω = 2γnf ≥

1
2

∫ ωs+γ

ωs−γ
(1s(ω)− 1i(ω))dω + 1

2

∫ ωs+γ

ωs−γ

1
Gs(ω)(1i(ω)− 1)dω.

(2.49)

Equation (2.49) gives the general constraint on the added noise, depending on the band-

width of the signal. For bs ≤ b1 ≡ 2∆−B, we have 1i(ω) = 0, whereas for bs ≥ b2 ≡ 2∆+B,

we always find 1i(ω) = 1, resulting in nf ≥ 0. For narrow signals at ωs, we can assume

bs ≪ B and thus γ = bs. We use the approximation of a frequency independent gain

within the signal bandwidth Gs(ω) ≃ Gs(ωs) ≡ Gs. Furthermore, we have 1i(ω) = 0 and

1s(ω) = 1. Thus, we find

2bsnf ≥
1
2

∫ ωs+bs

ωs−bs

(
1− 1

Gs

)
dω ≃ 1

2

(
1− 1

Gs

)
· 2bs (2.50)

which recovers the SQL from Eq. (2.32) for narrowband signals. To find a more general

solution for a realistic spectral gain function, we rewrite Eq. (2.49) as

nf ≥
1

4γ

∫ ωs+γ

ωs−γ

(
1− 1

Gs(ω)

)
dω + 1

4γ

∫
Ii

1i(ω)
(

1
Gs(ω) − 1

)
dω, (2.51)

where Ii is the set of all input signal modes which overlap with the idler sideband

measurement bandwidth. Equation (2.51) can be regarded as the generalized SQL in the

multimode description and allows for the calculation of the fundamental quantum limit

for arbitrary frequency-dependent gain Gs(ω). In the following, we solve Eq. (2.51) for the

JPA gain function under the Lorentzian approximation, where a closed analytical solution
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can be found. First, we determine the frequency intervals

Ii = [2∆ + ωs − bs, 2∆ + ωs + bs] ∩ [ωs −B,ωs +B]
= [max(2∆ + ωs − bs, ωs −B),min(2∆ + ωs + bs, ωs +B)]

=



∅ bs ≤ B,

∅ B ≤ bs ≤ b1,

[2∆ + ωs − bs, ωs +B] b1 ≤ bs ≤ b2,

[ωs −B,ωs +B] bs ≥ b2,

(2.52)

where ∅ denotes the empty set. Equation (2.52) implies that we need to distinguish

between the four cases bs ≤ B, B ≤ bs ≤ b1, b1 ≤ bs ≤ b2 and bs ≥ b2. We describe

the JPA gain curve as a Lorentzian centered at ω0 with half width at half maximum

bandwidth bJ [79, 90],

Gs(ω) = 1 + G0b
2
J

b2
J + (ω − ω0)2 . (2.53)

In the first case, we have bs ≤ B, which implies γ = bs, according to Eq. (2.48). Thus, we

find

2bsnf ≥
1
2

∫ ωs+bs

ωs−bs

(
1− 1

Gs(ω)

)
dω = G0

2(G0 + 1)

∫ ωs+bs

ωs−bs

1
1 +

(
ω−ω0

b
√

G0+1

)2dω. (2.54)

Evaluating the integral yields

nf ≥
G0bJ

4bs
√
G0 + 1

arctan
(

2bsbJ
√
G0 + 1

b2
J(G0 + 1) + ∆2 − b2

s

)
. (2.55)

With the gain-bandwidth product, τ = bJ
√
G0 [cf. Eq. (2.25)] [75], and the large-gain

approximation G0 + 1 ≃ G0, we obtain

nf ≥
1

4βs
arctan

(
2βs

1 + δ2 − β2
s

)
, (2.56)

where βs ≡ bs/τ and δ ≡ ∆/τ . For the typical values τ/2π ≃ 20 MHz, ∆/2π ≃ 0.3 MHz,
B/2π ≃ 0.2 MHz we find [75]

nf ≥
1
2

1
1 + δ2 +O(β2

s ) = 0.4999 ≃ 1
2 . (2.57)

As a result, the Lorentzian shape of the gain curve only implies a small correction to the

SQL of 1/2 in the narrowband case βs ≪ 1. In the second case, we have γ = B. Thus, we
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need to solve

2Bnf ≥
1
2

∫ ωs+B

ωs−B

(
1− 1

Gs(ω)

)
dω. (2.58)

A similar calculation as in the first case gives

nf ≥
1

4β arctan
(

2β
1 + δ2 − β2

)
, (2.59)

where β ≡ B/τ and G0 ≃ G0 + 1. In the third case, b1 ≤ bs ≤ b2, we have

2Bnf ≥
1
2

∫ ωs+B

ωs−B

(
1− 1

Gs(ω)

)
dω + 1

2

∫ ωs+B

2∆+ωs−bs

(
1

Gs(ω) − 1
)
dω

= 1
2

∫ 2∆+ωs−bs

ωs−B

(
1− 1

Gs(ω)

)
dω, (2.60)

which yields

nf ≥
1

4β arctan
(

2(δ + β − βs)
1 + ββs + δ(βs − β)− δ2

)
. (2.61)

The fourth case is trivial,

2Bnf ≥
∫ ωs+B

ωs−B

(
1− 1

Gs(ω)

)
dω + 1

2

∫ ωs+B

ωs−B

(
1

Gs(ω) − 1
)
dω = 0 (2.62)

and implies the absence of the SQL if the input signal completely covers the idler port.

In summary, the quantum limit nql, corresponding to the minimal value of nf , is given by

nql = 1
4β



β
βs

arctan
(

2βs
1+δ2−β2

s

)
bs ≤ B,

arctan
(

2β
1+δ2−β2

)
B ≤ bs ≤ b1,

arctan
(

2(δ+β−βs)
1+ββs+δ(βs−β)−δ2

)
b1 ≤ bs ≤ b2,

0 bs ≥ b2.

(2.63)

The corresponding quantum efficiency ηql = 1/(1 + 2nql) is plotted in Fig. 2.6(a) for

τ/2π = 15 MHz for varying detuning ∆ with B/2π = 30 kHz. Figure 2.6(b) displays ηql as

a function of B for ∆/2π = 37.5 kHz. We observe a narrowband region with ηql = 1/2 and

a broadband regime where ηql = 1. Both regimes are connected by a smooth transition

region, where only a part of the input signal modes overlaps with the mirrored detection

bandwidth on the idler sideband. It is worth mentioning that so far, our treatment of the

first case in Eq. (2.52) corresponds to an artificial scenario, where the detection bandwidth

is perfectly adjusted to the signal bandwidth. This consideration is necessary since we are

interested in the actual quantum limit, which requires that we have to make B as small as

possible without losing any signal modes. However, in a realistic experiment, B is always

a fixed quantity. As a result, the case distinction Eq. (2.48) is not required. In the case
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Figure 2.6: Theoretical limit ηql = 1/(1 + 2nql) for the quantum efficiency η as a function of the input

signal bandwidth bs for τ/2π = 15 MHz, where the noise limit nql is given by Eq. (2.63).

Panel (a) shows ηql for varying detuning ∆ and B/2π = 30 kHz and panel (b) shows ηql as

a function of B for fixed detuning ∆/2π = 37.5 kHz. For bs ≥ b2, noiseless amplification is

possible.

bs < B, the modes with frequencies ωs−B ≤ ω ≤ ωs− bs and ωs + bs ≤ ω ≤ ωs +B do not

correspond to the input signal although they are within the detection bandwidth. This

effect needs to be taken into account in Eq. (2.47) by adding the corresponding vacuum

power spectral density Svac = 1/2 for these modes to the right hand side. Furthermore,

we have 1i(ω) = 0 in this case, we obtain

∫ ωs+B

ωs−B
Sf(ω)dω = 2Bnf ≥

1
2

∫ ωs+B

ωs−B
1s(ω)

(
1− 1

Gs(ω)

)
dω +

∫ ωs−bs

ωs−B

1
2dω +

∫ ωs+B

ωs+bs

1
2dω,

(2.64)

and consequently

nf ≥
1

4β arctan
(

2βs

1 + δ2 − β2
s

)
+ 1

2
β − βs

β
. (2.65)

Thus, the result of Eq. (2.63) does not fundamentally change and, in the limit bs ≪ B,

Eq. (2.65) still reproduces the SQL, nf ≥ 1/2.

2.1.5 Chained Josephson parametric amplifiers

In case parametric amplifiers are employed for quantum experiments, it is crucial to reduce

the amplifier noise as much as possible. So far, we have seen that fundamental quantum

noise can be suppressed by operating the JPA either in the degenerate or in the broadband

nondegenerate regime. However, especially for high-gain applications such as classical

feedforward generation or preamplification for single-shot measurements, gain-dependent

technical noise nJ(Gs) becomes a main limitation for the quantum efficiency. There are
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various models explaining the origin of this noise [85, 90, 107, 136]. Within the JPA theory

introduced in Sec. 2.1.2, it is assumed that the gain-dependent JPA noise temperature is

described by the amplified environmental noise coupling to the resonator due to finite

internal quality factors [90]. However, this theory predicts that the resulting noise photon

number is a monotonically decreasing function of Gs, which is not observed in experiments.

This discrepancy implies that in our case, nJ(Gs) is dominated by alternative noise sources,

such as flux noise in the SQUID [137], pump-induced noise or higher-order nonlinearities

[107]. We can attempt to lower nJ(Gs) by connecting N JPAs in series and compare to a

case with a single JPA, as depicted in Fig. 2.7 [138, 139]. We assume gi to be the gain of

the ith amplifier, and demand g1g2 · · · gN = Gs. The effective input noise added by the

whole JPA chain is denoted as nN(Gs). A gain partition {gi} then reduces the overall

noise if we satisfy the inequality

Gs · nN(Gs) =
N∑

i=1
nJ(gi)

N∏
j=i

gj ≤ Gs · nJ(Gs), (2.66)

which is obtained from the Friis equation [93, 140, 141]. Since the exact functional

shape of nJ(Gs) is not yet specified, we distribute the gain equally over all amplifiers.

Equation (2.66) then becomes a geometric sum and we find the closed expression

Gs − 1
Gs −G(N−1)/N

s
≤ nJ(Gs)
nJ( N
√
Gs)

. (2.67)

Next, while still not assuming any specific functionality of nJ(Gs), we make three physically

legit assumptions which are compatible with experimental findings:

1. In case the amplifier is switched off, Gs = 1, we do not add any noise, nJ(1) = 0.

2. nJ(Gs) increases monotonically with the gain Gs.

3. nJ(Gs)→∞ for Gs →∞.

In addition, we focus on the case N = 2, since chaining N > 2 amplifiers can be

deduced inductively from this case. To keep equations simple, we define x ≡
√
Gs and

nJ(Gs) ≡ f(x2). Thus, resulting from Eq. (2.67), we gain an SNR advantage by chaining

if we fulfill the inequality

f(x) ≤ x

x+ 1f(x2). (2.68)

We then obtain the following general statements:

Statement 1. For sufficiently large gain, there are always regions where chaining is

advantageous

Proof. We assume that this statement is wrong, i.e., there is ξ > 0 such that chaining is



24 Chapter 2 Superconducting circuits and propagating quantum microwaves

nJ(g1) nJ(g2) nJ(gN)

g1 g2
gN

ns

Gs[ns + nN (Gs)]

Πgi = Gs 
i 

nJ(Gs)

Gs

ns

Gs[ns + nJ (Gs)]
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Figure 2.7: (a) Noise model for a single JPA. The gain-dependent noise nJ(Gs) is added at the amplifier

input and amplified with gain Gs along with the input signal photons ns (b) Scheme for

N serially connected JPAs with the gain distribution {gi}. The ith JPA adds nJ(gi) noise

photons at the input, which are amplified by the following JPAs. Chaining provides an

advantage if the effective noise nN(Gs), referred to the input of the fist amplifier, is lower

than nJ(Gs).

not advantageous for all x > ξ. Since f is monotonically increasing, we find for x > ξ that

x

x+ 1 ≤
f(x)
f(x2) ≤ 1. (2.69)

Induction then yields that we have f(x) → f(x2) → · · · → f(x2n) ∀n ∈ N in the limit

x→∞, according to the squeeze theorem. As a result, the sequence (a)n ≡ f(x2n) is a real
Cauchy sequence, implying convergence, limx→∞ f(x) ∈ R [142], which is a contradiction

to the third assumption, stating f(x)→∞. □

Statement 2. If f(x) is convex, we always achieve an advantage by chaining

Proof. Since f is convex, we have

f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2) (2.70)

for any x1, x2 and 0 ≤ λ ≤ 1. We set x1 = x2, x2 = 1 and λ = 1/(1 + x) and obtain

f(x) ≤ 1
x+ 1f(x2) + 1

x+ 1f(1)︸          ︷︷          ︸
=0

≤ x

x+ 1f(x2). (2.71)

□

Statement 3. There exists a region where chaining is not advantageous if f ′′(1)+2f ′(1) < 0,
where f ′ (f ′′) denotes the first (second) order derivative of f .

Proof. We rewrite Eq. (2.68) by defining the auxiliary function

F (x) = x

x+ 1f(x2)− f(x). (2.72)

Regions with a disadvantage are then characterized by F (x) < 0. Furthermore, we always

have F (1) = 0. From statement 1, we know that we can always find sufficiently large x
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such that F (x) > 0. As a result, there is a gain region where chaining is not advantageous

if F has an additional zero x∗ > 1. In this case, we have a disadvantage for x < x∗ and an

advantage for x > x∗ in vicinity of x∗. From direct calculation, we obtain that F ′(1) = 0,
i.e., F (x) takes an extremum or a saddle point at x = 1. Thus, a region with F (x) < 0
exists if F has a local maximum at x = 1, yielding the condition of negative curvature,

F ′′(1) < 0. (2.73)

A straightforward calculation gives

F ′′(x) = −2f(x2)
(x+ 1)3 + 2x

(x+ 1)2f
′(x2)

+ 2x2 − 1
(x+ 1)2f

′(x2) + 4x3

x+ 1f
′′(x2)− f ′′(x), (2.74)

which directly implies

F ′′(1) = 2f ′(1) + f ′′(1) < 0. (2.75)

□

The previous statement 3 gives us a direct tool for evaluating whether a given noise

function provides a disadvantage for chaining or not. However, for many concave functions

f , the first and second derivative diverges at x = 1. This is the case for concave power

law functions such as
√
x or, in general, for functions f(x) = k(x)ϵ with 0 < ϵ < 1 and

concave k(x). In this case, we need to take

lim
x→>1

(2f ′(x) + f ′′(x)) (2.76)

and investigate under which conditions this limit approaches −∞ or +∞. As an example,

if we take logaritmic behavior, f(x) = ln x, we have 2f ′(1) + f ′′(1) = 1 > 0. Thus, we

always obtain an advantage. For a power law, f(x) = (x− 1)ϵ, we obtain

lim
x→>1

[2f ′(x) + f ′′(x)] = lim
x→>1

ϵ(x− 1)ϵ−2︸           ︷︷           ︸
>0

· (2ϵx− 1− ϵ)︸              ︷︷              ︸
→ϵ−1

, (2.77)

which is always negative for concave power laws. As a result, for such a power law

dependence, there is always a region for low gains for which chaining increases the noise.

In fact, it turns out that from an empirical point of view, a power law

nJ(Gs) = χ1(Gs − 1)χ2 (2.78)

describes the JPA noise with reasonable accuracy in the limit Gs ≫ 1 [78, 85]. In Sec. 4.1.1,

we show how pump-induced noise can result in such a dependence. For weak concave

dependence, χ2 ≪ 1, the threshold gain Gt beyond which we reach an advantage by
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Figure 2.8: (a) Theoretically predicted difference ∆η in quantum efficiency between the scenario of two

chained JPAs with respective gains g1 and g2 and single JPA amplification with Gs = g1g2.

The noise is assumed to follow the power law dependence Eq. (2.78) with χ1 = 0.05 and

χ2 = 0.1. The white contour line corresponds to the threshold beyond which chaining

provides an advantage. (b) Optimal gain distribution for a total gain of 10 dB (red) and

20 dB (magenta) to maximize quantum efficiency for two chained amplifiers as a function

of χ2 for fixed χ1 = 0.05. We find that chaining is only beneficial if χ2 exceeds a certain

threshold. (c) Quantum efficiency for a total gain of 10 dB as a function of χ2, corresponding

to the optimal gain distribution in (b). (d) Optimal quantum efficiency for a total gain of

20 dB.

chaining can be approximated by

Gt ≃
1

χ2
2W (1/χ2)2 , (2.79)

where W (z) denotes the product logarithm function.
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Optimal gain distribution The previously assumed equal gain distribution might not

be the optimal choice for reducing the total noise of the amplification chain. This is

a direct result from the Friis equation, which states that the gain-dependent noise at

a certain amplifier stage is amplified by all the following amplifiers. [141]. As long as

nJ(Gs) is monotonic, the optimal gain partition can be found by reformulating Eq. (2.66)

as a constrained convex minimization problem [143]. For the case of two amplifiers, the

corresponding Lagrangian is given by

L(g1, g2, λ) = g1g2n1(g1) + g2n2(g2) + λ(g1g2 −Gs), (2.80)

where λ is introduced as a Lagrangian multiplier. We then search the minimum

∇L(g1, g2, λ) = 0. (2.81)

We now make the model assumption that both JPAs are equal and that the noise obeys

linear gain-dependence n1(g) = n2(g) = n′g, where n′ is a constant.2 Equation (2.81)

provides

g2
2 + 2n′g2g1 + λg2 = 0, (2.82)

g1
2 + n′g2

1 + 2n′g2 + λg1 = 0, (2.83)

g1g2 −Gs = 0. (2.84)

The same system of equations is obtained for the narrowband nondegenerate regime in

case we additionally take the idler noise into account,

n1(g) = n2(g) = 1
2

(
1− 1

g

)
+ n′g. (2.85)

A straightforward calculation gives the solution

g1 = 3√2G
1
3s , g2 = 1

3√2
G

2
3s . (2.86)

For the total input noise, we find n∗(g1, g2) = 3 3√2n′G
1
3s /2. The relative improvement,

compared to the single JPA case (nsingle) and equal gain distribution (neq), is given by

n∗(g1, g2)
nsingle

= 3 3√2
2G

2
3s
,

n∗(g1, g2)
neq

= 3 3√2
2

1
6√Gs

. (2.87)

2We note that even with these rough assumptions, the data corresponding to complex experiments can
be accurately fitted [66].
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We observe that knowledge of the exact gain scaling and choosing the correct gain

distribution can drastically improve the performance. As an example, compared to the

equal distribution, we obtain a relative improvement of 58 % for Gs = 100 dB if we use

Eq. (2.86). With decent effort, we can also find an analytical solution for the general case

of N amplifiers under the approximation of linear noise. Since the corresponding analysis

is rather technical, we provide the full solution in AppendixC. We note that, despite the

simple assumptions, the result Eq. (2.86) is already nontrivial.

Next, we analyze the more realistic gain-dependent noise function Eq. (2.78) with

realistic parameters χ1 = 0.05 and χ2 = 0.1. In Fig. 2.8(a) we plot the difference ∆η
between the quantum efficiency ηchain(g1, g2) in the chained case with gain distribution g1

and g2 and ηsingle(Gs), corresponding to the quantum efficiency of a single JPA with gain

Gs = g1g2. We observe that, for low gains, chaining provides a disadvantage, as predicted

by statement 3. In addition, we find that the threshold defined by ∆η = 0 is asymmetric

with respect to g1 and g2. In most of the cases, choosing g2 > g1 leads to a higher quantum

efficiency. As discussed previously, this observation can be explained by the structure

of the Friis equation. In Fig. 2.8(b)-(d), we plot the optimal gain distribution between

both amplifiers to achieve a total gain Gs = 10 dB (red) and Gs = 20 dB (magenta) as

a function of χ2. The corresponding gain values have been determined numerically by

a brute-force comparison of the single JPA case with the chained JPA scenario for all

possible gain distributions. We observe that, for concave noise (χ2 < 1), there is always a

region where chaining decreases the quantum efficiency, in accordance with statement 3.

Furthermore, we find that, in a small region of χ2, choosing g1 > g2 is advantageous.
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2.2 Continuous-variable quantum information processing

So far, we have introduced the JPA as a device which enables us to realize either phase-

dependent or phase-independent amplification for arbitrary input fields â. In Sec. 2.2.1, we

investigate the quantum statistical description of these steady-state fields in terms of phase

space quasiprobability distributions. In Sec. 2.2.2, we focus on the practically relevant case

where this distribution is Gaussian and we introduce fundamental classes of single-mode

Gaussian states. Following that, we introduce the two-mode squeezed (TMS) state as a

Gaussian state which gives rise to bipartite nonlocal quantum correlations. We discuss

two categories of such CV quantum correlations, entanglement and quantum discord, in

Sec. 2.2.3. Following that, we introduce fundamental Gaussian channels, implementing

transitions between different Gaussian states, in Sec. 2.2.4. We can concatenate multiple

Gaussian channels to form quantum communication protocols. In Sec. 2.2.5, we discuss

CV quantum teleportation as a particular example. To evaluate the performance of such

a Gaussian quantum communication protocol, we introduce the Uhlmann-fidelity and

certain fidelity thresholds in Sec. 2.2.6.

2.2.1 Phase space representation of quantized electromagnetic fields

Complete quantum mechanical description of an arbitrary quantum system is provided by

the density operator ρ̂, which enables to determine the expectation value of any observable

Ô, according to the Born rule ⟨Ô⟩ = Tr(ρ̂Ô) [2]. In case we select one mode of our

propagating electromagnetic field, described by signal operators â and â†, the observables

correspond to the orthogonal field quadratures [48]

q̂θ = âe−iθ + â†eiθ

2 , p̂θ = âe−iθ − â†eiθ

2i . (2.88)

As discussed in Sec. 2.1.2, the phase reference θ is determined by the JPA pump and

conventionally set to zero, q̂ ≡ q̂0, p̂ ≡ p̂0. In analogy to quantized flux and charge in a

superconducting circuit, the quadrature operators do not commute due to the bosonic

commutation relation satisfied by â and â†. Consequently, the field quadratures satisfy

the Heisenberg uncertainty relation [47, 144]

(∆q)2(∆p)2 ≡
(
⟨q̂2⟩ − ⟨q̂⟩2

) (
⟨p̂2⟩ − ⟨p̂⟩2

)
≥ 1

4
∣∣∣〈 [q̂, p̂]

〉∣∣∣2 = 1
16 . (2.89)

In case of an ℓ-mode state, each mode satisfies such a respective uncertainty relation.

Complete information about the corresponding propagating quantum state can be obtained

by determining the statistical quadrature moments ⟨q̂m1
1 · · · q̂mℓ

ℓ p̂n1
1 · · · p̂nℓ

ℓ ⟩, mj, nk ∈ N0.

However, due to the continuous energy spectrum emerging from the absence of boundary

conditions a direct calculation of moments via ρ̂ is cumbersome since the corresponding

Hilbert space is of infinite dimension [145]. Instead, we determine the signal moments
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by introducing a phase space quasiprobability distribution function W (q1, ..., qℓ, p1, ..., pℓ)
[48, 146]. We can then employ the Weyl correspondence principle to determine the

symmetrized quadrature moments [47, 147],

Tr [ρ̂S(q̂m1
1 · · · q̂

mℓ
ℓ p̂n1

1 · · · p̂
nℓ
ℓ )] =

∫
W (q1, p1, · · · , qℓ, pℓ)

ℓ∏
j,k=1

q
mj

j pnk
k dqjdpk

= ⟨qm1
1 pn1

1 · · · q
mℓ
ℓ pnℓ

ℓ ⟩, (2.90)

where S(· · ·) denotes the symmetrization operator [148]. Weyl correspondence enables to

calculate the quadrature moments as known from classical statistics. The quasiprobability

distribution W (q1, p1, · · · , qℓ, pℓ) is conventionally known as Wigner function [149]. The

prefix “quasi” emerges from the fact that the distribution can become negative, in contrast

to conventional probability distributions [150]. For general CV quantum states, the

Wigner function can be determined from the density operator via Fourier transform of

the characteristic function [151]. The marginal phase space distribution with respect to a

certain set of m field quadratures can be obtained by integrating W (q1, p1, · · · , qℓ, pℓ) with
respect to the remaining 2ℓ−m quadratures [47]. In experiment, detecting all marginal

single-quadrature distributions then enables us to reconstruct the complete quantum state

via the Radon transform [152]. Aside from the Wigner function, there are alternative

phase space distributions such as the Husimi Q-function [153] or the Glauber-Sudarshan

P-function [154, 155].

For a multi-mode state, it is useful to introduce the notation R̂ ≡ (q̂1, p̂1, · · · , q̂ℓ, p̂ℓ)T.

We can then write the corresponding commutation relations as [47]

[R̂j, R̂k] = i

2Λjk, Λ = −i
ℓ⊕

n=1
σy, (2.91)

where σy denotes the Pauli y−matrix. In addition, we define the displacement vector d

and the covariance matrix V , according to

dj ≡ ⟨R̂j⟩, Vjk ≡
1
2⟨{R̂j, R̂k}⟩ − ⟨R̂j⟩⟨R̂k⟩. (2.92)

The displacement vector corresponds to the average electromagnetic field amplitude of

the propagating state. The diagonal elements of the covariance matrix measure local

variance and therefore uncertainty for the respective mode. Off-diagonal elements describe

non-local covariances and thus correlations between different modes. The physicality

criterion for an ℓ-mode state can be expressed as the positive-definiteness condition [156]

V − i

4Λ ≥ 0. (2.93)

We note that from the quadrature moments, we can furthermore determine the statistical
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Figure 2.9: Wigner function of (a), the vacuum state, (b), a thermal state containing nth = 1.5 photons,

(c), a squeezed state with squeeze factor r = 1 and squeezing angle γ = π/4 and (d), a

coherent state with displacement angle θ = 7π/4 and 2 displacement photons.

signal moments ⟨âm1
1 · · · âmℓ

ℓ (â†
1)n1 · · · (â†

ℓ)nℓ⟩, mj, nk ∈ N0 via the binomial theorem [157,

158].

2.2.2 Gaussian states of light

In the following, we focus on quantum states described by a Gaussian phase space

distribution [159]. These Gaussian states are fully determined by their displacement

vector d and covariance matrix V , and, therefore, by moments up to second order. By

defining the vector R ≡ (q1, p1, · · · , qℓ, pℓ)T the Wigner function of an ℓ-mode Gaussian

state can be generally expressed as

W (R) = 1
(2π)ℓ

√
det V

exp
[
−1

2 (R− d) V −1(R−R)T
]
. (2.94)
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Equation (2.94) enables direct calculation of purity [160]

µ = Trρ̂2 = πℓ
∫

[W (R)]2 d2ℓR = 1
4ℓ
√

det V
. (2.95)

Pure CV states satisfy µ = 1 and correspond to states with minimal uncertainty, according

to Eq. (2.93). Mixed states show purities 0 ≤ µ < 1, where µ = 0 corresponds to maximally

mixed states.3 Furthermore, for any Gaussian state, we can determine the quadrature

moments via the moment generating function [161]

M(ξ) = exp
[
dTξ + 1

2ξTV ξ
]
. (2.96)

We then have

⟨qn1
1 pn2

1 · · · q
n2ℓ−1
ℓ pn2ℓ

ℓ ⟩ = ∂n1

∂ξn1
1
· · · ∂

n2ℓ

∂ξn2ℓ
2ℓ

M(ξ)
∣∣∣∣
ξ=0

. (2.97)

The partial derivatives can be successively evaluated by using the relation [162]

∂n

∂xn
exp

[
(x− x0)2

2σ2

]
= exp

[
(x− x0)2

2σ2

]  n∑
k=0

(
n

k

)
B

(2n+k) 1−(−1)k

2

2 k
2 Γ
(

k+1
2

)
σnΓ

(
1
2

) (
x− x0

σ

)n−k
 ,

(2.98)

where Bj denote the Bernoulli numbers and Γ(x) is the gamma function [163]. Alterna-

tively, arbitrary moments of Gaussian states can be determined using Wick’s theorem

[164]. Next, we respectively introduce vacuum, thermal, coherent and squeezed states

as the four fundamental single-mode Gaussian states [48]. To distinguish between the

photon statistics of these different states, we employ the g(2)-correlation function, which

can be expressed as [165]

g(2)(0) = ⟨(â
†)2â2⟩
⟨â†â⟩2

. (2.99)

From a practical point of view, this quantity is particularly useful to distinguish among

different types of statistics since it is solely determined by the relationship between fourth

and second order moments and does not require any photon number calibration.

Vacuum and thermal states The vacuum state |0⟩ corresponds to the state with minimal

energy which satisfies the bosonic commutation relations [166]. Consequently, it contains

half a quantum of noise, which symmetrically splits between both signal quadratures due

to the absence of phase coherence, manifesting in variances (∆q)2 = (∆p)2 = 1/4. The
corresponding Wigner function is plotted in Fig. 2.9(a). A thermal state is characterized by

its equilibrium photon number distribution at temperature T > 0 [167]. The corresponding

3This is in strong contrast to qubits, where maximally mixed states have purity µ = 1/2 [15]. The
difference results from the fact that for a statistical mixture between j eigenstates in a Hilbert space
H with classical probability pj , the state is maximally mixed if pj = 1/ dimH.
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density operators can be determined from the canonical partition sum [168], according to

ρ̂th =
∑

n

nn
th

(1 + nth)n+1 |n⟩⟨n|, nth = ⟨â†â⟩ = 1
e
ℏω

kBT − 1
, (2.100)

where the thermal photon number nth is determined by the Planck distribution and

kB = 1.38 × 10−23 J K−1 denotes the Boltzmann constant. A thermal state has zero

displacement, d = 0, and a diagonal covariance matrix with variances

(∆q)2 = (∆p)2 = 1 + 2nth

4 . (2.101)

At absolute zero, a thermal state corresponds to vacuum and, in the limit nth ≫ 1, the
state is maximally mixed with ensemble probability 1/nth, according to Eq. (2.100). The

normally ordered signal moments of a thermal state can be expressed as

⟨(â†)mân⟩ = n!nn
thδnm, (2.102)

implying that g(2)(0) = 2 [47]. The quadrature moments satisfy

⟨qmpn⟩ = (m− 1)!!(n− 1)!!
2m+n

(1 + 2nth)m+n
2

4
[
1 + (−1)m + (−1)n + (−1)m+n

]
. (2.103)

In Fig. 2.9(b), we plot the Wigner function of a thermal state for nth = 1.5.

Squeezed state Vacuum and thermal state have symmetric variances and a diagonal

covariance matrix. However, as we have seen Sec. 2.1.2, we can implement a JPA for phase-

sensitive amplification, which leads to an elliptical distortion of the Wigner function. As

we have seen in Eq. (2.28), such a process leads to deamplification of one field quadrature.

We create a squeezed state by suppressing the fluctuations in the attenuated quadrature

below the vacuum limit [48]. It can be shown that for γ = 0, the JPA Hamiltonian,

Eq. (2.11), implements a squeezing operation in the Dirac interaction picture,

Ŝ(ξ) = exp
[1
2ξ

∗â2 − 1
2ξ
(
â†
)2
]
, (2.104)

where ξ = reiφ. The quanity r thereby denotes the squeeze factor, defined in the scope of

Eq. (2.28), and φ corresponds to the phase, relative to the phase reference (pump) [112].

The squeezing operator, Eq. (2.104), implements the Bogoliubov transformation

Ŝ†(ξ)âŜ(ξ) = â cosh r − â†eiφ sinh r, (2.105)



34 Chapter 2 Superconducting circuits and propagating quantum microwaves

which corresponds to the transformation between signal and idler fields introduced in

Sec. 2.1.2. In case we apply Ŝ(ξ) to vacuum, we find [48]

|ξ⟩ = Ŝ(ξ)|0⟩ =
∑

n

(−1)n

√
(2n)!

2nn!
(eiφ tanh r)n

√
cosh r

|2n⟩, (2.106)

implying that the ideal squeezed state contains only even photon numbers due to a pairwise

emergence of signal and idler photons. However, a practically generated squeezed state

also contains odd photon numbers due to impurities in the initial state. The squeezing

operator keeps the displacement at d = 0 and transforms the covariance matrix, yielding

V sq = 1
4

(
e−2r cos2 φ

2 + e2r sin2 φ
2 − sinh 2r sinφ

− sinh 2r sinφ e2r cos2 φ
2 + e−2r sin2 φ

2

)
. (2.107)

It is convenient to describe the squeezing direction via the squeezing angle γ = −φ/2,
where factor of 1/2 is a result from the 2-fold rotational symmetry of the Wigner function.

We observe that one quadrature, Qs, is squeezed with variance (∆Qs)2 = e−2r/4 and the

orthogonal quadrature Qa is antisqueezed with variance (∆Qa)2 = e2r/4. We define the

squeezing level S of a squeezed vacuum state by comparing (∆Qs)2 to vacuum variance of

1/4 [75],

S = −10log10

[
(∆Qs)2

0.25

]
= 10log10

[
(∆Qa)2

0.25

]
= 20rlog10e ≃ 8.69r. (2.108)

The squeezed variance for the JPA resonator field is limited by (∆Q(r)
s )2 ≥ 1/8, restricting

the intra-resonator squeezing level Sr to Sr ≲ 3 dB [169]. For the output field, we have

(∆Qs)2 → 2ϵc(∆Q(r)
s )2, implying that there is no fundamental limit for the maximally

achievable squeezing for the squeezing level, apart from the resonator bandwidth. Fur-

thermore, the moments with respect to the squeezed (antisqueezed) quadrature Qs (Qa)

can be expressed as

⟨Qm
s Q

n
a ⟩ = (m− 1)!!(n− 1)!!

2
√

2m+n
er(m−n)

[
1 + (−1)m + (−1)n + (−1)m+n

]
. (2.109)

In Fig. 2.9(c), we plot the Wigner function for a squeezed state for r = 1 and γ = π/4.

Coherent state To introduce coherent states, we map the phase space to a complex

plane and introduce the complex displacement α = dp + idq from the displacement vector

d = (dp, dq)T. We can then generate a coherent state via [154]

|α⟩ = D̂(α)|0⟩ = e− |α|2
2
∑

n

αn

√
n!
|n⟩, (2.110)



2.2 Continuous-variable quantum information processing 35

(a) (b)

(c)

Wq1p1

Wp1p2

(∆q)2 = cosh(2r)/4
(∆p)2  = cosh(2r)/4

(∆q+)2 = e-2r/4
(∆q-)2  = e2r/4

p2

p 1

-4 -2
-4

0 2 4

-2

2

4

0.0

0.2

0.4

0.6

p1

q 1

-4 -2
-4

0 2 4

-2

2

4

0.00

0.05

0.10

0.15

0

0

(d)

W(q1, p1)

(∆q)2  = cosh(2r)/4
(∆p)2  = cosh(2r)/4

p2

q 2

-4 -2
-4

0 2 4

-2

2

4

0.00

0.05

0.10

0.15

0

W(q2, p2)

Wq1q2

(∆q-)2 = e-2r/4
(∆q+)2  = e2r/4

q2

q 1

-4 -2
-4

0 2 4

-2

2

4

0.0

0.2

0.4

0.6

0

W(q1, q2) W(p1, p2)

Wq2p2

Figure 2.10: Wigner function for the TMS state for r = 1, φ = 0. Panels (a) and (b) correspond to

the marginal distributions for the local modes, which resemble thermal noise with photon

number nth = sinh2 r. Panels (c) and (d) show the respective marginal distributions,

corresponding to nonlocal quadratures. We observe that nonlocal q (p)-quadratures are

correlated (anticorrelated).

where D̂(α) = exp
(
αâ† − α∗â

)
denotes the displacement operator [170]. The displacement

operator changes the expectation value of the quasiprobability distribution to d and keeps

the covariance matrix unaffected, D̂†(α)âD̂(α) = â + α. Consequently, |α⟩ is a pure

state with minimal uncertainty and photon number ncoh = |α|2 = |d|2. A coherent state

can be regarded as a quantum mechanical analogue of a classical sinusoidal signal with

in-phase contribution dp and orthogonal component dq. Simultaneously, the coherent

state is an eigenstate of the annihilation operator â [48]. It is convenient to write

d = |α|2(cos θ, sin θ)T, where θ denotes the displacement angle. As can be seen from

Eq. (2.110), coherent states satisfy Poissonian photon statistics, implying g(2)(0) = 1 [171].

The quadrature moments can be calculated by

⟨qmpn⟩ = 2
π

[
Mm(|α| cos θ) + M̃m(|α| cos θ)

] [
Mn(|α| sin θ) + M̃n(|α| sin θ)

]
, (2.111)
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where

Mj(x) = 2− j
2

4 x[1− (−1)j]Γ
(

1 + j

2

)
1F1

(1− j
2 ; 3

2;−2x2
)
, (2.112)

M̃j(x) = 2− j
2

2
√

2
[1 + (−1)j]Γ

(
j + 1

2

)
1F1

(
−j2; 1

2;−2x2
)
, (2.113)

with the confluent hypergeometric function 1F1 (a; b;x) [163]. The Wigner function for a

coherent state with two displacement photons and displacement angle θ = 7π/4 is shown

in Fig. 2.9(d).

Two-mode squeezed state In the following, we introduce the TMS state as the CV

analogue to qubit Bell states [15, 172]. We generate a TMS state between modes â1 and â2

by applying the TMS operator ŜTMS = exp
[
ξ∗â1â2 − ξâ†

1â
†
2

]
with ξ = reiφ, to two-mode

vacuum [47],

|TMS⟩ = ŜTMS|0⟩1|0⟩2 = 1
cosh r

∞∑
n=0

(
e−iφ tanh r

)n
|n⟩1|n⟩2. (2.114)

The TMS state has purity µ = 1 and can be described by the covariance matrix

V TMS = 1
4

(
cosh 2r12 sinh 2r (σz cosφ+ σx sinφ)

sinh 2r (σz cosφ+ σx sinφ) cosh 2r12

)
, (2.115)

where 12 denotes the (2× 2) unity matrix and σz (σx) denotes the Pauli-z (x) matrix [15].

The global phase φ is normally set to zero since the TMS is conventionally used as the

phase reference in our quantum communication experiments. After defining the nonlocal

quadrature superpositions q± ≡ (q1 ± q2)/
√

2, p± ≡ (p1 ± p2)/
√

2, we can express the

corresponding Wigner function as [48]

WTMS(q+, p+, q−, p−) = 4
π2 exp

[
−

2(q2
+ + p2

−)
e2r

−
2(q2

− + p2
+)

e−2r

]
r≫1−−→ 4

πe2r
exp

[
−

2(q2
+ + p2

−)
e2r

]
δ(q−)δ(p+). (2.116)

Consequently, the TMS operator implements a respective squeezing operation for the

nonlocal quadrature superpositions q− and p+. In the limit r →∞, the nonlocal q (p)-

quadratures become perfectly correlated (anticorrelated) [84]. In contrast, the local states,

described by Eq. (2.115), resemble thermal noise with photon number nth = sinh2 r. It

can furthermore be shown that a TMS state with two-mode squeeze factor r is equivalent

to the symmetric superposition of two orthogonal squeezed states with respective squeeze

factor r [83]. Without quoting the lengthy and technical derivation, we give the result for
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the quadrature moments for a TMS state,

⟨qk
1p

l
1q

m
2 p

n
2 ⟩ = Mklmn(r)

[
1 + (−1)k+m + (−1)l+n + (−1)k+l+m+n

]
, (2.117)

where we define

Mklmn(r) ≡
k∑

i1=0

l∑
i2=0

⌊ m
2 ⌋∑

i3=0

⌊ n
2 ⌋∑

i4=0
ci1i2i3i4 exp

[
8r(i1 + i3 − i2 − i4 − ⌊

i1
2 ⌋ − ⌊

i2
2 ⌋)

]
, (2.118)

where ⌊x⌋ denotes the floor function. The coefficients are given by

ci1i2i3i4 = 1
4k+l+m+n+1

(
k

i1

)(
l

i2

)(
m

i1 + 2i3 − 2⌊ i1
2 ⌋

)(
n

i2 + 2i4 − 2⌊ i2
2 ⌋

)
(2.119)

×[4(i1 + i3 − ⌊
i1
2 ⌋)− 1]!![2(k +m− 2i1 − 2i3 − 2⌊i12 ⌋)− 1]!! (2.120)

×[4(i2 + i4 − ⌊
i2
2 ⌋)− 1]!![2(k +m− 2i2 − 2i4 − 2⌊i22 ⌋)− 1]!!. (2.121)

We can produce any pure single-mode Gaussian state by a concatenation of displacement

and squeezing operations, where the order of these operations is crucial since displacement

and squeezing operators do not commute [173, 174]. Local variance broadening and

therefore mixed states can be modelled by the TMS operator, ŜTMS. Thereby, we need

to consider the environment as an ancillary mode which needs to be traced out in case

we are interested in the local mode. Simultaneously, the TMS operator is realized by the

nondegenerate JPA and can be used to model phase-insensitive amplification of the mode

â1 [175]. The SQL, Eq. (2.32), then emerges from the presence of the uncorrelated input

mode, â2.

2.2.3 Gaussian quantum correlations and entanglement

For many quantum communication protocols, the quantum advantage arises from the

exploitation of quantum correlations shared by the communication parties [47]. Here, we

introduce quantum entanglement and quantum discord as quantum correlation quantifiers

[176]. Since the description of quantum correlations between two quantum systems is

closely related to their shared nonlocal information, we first discuss the concept of entropy

[15]. According to the Williamson theorem, we can find a symplectic transformation

for any covariance matrix V under which it becomes diagonal [177, 178]. Consequently,

entropic quantities and nonlocal correlations can be expressed in terms of symplectic

invariants [179]. In particular, by employing a linear unitary Bogoliubov transformation

[47], we can write any two-mode covariance matrix in the form

V =
(

a12 cΠp + c′Πq

cΠp + c′Πq b12

)
, (2.122)
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with the phase space projection operators

Πp =
(

1 0
0 0

)
, Πq =

(
0 0
0 1

)
. (2.123)

The real numbers a and b describing the respective local modes, and c (c′) describing the

nonlocal correlation between p (q)-quadratures need to satisfy the relation [177, 180]

a2 + b2 + 2cc′ ≤ 8(ab− c2)(ab− c′2) + 1
8 , (2.124)

according to Eq. (2.93). In case of Bell-like states, such as the TMS state, one type of

nonlocal quadratures is correlated and the orthogonal quadratures are anticorrelated,

c = −c′. The symplectic invariants then correspond to [47]

I1 = a2, I2 = b2, I3 = cc′, I4 = det V = I1I2 + I2
3 −

√
I1I2(c2 + c′2). (2.125)

In addition, it is useful to define the quantity ∆ ≡ I1 + I2 + 2I3, which enables us express

the symplectic eigenvalues of V as [181]

ν± =
√

∆±
√

∆2 − 4I4

2 . (2.126)

Entropic measures Entropy measures the statistical ordering of a physical system and

cannot decrease if the system is isolated, according to the second law of thermodynamics

[182]. For a classical information processing system, described by a random variable X

taking outcomes {xi} with respective probabilities {pi}, the fundamental entropic quantity

is Shannon entropy H(X) = −∑i pi ln pi [183]. According to Shannon’s source coding

theorem, H(X) describes how many classical bits are required for the optimal compression

of the system and thereby measures the system’s actual information content [184].4 By

taking the continuum limit of the summation, we can express the Shannon entropy of an

n-mode Gaussian state from the corresponding phase space quasiprobability distribution

W (α), according to [151]

H(X) = −
∫
W (α) lnW (α)d2α = 1

2 ln [(2πe)n det V ] , (2.127)

where α = p+ iq. A closely related quantity is the Shannon mutual information Is(X, Y )
between two random variables X and Y . In general, Is(X, Y ) measures the maximal

amount of information which can be obtained about Y if we assume complete knowledge

of X. In case X (Y ) is described by a phase space probability distribution P (α) [P ′(α′)],
4For this interpretation, all logarithms need to be taken with basis 2. Throughout this work, we usually
use the natural logarithm as this often simplifies the calculations. Actual information in units of bits
can be obtained by multiplying entropic quantities with 1/ ln 2 ≃ 1.44.
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mutual information can be calculated by [183]

Is(X, Y ) =
∫
d2αd2α′P ′(α′|α)P (α) ln

(
P ′(α′|α)
P ′(α′)

)
, (2.128)

where P ′(α′|α) corresponds to the conditional probability distribution for α′. The order

of α and α′ can be swapped using Bayes’ rule. One possible quantum mechanical

generalization of Eq. (2.127) for a given density operator ρ̂ is given by the Rényi-αr entropy

[185], which is defined as

Sαr(ρ̂) = 1
1− αr

ln Tr(ρ̂αr). (2.129)

The limiting case αr → 1 is called von Neumann entropy S(ρ̂) and represents the natural

extension of the classical thermodynamic entropy to statistical quantum mixtures [186].

For n-mode Gaussian states, the von Neumann entropy can be directly calculated from

the symplectic eigenvalues νi [187],

S(ρ̂) = −Tr(ρ̂ ln ρ̂) =
n∑

i=1
f(νi), (2.130)

where we define the entropic function

f(x) =
(

2x+ 1
2

)
ln
(

2x+ 1
2

)
−
(

2x− 1
2

)
ln
(

2x− 1
2

)
. (2.131)

For n = 1, Eq. (2.130) simplifies to f(
√

det V ) [49]. The von Neumann entropy is directly

related to purity µ. For pure states, µ = 1, we have S = 0 and for maximally mixed

states, µ = 0, von Neumann entropy diverges. As we further discuss in Sec. 2.3.1, Rényi

entropy for the case αr = 2 in Eq. (2.129) is commonly used in the context of quantum

phase transitions [188]. For an n-mode Gaussian state, this Rényi-2 entropy is directly

linked to the Shannon entropy via [189]

S2(ρ̂) = H(X)− n ln
√
πe

8 (2.132)

and straightforwardly allows for the distinction of ordered phases (S2 = 0) and disordered

phases (S2 > 0).

Entanglement Entanglement represents a specific category of quantum correlations and

emerges from a nonseparability of a multipartite quantum system [15]. Throughout this

work, we focus on two-mode states shared by parties A and B. In case such a quantum

system is described by the joint density operator ρ̂AB, the system is separable if ρ̂AB can be

decomposed into a sum of tensor products between density operators fully describing the

respective local subsystems A and B. In general, the separability of a multimode Gaussian
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state is characterized by the Peres-Horodecki PPT criterion [190], which states that the

partially transposed density matrix needs to be positive [191]. Thereby, transposition of

a Gaussian state is equal to reflection of a certain quadrature eigenvalue with respect

to the corresponding phase space axis [180]. Resulting from that, it can be shown that

a suitable monotonic non-separability measure which is easy to calculate is provided

by the negativity N [192]. In case ρ̃AB is the partially transposed density operator,

normalization guarantees Tr(ρ̃AB) = 1. If one of the eigenvalues is negative, we thus

must have Tr|ρ̃AB| > 1. Negativity effectively measures the difference of Tr|ρ̃AB| − 1. For
bipartite Gaussian states, negativity can be expressed as

N = max
(

0, 1
8ν̃−
− 1

2

)
, (2.133)

where ν̃− corresponds to the smallest symplectic eigenvalue of the partially transposed

state. Another relevant entanglement monotone is provided by entanglement of formation

(EoF). For bipartite Gaussian states described by a joint covariance matrix V AB, EoF is

defined as [193]

EF(V AB) = inf
V ′

AB≤V AB,det V ′
AB=1/16

f(
√
A′), (2.134)

where A′ is the symplectic invariant corresponding to the local subsystem A, which is

derived from V AB by tracing out B. EoF is significantly harder to calculate than negativity,

but has multiple intriguing properties and interpretations. As an example, Gaussian EoF

quantifies the minimal amount of two-mode squeezing needed to prepare an entangled

state, starting from a classical one by using local operations and classical communication

[194]. In general, the minimization procedure in Eq. (2.134) needs to be done numerically.

However, an analytical lower bound EF has been derived in Ref. 195,

EF = sign(γ)
[
cosh2γ ln(cosh2γ)− sinh2γ ln(sinh2γ)

]
≤ EF, (2.135)

where γ corresponds to the minimally required amount of two-mode squeezing to disen-

tangle the bipartite state. Although the bound Eq. (2.135) only becomes exact in case

of symmetric local states A and B, we approximate EF ≃ EF throughout the rest of

this work.5 An entangled state is called maximally entangled if the local states in the

subsystems have purity µ = 0 and maximal entropy [196]. The TMS state becomes

asymptotically maximally entangled, as the state locally looks like a thermal state with

temperature T = ℏω/[2kB ln(coth r)] → ∞ in the limit of r → ∞. The presented en-

tanglement monotones diverge for maximally entangled states. In addition, maximally

entangled states satisfy the Tsirelson bound and maximally violate the CHSH inequality

[197–199]. These states are suspected to provide maximal quantum nonlocality [200].

5The quantity EF actually bounds the kernel Ek of EoF EF, EF = max [Ek, 0]. As a result, vanishing
entanglement is indicated by EF ≤ 0.
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Quantum discord Entanglement only measures correlations emerging from the non-

separability of joint quantum systems. However, even separable quantum systems can

share quantum correlations. In this work, we use quantum discord as a general correlation

quantifier, including entanglement [201]. Quantum discord is defined as the difference

between the full quantum mutual information and the classical correlation. In analogy to

Eq. (2.128), bipartite quantum mutual information is defined as the intersection between

the full quantum information of system A and B, respectively. This intersection is given by

the discrepancy of the sum of the von Neumann entropies, corresponding to the individual

subsystems, and the joint entropy SAB [179, 202]

I(A : B) = SA + SB − SAB = I(B : A). (2.136)

The classical correlation J(A|B) describes the maximum amount of accessible information

which can be extracted by performing a projective measurement on one of the subsystems,

in our case B. It is defined as [203]

J(A|B) = sup
{Π̂B}

[
SA −

∑
i

piS(ρ̂A|i)
]

= SA − Cmin(A|B), (2.137)

where the supremum is taken over all positive operator valued measures (POVMs) {Π̂B}
[15]. This maximization procedure is necessary since the measurement outcome depends

on the choice of the measurement operators. The quantities pi describe the probability of a

certain measurement outcome and Cmin(A|B) is the minimized conditional entropy. Note

that Eq. (2.137) is not symmetric in general, J(A|B) , J(B|A). The A-quantum discord

and the B-quantum discord are then defined as the discrepancy between the quantum

mutual information and the classical correlation [176]

DA = I(A : B)− J(A|B), DB = I(A : B)− J(B|A). (2.138)

Resulting from the asymmetry of Eq. (2.137), in general, we have DA , DB. Although the

calculation of DA and DB is nontrivial for general bipartite quantum systems, there exist

closed analytical expressions for Gaussian quantum states in terms of symplectic invariants.

According to Ref. 204, the bipartite Gaussian quantum discord can be expressed as

DA = f
(√

I2

)
− f(ν+)− f(ν−) + f

(√
Emin

A|B

)
, (2.139)

where

Emin
A|B =


[

4|I3|+
√

16I2
3 −(I1−16I4)(16I2−1)
16I2−1

]2
if ξA ≤ 0

I1I2+I4−I2
3 −
√

(I1I2+I4−I2
3 )2−4I1I2I4

2I2
else

, (2.140)
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with

ξA ≡
16(I1I2 − I4)2

(I1 + 16I4)(16I2 + 1)I2
3
− 1. (2.141)

We can furthermore calculate the B-discord by formally exchanging the systems A←→ B,

which is mathematically equivalent to replacing I1 ←→ I2. It can furthermore be shown

that, for pure states, EoF exactly coincides with quantum discord. Therefore, entanglement

already captures all quantum correlations in this case, implying that the investigation

of quantum discord is only reasonable for mixed states [204]. As pointed out in Ref. 112,

quantum discord is directly related to the fact that it is, in general, not possible to

uniquely distinguish between non-orthogonal quantum states with one single projection.

This is especially intuitive in the single qubit case since the Bloch sphere is a volumetric

object [15]. As a result, the necessity of elaborate reconstruction techniques such as

quantum process tomography [205–207] or randomized benchmarking, [208] can eventually

be regarded as a consequence of quantum discord. For pure bipartite states, quantum

discord coincides with EoF [204]. However, in contrast to entanglement, quantum discord

shows asymptotic stability against noise [209].

2.2.4 Gaussian quantum channels

So far, we have analyzed how to describe Gaussian quantum states of light. In the following,

we investigate Gaussian quantum channels, i.e., transformations between Gaussian states

[210]. In case our Gaussian state is described by the density operator ρ̂G, a general

Gaussian quantum channel Φ can be expressed as a completely positive trace-preserving

(CPTP) map

ρ̂′
G = Φ(ρ̂G) = TrE

[
U(ρ̂G ⊗ ρ̂E)U †

]
, (2.142)

where U is a unitary operator, corresponding to a quadratic Hamiltonian which describes

the propagating electromagnetic field and ρ̂E corresponds to a Gaussian environment [211].

Next, we apply the Weyl correspondence principle to Eq. (2.142) for an n-mode Gaussian

state, described by the 2n-dimensional displacement vector d and the (2n×2n) covariance
matrix V [147]. In this case, the effect of Φ is schematically depicted in Fig. 2.11(a) and

can be generally expressed as

d′ = Xd + dΦ, V ′ = XV X† + Y Y †, (2.143)

where X is a real (2n× 2n) matrix which describes rotations, amplification or attenuation

[212]. The vector dΦ corresponds to a constant displacement induced by Φ, and the matrix

Y describes the noise, added by the environment.

Single-mode Gaussian quantum channels In the following, we investigate some of

the most relevant fundamental Gaussian quantum channels [210, 212]. The first channel
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Figure 2.11: (a) Schematic illustration of a general Gaussian quantum channel Φ. The left side corresponds

to the input displacement d, input covariance matrix V and environment ρ̂E, which is

treated as an ancilla system. The right side depicts how the respective input quantities

transform under Φ. (b) Schematic depiction of a classical feedforward channel. (c) Schematic

depiction of an entanglement distribution channel.

is the phase-preserving amplification channel Φpp(G) which describes quantum-limited

phase-insensitive amplification with gain G. It is characterized by

dΦ = 0, X =
√
G12, Y = 1

2

√
G− 1
G

12. (2.144)

The last term in Eq. (2.144) corresponds to the SQL. As we have seen in Sec. 2.1.4, the

same channel can be rewritten without any additive Y contribution if we treat it as

a multimode channel. Next, we discuss the ideal phase-sensitive amplification channel

Φps(G,φ) of a quadrature. The arguments are the amplification angle φ and the gain G.

This channel corresponds to a squeezing operation described by

dΦ = 0, X = R(φ)J(G)RT(φ), Y = 02, (2.145)

where the rotation matrix R(φ) and J(G) = diag
(√

G, 1/
√
G
)
are (2× 2) matrices. For

the attenuation channel Φatt(ε), we assume that the signal is lost to an environment at

zero temperature with a power loss parameter 0 ≤ ε ≤ 1. This loss is modelled by

dΦ = 0, X =
√

1− ε12, Y =
√
ε

2 12. (2.146)

Equation (2.146) describes losses to the environment with a simple beam splitter model.

Throughout all our experiments, the beam splitter model is a valid approximation since

we do not consider any non-Markovian effects [213]. This model then corresponds to

the ensemble average of photon loss with probability ε with simultaneous excitation of

Markovian environment t̂ via the beam splitter relation â′ =
√

1− εâ+
√
εt̂ [48]. For our

measurements at millikelvin temperatures, the attenuation channel provides an accurate

tool to model path losses. However, since the third law of thermodynamics forbids to

reach the limit T → 0 [214], a more realistic model is provided by the thermal noise

channel Φth(ε, nth). In this case, we need to assign a finite temperature T to the mode t̂
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and assume that this mode satisfies Boltzmann statistics with mean photon number nth

[168]. Thus, we have

dΦ = 0, X =
√

1− ε12, Y = 1
2
√
ε(1 + 2nth)12. (2.147)

During the experiments presented in chapter 8, we artificially generate a thermal noise

channel by heating local sections of the experimental setup in a controlled way. Such

experiments are of particular fundamental interest, since Eq. (2.147) is directly related to

the fluctuation-dissipation theorem, which generally states that fluctuation spectrum and

dissipation spectrum are linearly related to each other in an ergodic system [215, 216].

Thus, by ensuring lossless transmission of quantum signals through a thermal environment,

we expect to avoid the otherwise destructive impact of thermal noise on fragile quantum

properties such as entanglement [217]. In particular, the fluctuation-dissipation theorem

in units of photons is given by

S(ω) = 2 coth
(
ℏω

2kBT

)
ε(ω) = 4Sth(ω)ε(ω), (2.148)

where S(ω) denotes the coupled power spectrum in units of photons per bandwidth

(positive and negative sideband), Sth corresponds to the power spectrum of the environ-

mental thermal noise and ε(ω) is the dissipation spectrum, associated with the signal

losses.6 Thus, the detected noise power within a small bandwidth, according to the

fluctuation-dissipation theorem, exactly corresponds to the additive noise contribution in

Eq. (2.147). The thermal noise channel is a combination of the beam splitter model and a

classical noise channel, which would simply broaden the quadrature variances. However, a

correct quantum description of noise coupling requires that a part of the signal is lost to

the environment to preserve the bosonic commutation relations [48]. Next, we exploit the

fact that any concatenation of Gaussian channels forms again a valid Gaussian channel

to implement the classical noise channel by attenuation, followed by phase-insensitive

amplification, according to the function composition Φcl = Φpp[1/(1− ε)] ◦ Φatt(ε), which
leads to

dΦ = 0, X = 12, Y = 1
2

√
ε(2− ε)

1− ε 12. (2.149)

Since the prefactor function of Y has range [0,∞), any classical noise channel can be

written as such a composition and we employ such a channel to model our gain-dependent

JPA noise [85]. Throughout our quantum communication experiments, an important

Gaussian quantum channel is the classical feedforward channel. Such a channel is formed

by concatenation of an amplification channel (phase-insensitive or phase-sensitive) with

gain G≫ 1, followed by a thermal noise channel. The graphical notation chosen for this

6Note that we effectively only couple 1/4 of the full thermal power spectral density since we assume
ideal power matching with respect to the circuit impedance [93].
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channel is shown in Fig. 2.11(b). A Gaussian quantum channel connecting pure single-

mode states can always be expressed as a concatenation of displacement, squeezing, and

rotation operations. Note that these unitary single-mode operations are already sufficient

to describe large parts of ideal (loss- and noiseless) Gaussian quantum communication

protocols. However, these ideal protocols also require non-unitary operations such as

(projective) measurements [159]. As we discuss in Sec. 2.3, a unitary approximation of such

an operation in its analog form can be realized by an interplay of unitary components.

Entanglement distribution So far, we have investigated single-mode Gaussian channels.

Nevertheless, all entanglement-based protocols necessarily require the use of multi-mode

channels [158]. To create bipartite quantum correlations between modes l and m in an

n-mode system, we employ beam splitter operations of the form B(l,m)(T ) = B̃
(l,m)(T )⊗12

with

B̃
(l,m)
ij (T ) = δij(1− δim − δjl) +

√
1− |T |(δilδjm + δimδjl) +

√
|T |δij(δim + δjl), (2.150)

where δij denotes the Kronecker delta and T describes the transmissivity. In Eq. (2.150),

we assume a phase reference of zero and a relative phase shift of π between the outputs.

To describe the entanglement distribution channel ΦTMS via a TMS state with squeeze

factor r, we define Slm(r) as the n−mode operation which applies the phase-sensitive

channel J l(e2r, 0) to mode l and Jm(e2r, π/2) to mode m. The channel ΦTMS is then

realized by

dΦ = 0, X = B(l,m)(1/
√

2)Slm(r), Y = 02n. (2.151)

Our schematic symbol for the entanglement distribution channel is depicted in Fig. 2.11(c).

2.2.5 Continuous-variable quantum teleportation

Now we introduce quantum teleportation as the central quantum communication protocol

which is extensively investigated throughout this work. A schematic illustration of a

general quantum teleportation experiment is shown in Fig. 2.12. In general, quantum

teleportation enables the disembodied transfer of an unknown quantum state ρ̂in between

two communication parties, usually referred to as Alice and Bob [218]. Prior to performing

the experiment, Alice and Bob share an entangled resource state. Next, Alice entangles

her part of the resource with ρ̂in and performs a projective Bell measurement on the

resulting state. She then sends the classical outcome of this measurement to Bob, who

performs a unitary operation Û to his part of the predistributed resource state. Bob’s

operation comes from a well-defined set but the exact choice depends on the classical

measurement result communicated by Alice [9, 219]. Bob’s final state ρ̂out then ideally

coincides with ρ̂in without actually transmitting the input state. Simultaneously, the

quantum state on Alice’s side is erased in agreement with the no-cloning theorem. The
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Figure 2.12: Schematic illustration of a general quantum teleportation setup. Prior to the experiment,

an entangled resource state is generated and distributed to the communication parties Alice

and Bob. Next, Alice entangles the input state ρ̂in, which can be unknown to her, with her

part of the resource and performs a Bell measurement on the resulting bipartite state. The

classical result is forwarded to Bob who performs a conditioned unitary operation to his

state, leading to the final state ρ̂out, which coincides with ρ̂in for ideal teleportation.

protocol is fully compatible with special relativity theory since the classical information

transfer in the feedforward channel is limited by the speed of light. Although quantum

teleportation is conventionally discussed in the scope of DV quantum systems such as

qubits, we focus on the CV implementation here as it is the suitable formulation of the

protocol to describe our experiments [47, 58, 67]. For the teleportation of single-mode

CV states, we need three modes in total. Throughout this work, we use the convention

that the first (second) mode corresponds to the entanglement resource, distributed to

Bob (Alice) and the third mode corresponds to the input state. For a TMS state as

entanglement resource in the limit r ≫ 1 used to teleport a state described by the Wigner

function Win(q3, p3), the Wigner function of the initial three-mode state is given by [220]

W (q1, p1, q2, p2, q3, p3) = δ(q1 − q2)δ(p1 + p2)Win(q3, p3), (2.152)

where we neglect any prefactor for normalization. In an ideal Bell detection, we measure

the quadrature superpositions q− = (q3 − q2)/
√

2 and p+ = (p3 + p2)/
√

2 with respective

measurement outcomes a and b and obtain

W ′(q1, p1, q3, p3) =
∫
dq−dp+δ(q1 − q2)δ(p1 + p2)δ(q− − a)δ(p+ − b)Win(q3, p3) (2.153)

= δ(q1 − q3 +
√

2a)δ(p1 − p3 +
√

2b)Win(q3, p3). (2.154)

Next, we calculate the marginal distribution with respect to Bob’s phase space coordinates,

q1 and p1, and find the Wigner function associated with the final mode

Wout(q1, p1) = Win(q1 +
√

2a, p1 +
√

2b). (2.155)
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We thus observe that Bob’s final state coincides with the input state up to a displace-

ment of
√

2a (
√

2b) in the q1 (p1) quadrature [58]. The two real numbers a and b are

transmitted from Alice to Bob through the classical feedforward channel. Bob then uses

this classical information to perform a conditioned displacement operation on his state

which compensates the displacement offset in Eq. (2.155). Furthermore, we have not

yet made any assumptions about Win(q3, p3), implying that neither Alice nor Bob need

any information about the input state. We note that ideal quantum teleportation is an

unconditionally secure protocol, which can be regarded as a quantum implementation of

the classical one-time pad encryption technique by exploiting quantum fluctuations as a

perfect random number generator [221]. An elegant diagrammatic proof can be found in

Ref. 222.

2.2.6 Fidelity and codebook

Uhlmann fidelity In the previous section, we have discussed the ideal CV quantum

teleportation protocol where the output state of Bob perfectly coincides with the input

state. Nevertheless, in a practical implementation, we cannot realize the limit r →∞ as

it would require an infinite amount of energy. In addition, in any realistic implementation,

all quantum states are subject to losses and noise, which eventually lead to deviations

in Bob’s final state from the input state. A suitable measure for the performance of

the protocol is the Uhlmann fidelity F , which measures the statistical overlap of two

density operators ρ̂1 and ρ̂2 [223]. In the CV case, it can be shown that F simultaneously

measures the statistical phase space overlap of the quasiprobability distributions, W1(α1)
and W2(α2), associated with ρ̂1 and ρ̂2. The fidelity can be expressed as [15, 224, 225]

F = Tr
√√

ρ̂1ρ̂2

√
ρ̂1 = π

∫
d2α1d

2α2W1(α1)W2(α2). (2.156)

The fidelity is bound by 0 ≤ F ≤ 1 and can be regarded as a monotone for the performance

of a quantum protocol, where F = 1 corresponds to an ideal protocol [226]. Before

discussing relevant limits of F for quantum teleportation, we provide a more practical

evaluation of fidelity in case the states are Gaussian and described by displacement d1 (d2)

and covariance matrix V 1 (V 2). In this case, the integral in Eq. (2.156) can be evaluated

explicitly, yielding

F (d1,V 1,d2,V 2) = 1
2

exp
(
−1

2βT(V 1 + V 2)−1β
)

√
Λ + ∆−

√
∆

. (2.157)

Here, Λ ≡ det(V 1 + V 2), ∆ ≡ 16(detV 1 − 1/16)(detV 2 − 1/16) and β ≡ d1 − d2

[227]. In case one of the two states is pure, we have ∆ = 0, which leads to a significant

simplification of Eq. (2.157). Next, we discuss the requirements to observe a quantum

advantage in the protocol when we employ entanglement. For coherent input states, this
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Figure 2.13: (a) Various types of input codebooks for quantum communication protocols. (b) Scheme for

the optimal cloning machine for a Gaussian codebook according to Ref. 229. The cloning

machine consists of a phase-insensitive amplifier acting on the unknown input mode â with

weak gain G, followed by a symmetric beam splitter, which produces the clones b̂1 and b̂2.

For an infinitely large codebook, σ → ∞, the optimal gain exactly compensates for the

beam splitter loss, Gopt = 2.

is the case if the fidelity exceeds the classical threshold Fc = 1/2 (in contrast to 2/3 for

qubits). Without the use of entanglement, we always have F ≤ Fc. As can be seen from

Eq. (2.157), Fc exactly corresponds to the case where the protocol broadens the variance

by twice the vacuum fluctuations, referred to as quduties by Braunstein and Kimble

[47, 58]. The emerging quduties can be intuitively explained by reconsidering Eq. (2.152)

for the case where we do not employ a TMS state. In this case, we have to replace the

Dirac delta functions by two uncorrelated Gaussian vacuum modes. The first quduty is a

result from Alice’s simultaneous measurement of two signal quadratures during the Bell

detection. One of the input vacuum modes thereby forms the SQL for Alice’s detection

process. The second quduty emerges when Bob uses the information from this noisy Bell

measurement to perform the conditioned unitary operation on his uncorrelated vacuum

mode. The fluctuations induced by the quduties, can only be suppressed by destructive

interference of pre-shared quantum correlations. Thus, measuring fidelities F > 1/2 is a

proof that our entanglement resource leads to a purification of the teleported state [228].

In addition, fidelity can also act as a security quantifier for quantum teleportation. For

this interpretation of fidelity, we need to introduce the concept of input codebooks [229].

Codebook In the next step, we assume that the teleported input states are drawn from

a specific probability distribution P (α). The existence of such a codebook is necessary to

form an alphabet among the communication partners, which eventually enables calculation

of bit rates and security. Figure 2.13(a) illustrates various types of codebooks in phase

space. Any practical codebook is discrete due to the finite resolution of our microwave

devices, and truncated at a maximal photon number Ns, which is determined by the JPA

compression. However, for such a codebook we do not know the optimal attack by a
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potential eavesdropper, which restricts us from performing a general security analysis.

Nevertheless, the optimal cloning attack scheme is known for bivariate Gaussian codebooks

of the form

PG(α) = 1
2πσ2 e

− |α|2

2σ2 (2.158)

and has been widely studied in literature [229]. This optimal cloning machine is shown

in Fig. 2.13(b) and consists of phase-preserving amplification with gain G, followed by a

symmetric beam splitter [229, 230]. The goal of such a machine is to create a copy of an

unknown input state â with maximal fidelity. The output modes (“clones”) are given by

b̂1 = 1√
2
(√

Gâ+
√
G− 1v̂†

1 + v̂2
)
, (2.159)

b̂2 = 1√
2
(√

Gâ+
√
G− 1v̂†

1 − v̂2
)
, (2.160)

where v̂1 and v̂2 are the respective vacuum modes added by amplifier and beam splitter.

In case of coherent input states, the fidelity between input and one of the resulting clones

is given by [231]

F (α) = 2
G+ 1 exp

−2(1−
√
G/2)|α|2

G+ 1

 . (2.161)

Next, we calculate the average fidelity with respect to PG(α) and optimize the result with

respect to G. The result is the no-cloning limit [229]

Fnc =


4σ2+2
6σ2+1 σ2 ≥ 1

2 + 1√
2 ≃ 1.207,

1
(3−2

√
2)σ2+1 σ2 ≤ 1

2 + 1√
2 ≃ 1.207.

(2.162)

We plot the solution Eq. (2.162) as well as the optimal gain in Fig. 2.14(a). The case

distinction at σ2 ≃ 1.207 emerges from the constraint G ≥ 1 since attenuation would

require a different mathematical model and lead to lower fidelities. For arbitrary coherent

input states with equal probability, σ2 → ∞, it is optimal to choose G such that it

compensates for the beam splitter loss, G = 2. Then, Eq. (2.161) becomes independent

of |α|2. In this case, we obtain a bound of Fnc = 2/3, conventionally known as the

asymptotic no-cloning limit [232].7 Whenever we mention the no-cloning limit throughout

this work, we always refer to this asymptotic no-cloning limit, unless explicitly stated

otherwise. Whenever we reach a teleportation fidelity F above the no-cloning limit, we

know that F exceeds the fidelity between ρ̂in and any clone a potential eavesdropper

may possess [234]. In this sense, the protocol is unconditionally secure since Bob’s state

contains a fraction of information about the input state which is not available to any

eavesdropper as long as the laws of quantum physics are assumed to be valid. In the

7For qubits, this limit would be 5/6 [233].
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Figure 2.14: (a) No-cloning limit for fidelity, Fnc, and optimal gain Gopt for the Gaussian codebook

as function of standard deviation σ, according to Ref. 229. (b) Upper bound FTG for the

no-cloning limit for a truncated Gaussian codebook as function of truncation photon number

Ns and standard deviation σ. The gray region corresponds to unphysical results FTG > 1.
The inset shows FTG for fixed Ns = 4, 7, 10 photons as a function of σ. We observe that for

each Ns, we can choose σ in a way such that FTG is minimized.

regime 1/2 < F < 2/3, sometimes referred to as “quantum faxing” regime, we properly

employ our quantum resource to purify for up to one quduty, but communication is not

unconditionally secure due to the possibility of an eavesdropper (or a dishonest Alice)

who might have cloned the state and transmitted the worse clone to Bob [235]. Note that

there are non-Gaussian attacks which produce clones with higher fidelity than Eq. (2.162)

[236]. However, such an attack can be ruled out by Bob if he checks for Gaussianity of

his state. In addition, we remark that unconditional security requires the codebook to

consist of a set of non-orthogonal states [237]. Next, we investigate truncated codebooks.

They provide a more realistic alphabet since it can be realized with finite energy. In this

case, the cloning attack described by Eq. (2.159) is not necessarily optimal, implying that

the eavesdropper can change strategy or exploit knowledge of the codebook to perform

Bayesian statistics. Thus, we choose the specific shape of a truncated Gaussian codebook

P (α) = e− |α|2

2σ2

2πσ2(1− e−Ns/2σ2)Θ(Ns − |α|2), (2.163)

where Θ(x) represents the Heaviside-function, Ns is the cutoff photon number, and σ2 is

the corresponding Gaussian codebook variance. We can derive an upper bound for the

no-cloning limit by exploiting our knowledge of the exact no-cloning limit for the infinite

Gaussian codebook.8 We treat the optimal cloning machine for the truncated Gaussian

8The calculations related to the truncated Gaussian codebook have been performed in close collaboration
with Dr.Roberto Di Candia and are shown here with his friendly permission.
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codebook as an arbitrary Gaussian channel N and calculate the average fidelity [229, 238]

F̄ (N ) =
∫
F (N , α)P (α)d2α. (2.164)

We then have

F̄ (N ) =
∫
F (N , α)[P (α)− PG(α)]d2α +

∫
F (N , α)PG(α)d2α︸                         ︷︷                         ︸

≡F̄∞(N )

≤ ∥P (α)− PG(α)∥1 + F̄∞(N ), (2.165)

where ∥f(α)∥1 =
∫
|f(α)|d2α is the 1-norm and F̄∞(N ) represents the average fidelity

with respect to the limit Ns →∞. The maximal fidelity FTG that can be obtained by the

cloner is then found by optimizing with respect to N ,

FTG = max
N

F̄ (N ) ≤ FTG ≡ ∥P (α)− PG(α)∥1 + Fnc, (2.166)

where Fnc = maxN F̄∞(N ) is the well known no-cloning limit for the Gaussian codebook,

according to Eq. (2.162) [229]. Thus, the truncation adds the correction term

∥P (α)− PG(α)∥1 =
∫ ∞

0

e− |α|2

2σ2

2πσ2

(
Θ(Ns − |α|2)

1− e− Ns
2σ2

− 1
)
d2α = 2e− Ns

2σ2 . (2.167)

We plot FTG as a function of σ and Ns in Fig. 2.14(b) and observe that, in the limits

σ → ∞ and Ns → ∞ with σ2 , Ns, we reproduce FTG = Fnc = 2/3. In a realistic

experiment, the truncation number Ns is determined by physical boundary conditions such

as finite energy supply or compression. For fixed Ns, we then minimize FTG with respect

to σ to find the optimal codebook [229]. The analytical solution can be expressed in terms

of product logarithm functions and is not shown here since it is a bulky expression. In the

cutoff range of 1− 10 photons, we reach minimal values FTG ≃ 0.86. Note that FTG is an

upper bound for the actual no-cloning limit FTG. The quantitative deviation between

FTG and FTG is not known and requires a more detailed investigation.

Besides the classical limit and the no-cloning limit, there are several other fidelity

thresholds to benchmark the performance of the protocol. As an example, if we employ

a single squeezed state as a resource, fidelity is limited by F ≤ 1/
√

2 [239]. Even

higher thresholds than the no-cloning limit emerge in case we want to rule out that the

teleportation results can be explained by local hidden variables. For qubit teleportation,

this limit is given by [240]

Flhv = 1
2 +

√
3
2

arctan
√

2
π

≃ 0.87. (2.168)
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However, we are not aware of such a limit for CV systems. Throughout this work, our

gold standard to benchmark the success of our teleportation experiments is F > 1/2 to

demonstrate a quantum advantage and F > 2/3 to demonstrate security.
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2.3 Gaussian analog projector formalism

Throughout this work, we realize quantum teleportation using an analog feedforward

channel, implying that we transmit the feedforward from Alice to Bob as a classical

propagating signal without digitization. In this section, we discuss the general formulation

of Gaussian quantum communication protocols as analog quantum channels. The central

component of this discussion is the Gaussian analog projector (GAP) formalism, which

explains the mechanism of approximating a phase space projection of a quantum signal

with Gaussian operations. This effect is realized by an interplay of strong phase-sensitive

amplification of one signal quadrature with gain G≫ 1 to increase the power in the to-be-

measured quadrature to a degree that the vacuum fluctuations become negligibly small.

The signal can then be treated as classical with respect to this quadrature, implying that

the quadrature has been detected. The resulting process resembles a homodyne detection

(projection onto infinitely squeezed states) [48, 204, 241]. To retrieve the measurement

outcome, we need to attenuate the signal back to its original energy level. If one realized

this attenuation by a simple attenuation channel, as provided by Eq. (2.146), the vacuum

fluctuations, coupled in from the environment would degrade the measurement result.

Thus, we realize this attenuation by weakly coupling the amplified mode into an auxiliary

mode using a directional coupler [84]. With this artificial multi-mode extension, which we

realize by employing quantum-correlated auxiliary modes, we can implement an effective

classical attenuation channel and keep the attenuated state pure. In Sec. 2.3.1, we discuss

this mechanism at the example of analog quantum teleportation. The results of the

corresponding experimental realization are discussed in chapter 6. We investigate analog

RSP and analog dense coding in Sec. 2.3.2 and thereby verify that the GAP formalism

provides a general tool to implement analog CV quantum protocols.

2.3.1 Gaussian quantum teleportation with analog feedforward

A schematic illustration of the Gaussian analog teleportation protocol is provided in

Fig. 2.15. The entangled resource is formed by a TMS state, which is generated by

superimposing two orthogonally squeezed states at a symmetric beam splitter [83]. The

analog Bell detection setup is realized by a frequency-degenerate Josephson mixer (JM)

[242–244]. The JM consists of two symmetric beam splitters forming a Mach-Zehnder

interferometer [245–248]. Each of the respective interferometer paths contains a JPA.

These two JPAs perform strong phase-sensitive amplification of orthogonal quadratures

with degenerate gain G. The resulting action of the JM on two input modes, â1 and â2 is

given by the expression [249]

M̂ †
(
â1

â2

)
M̂ =

(√
Gâ1 +

√
G− 1â†

2√
Gâ2 +

√
G− 1â†

1

)
. (2.169)
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Figure 2.15: Scheme for the analog Gaussian quantum teleportation protocol. The entanglement resource

is formed by a TMS state generated by the entanglement JPAs. Two additional measurement

JPAs, amplifying orthogonal quadratures with gain G≫ 1, implement the Bell detection.

Subsequently, the measurement outcome is transmitted to Bob as a classical analog signal.

Conditioned on the feedforward, Bob displaces his TMS mode using a directional coupler C

with a coupling parameter β.

Thus, the JM acts like a single JPA with spatially separated signal and idler ports.

In a teleportation experiment, we employ the JM as a heterodyne detector and the

vacuum fluctuations at the input idler mode lead to the first quduty. One of the JM

outputs provides the analog feedforward signal, which is directly transmitted to Bob.

Bob then couples the signal to his mode of the predistributed entanglement using a

directional coupler with coupling β ≪ 1 [84]. The directional coupler realizes Bob’s analog

displacement operation. The displacement factor is
√
βα and α is the displacemet in the

feedforward [76]. However, the directional coupler fulfills the second purpose of realizing

the phase space projection in joint action with Alice’s JM [78]. Next, we formulate the

protocol as a Gaussian quantum channel. We start with the three-mode Gaussian state

d =


0
0
din

 , V = 1
4


12 cosh 2r σz sinh 2r 02

σz sinh 2r 12 cosh 2r 02

02 02 12

 , (2.170)

consisting of the predistributed TMS state with squeeze factor r in paths 1 and 2 and a

coherent state with displacement vector din in the third path. The quantity 02 denotes the

(2× 2) zero matrix. According to Eq. (2.150), we describe the symmetric beam splitters

by B = B(2,3)(1/
√

2) and the coupler by C = B(1,2)(
√

1− β). The phase-sensitive

amplification of the measurement JPAs in the JM is described by [78]

J =


12 02 02

02 J q 02

02 02 Jp

 , J q =
(

1/
√
G 0

0
√
G

)
, Jp =

(√
G 0

0 1/
√
G

)
. (2.171)
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The teleportation protocol from Fig. 2.15 can then be expressed by the matrix

T = CBJB = 1
2


2
√

1− β12
√
β(J q − Jp)

√
β(J q + Jp)

−2
√
β12

√
1− β(J q − Jp)

√
1− β(J q + Jp)

02 −J q − Jp −J q + Jp

 . (2.172)

We can formulate the protocol as a Gaussian quantum channel, according to Eq. (2.143),

by letting X = T and by setting the additive contributions Y and dΦ to zero. We apply

this Gaussian channel to Eq. (2.170) and divide the resulting covariance matrix V ′ into

nine (2 × 2) blocks V ′
ij. The diagonal elements V ′

ii correspond to the local covariance

matrix in path i and the off-diagonal elements V ′
ij, i , j correspond to the remaining

correlations between path i and j after the protocol. The teleported output state is given

by the final state in path 1 and reads

dout =
√
β

2 (J q + Jp)din, (2.173)

V out = V ′
11 = 1

16

{
4(1− β) cosh 2r12 + 2

√
1− β

√
β sinh 2r(J q − Jp)σz

+ 2
√

1− β
√
β sinh 2rσz(J q − Jp) + β cosh 2r(J q − Jp)2 + β(J q + Jp)2

}
. (2.174)

From Eq. (2.173), we find the power matching condition for the displacement

G = 2
√

1− β + 2
β

− 1 = 4
β

+O(1). (2.175)

In the next step, we drop terms O(β2) and thus approximate
√

1− β ≃ 1. In addition,

we take the projective limit

β → 0, G→∞, k ≡ Gβ

4 = const. (2.176)

I.e., we increase the gain and simultaneously reduce the coupling in a way that their

product remains constant. The parameter k describes the effective amplification or

attenuation of the input state during the protocol and takes the role of the feedforward

gain in the framework of Gaussian quantum teleportation [47]. In the following, we

assume k = 1, which implies that the measurement gain G exactly compensates for the

coupling β and the beam splitters. In the limit described by Eq. (2.176), the quantity√
β/G converges rapidly to zero and the renormalized operators J q and Jp asymptotically

transform into the quadrature projection operators:

√
β

2 J q → Πq,

√
β

2 Jp → Πp. (2.177)
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Aside from power matching between input and output states, the projection condition,

k = 1, guarantees that we satisfy the requirement
(√

kΠq,p

)2
=
√
kΠq,p, necessary for

any projector. The interferometer geometry of the JM rotates phase space by π/4, which
implies that the measurement is performed in the hybridized Bell basis [20]

q̃(q, p) = q + p√
2
, p̃(q, p) = q − p√

2
. (2.178)

Thus, the measurement operators transform to Π+ = (Πq + Πp)/2 = 12/2 and Π− =
(Πq −Πp)/2 = −σz/2. The teleported state can then be expressed in terms of projection

operators by reordering them into the (2× 6) block matrix Π according to

dout = din, V out = ΠV Π†, Π = (12 Π− Π+). (2.179)

If we insert the TMS state, the final covariance matrix can be expressed in the form

V out = 1
412 + Tr (OΠV TMS) 12, OΠ =

(
Π+ Π−

Π− Π+

)
, (2.180)

where V TMS denotes the covariance matrix of the TMS input state and OΠ is an effective

measurement operator for V TMS. The second term on the right hand side of V out

measures the interference between the symmetrically projected local elements of the

TMS resource and the antiymmetrically projected off-diagonal elements. Throughout

this work, we refer to this additive term as the interference function. In case the beam

splitter and amplification phases are suitably chosen, the interplay between symmetric

and antisymmetric projection leads to destructive interference which corrects for the two

quduties and leads to a trace of zero in Eq. (2.180) in the limit r →∞, which purifies the

state. In particular, we obtain

V out = 1
4(1 + 2e−2r)12, (2.181)

leading to the well-known result F = 1/(e−2r + 1) [58]. As expected, we find F = 1/2 and

V out = 312/4 in the classical case, r = 0. Remembering that these results are obtained

from the assumptions stated in Eq. (2.176), we repeat the calculations with the exact

expressions. For r = 0, we find the simple exact result

V c = k

412︸ ︷︷ ︸
(I)

+ k

412︸ ︷︷ ︸
(II)

+ 1
4(1− β)12︸           ︷︷           ︸

(III)

+ β2

32k12︸    ︷︷    ︸
(IV)

. (2.182)

One finds V c = 0.7412 for typical experimental parameters β = −15 dB, G = 21 dB,
implying that the error due to the projective limit approximation is of the order of

1− 2 %. Term (I) in Eq. (2.182) corresponds to the amplified vacuum fluctuations in the
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input state. Term (II) is the first quduty from the idler input of the JM and term (III)
corresponds to the second quduty emerging from the uncorrelated vacuum fluctuations

at the directional coupler input. Term (IV) results from the vacuum fluctuations in the

deamplified quadratures and rapidly converges to zero in the projective limit. Next, we

investigate the final states in the residual paths. The final three-mode displacement vector

is given by

d′ = T · d ≃ 1
2


2din√
Gdin√
Gσzdin

 , (2.183)

and for the covariance matrices, we obtain

V ′
22 = 1

16

β cosh 2r︸        ︷︷        ︸
(I)

+ 4 sinh 2r︸       ︷︷       ︸
(II)

+G cosh 2r︸         ︷︷         ︸
(III)

+ G︸︷︷︸
(IV)

 12, (2.184)

V ′
33 = 1

16

G cosh 2r︸         ︷︷         ︸
(V)

+ G︸︷︷︸
(VI)

 12 = G cosh2 r

8 12. (2.185)

Expression (I) describes the coupling of Bob’s part of the TMS state to path 2 with

coupling β. Term (II) describes the constructive interference between the quantum

correlations of Alice’s and Bob’s TMS state. This term compensates for the energetic loss,

resulting from the destructive interference on Bob’s side. Terms (III) and (V) describe

Alice’s part of the TMS state which is amplified by the JM. The origin of terms (IV) and

(VI) are the amplified first quduty and the amplified vacuum fluctuations of the input

state. The states V ′
22 and V ′

33 contain all energetic contributions, emerging from the

TMS state resource and the JM amplification, such that the overall energy balance is

fulfilled, which is also reflected by the fact that det T = 1 before taking the projective

limit. The remaining elements V ′
ij = V ′

ji are given by

V ′
12 =

√
G

8 (e−2r + 1)12, V ′
13 =

√
G

8 (1− e−2r)12, V ′
23 = G cosh2 r

8 σz. (2.186)

So far, we have investigated the idealized case k = 1 for coherent state teleportation.

However, in a realistic experiment, this condition cannot be realized. Instead, we fix the

gain G (and therefore k) at a desired value and treat it as an independent parameter

[47, 250]. We can now repeat the previous calculation for an arbitrary Gaussian input

state (din,V in). In the projective limit, we find

dout =
√
kdin, V out = kV in + 1

4C(r, k)12, (2.187)
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where in analogy to Eq. (2.180), we define the interference function [251]

C(r, k) ≡ (1 + k) cosh 2r − 2
√
k sinh 2r. (2.188)

The interference function superimposes the two diagonal elements with the respective off-

diagonal elements of the TMS resource in a destructive interference process. The structure

of Eq. (2.188) reveals the importance of choosing k = 1. In this case, the e2r contributions

exactly compensate and we can reach C(r, k) → 0 by increasing the squeezing. In the

case k , 1, a fraction of the e2r terms does not cancel, which leads to a maximally mixed

output state, C(r, k)→∞, in the limit r →∞. The structure of Eq. (2.188) reveals that

the fundamental physical origin of this fact is that amplification is a local process, which

allows us to uniquely identify the mode which has been amplified. On the other hand, the

correlations are perfectly delocalized over the system, implying perfect indistinguishability

of the paths and hence perfect symmetry between the paths with respect to amplification.

Thus, in case Alice’s mode is amplified with gain k, the gain splits up asymmetrically over

the local states, according to (1 + k), but symmetrically according to 2
√
k over the two

nonlocal contributions. The interference function superposes the average local part and

the average nonlocal part. However, resulting from the different symmetry with respect

to amplification, these averages correspond to an arithmetic mean for local part and a

geometric mean for the nonlocal contribution. The AM-GM inequality then implies that

the only way to cancel all e2r contributions is to balance both modes in the TMS with

respect to power [142]. In case k , 1, this implies that Bob needs to either attenuate

(k < 1) or amplify (k > 1) his state. Both options do not lead to an improved teleportation

performance, either because of the SQL or because of the vacuum noise coupled in from

the environment during the attenuation process. This finding stresses the necessity of

k = 1 for optimal performance of the protocol. However, we can only ensure k ≃ 1 in

any practical realization. Thus, as discussed in the following paragraph, there is a finite

optimum r∗ in resource squeezing which maximizes the experimental teleportation fidelity.

As a practical consequence, optimal exploitation of a highly-squeezed TMS resource state

requires to satisfy k → 1 as close as possible.

Occasionally, e.g., for the calculation of ∆ in Eq. (2.157), resource squeezing r enters

the fidelity expression via the function

C∆(r, k) = (1 + 6k + k2) cosh 4r − 4
√
k(1 + k) sinh 4r + (k − 1)2. (2.189)

This second interference function can be expressed as C∆ = 2C2(r, k). For a coherent

state |α⟩, the fidelity can be expressed as [231]

Fq = 2
C(r, k) + k + 1 exp

[
−2 (

√
k − 1)2

C(r, k) + k + 1 |α|
2
]
. (2.190)
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In the classical case, r = 0, one then obtains

Fc = 1
k + 1 exp

[
−(
√
k − 1)2

k + 1 |α|2
]
, (2.191)

which reproduces the F = 1/2 limit for k = 1. An interesting scenario occurs if we allow

for k , 1. In this case, we can optimize Eq. (2.191) with respect to k for fixed |α|2. This
optimum always exists and can be described by a third order polynomial in

√
k. For

typical photon numbers |α|2 = 1, this optimum is located at k = 1/3, leading to an optimal

fidelity F = 3
√

3/8 ≃ 0.65, which significantly exceeds the 1/2 limit although we do not

employ entanglement. In the limit |α|2 ≪ 1, we can approximate Fc = 1/(1 + k). Indeed,
it is then optimal to choose k → 0. In this case, Alice “cheats” and simply switches off

her measurement devices. Since Alice and Bob then both compare the statistical overlap

of their respective uncorrelated vacuum fluctuations, they reach F = 1. Nevertheless, no
information can be transferred in this case since the codebook size is limited to effectively

one state. In addition, the resulting protocol can no longer be considered to be quantum

teleportation as it does not involve any projective measurement. As a result of the above

discussion we have to fix k ≃ 1 in a realistic teleportation experiment. Otherwise, the

F = 1/2 limit is not valid. Although we have not performed such experiments within this

work, we can also use Eq. (2.187) to determine the teleportation fidelity for a squeezed

state with squeeze factor rs [226],

Fsq = 2
(

2
3k2 + 2k + 3 + C∆(r, k) + 4(k + 1)C(r, k) cosh 2rs

) 1
2

. (2.192)

For the sake of completeness, we also give the expression for teleportation of a thermal

state with photon number nth [252],

F = 2
A(r, k, nth)−

√
B(r, k, nth)

, (2.193)

with

A(r, k, nth) = 2 + 4nth(1 + nth) + (1 + 2nth)C(r, k),
B(r, k, nth) = 2nth(nth + 1) [8nth(nth + 1) + 4(1 + 2nth)C(r, k) + C∆(r, k)] .

In the previous considerations, we have seen that it is not beneficial to aim for the limit

r →∞ unless k exactly equals 1. As a verification, we plot C(r, k) in Fig. 2.16 for various

values of k and clearly observe that C(r, k) has a finite minimum r∗(k) for k , 1 and

fidelity depends on |α|2 [253]. We now perform a similar optimization procedure as in

Ref. 250, where the effective feedforward gain has been optimized for fixed squeezing.

However, in contrast to the discussion in this reference, we now fix k and optimize with
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Figure 2.16: (a) Interference function C(r, k) as a function of resource squeeze factor r for various gains

k. For k , 1, C(r, k) is minimal at finite r∗. For k → 1, C(r, k) asymptotically approaches

zero in the limit r →∞. (b) Optimal resource state squeezing r∗ of the interference function

as a function of k. We find a logarithmic divergence at k = 1.

respect to r [254]. This simplifies the optimization problem since according to Eq. (2.187),

r only implicitly enters in V out and thus in all fidelity quantities via the interference

function. We find(
∂C

∂r

)
k

= 0 =⇒ r∗(k) = 1
2 arctanh

(
2
√
k

k + 1

)
k>1−−→
k→1

ln
(

2√
k − 1

)
+O(k − 1). (2.194)

We observe that a finite r∗ exists for any k , 1, k > 0 and that r∗(k) shows a logarithmic

divergence at k = 1, indicating that the regimes 0 < k < 1 and k > 1 behave fundamentally

different. We find that each r∗ always corresponds to two distinct coexisting values of

k, one in the regime 0 ≤ k ≤ 1 and one solution k > 1. At the optimum r∗, the

interference function takes the simple shape C(r∗, k) = |k − 1|. At k = 1, C(r∗, k)
becomes non-differentiable and we observe critical behavior which resembles a first-order

phase-transition with an ordered phase at 0 ≤ k ≤ 1 and a disordered phase at k > 1.
This can be seen by determining the Rényi-2 entropy [185, 255],

S2(r∗, k) ≡

0 0 ≤ k ≤ 1,
ln(2k − 1) k > 1.

(2.195)

We clearly observe that we obtain an ordered and a disordered regime. Equation (2.195)

enables us to define the order parameter O = eS2−(2k−1), which shows a critical exponent

of 1 [256]. The transition happens when we cross the border between attenuation and

amplification regime. The physical reason for this phase-transition like behavior is the

fact that the TMS state can correct for quantum noise up to two quduties in the limit
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Figure 2.17: (a), (b) Maximally achievable teleportation fidelity Fq(r∗, k) as a function of k for a coherent

state. (c), (d) Maximally achievable fidelity for Fsq(r∗, k) squeezed state teleportation.

At k = 1, we observe that the solution is non-differentiable, which indicates a separation

between two different teleportation regimes. At this point, the coexisting solutions from

Eq. (2.196) and Eq. (2.197) intercept. The physically relevant solution thereby always

corresponds to the minimum. The second solution is indicated by the dashed lines in panels

(b) and (d).

of a maximally entangled state, r →∞. This is equivalent to saying that each ancillary

introduced path can be used to correct for half a quantum of noise. For 0 ≤ k ≤ 1, the
quantum noise in the teleported state corresponds to 3/2 photons and we can always

adjust r properly in a way such that we achieve perfect correction for the quduties in the

system. For k > 1, the energy of the quantum noise in the system exceeds 3/2 photons

and the quduties can no longer be fully compensated, even by a maximally entangled

state. Instead, it is more beneficial to reduce the resource squeezing with increasing k due

to the imbalance in the interference function. For the optimal fidelity of coherent state
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teleportation, we find

Fq(r∗, k) =


exp

(
−|α|2(

√
k − 1)2

)
≡ F ♭ 0 ≤ k ≤ 1,

1
k

exp
(
−|α|2 (

√
k−1)2

k

)
≡ F ♯ k > 1.

(2.196)

This fidelity is plotted in Fig. 2.17(a) and Fig. 2.17(b) for various displacement photon

numbers |α|2. We observe that for |α|2 = 0, the solution F ♭ remains flat until k = 1, where
we observe sharp decline, according to F ♯. Mathematically, the two solutions F ♭ and F ♯

both exist for all k ≥ 0. At k = 1, both solutions intersect and the physically relevant

solution always corresponds to the smaller value. In the analogy of phase-transitions, this

fact resembles the principle of minimal Gibbs free energy [257]. Panel (c) and panel (d)

of Fig. 2.17 show the corresponding result for squeezed state teleportation. In this case,

the optimum fidelity is given by

Fsq(r∗, k) =
√

2


1

1+k2+(1−k2) cosh 2rs
0 ≤ k ≤ 1,

1√
1+k2+(k2−1) cosh 2rs

k > 1,
(2.197)

according to Eq. (2.192).
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2.3.2 Application to other quantum communication protocols

So far, we have used the example of quantum teleportation to show that the interplay

between phase-sensitive amplifiers and directional couplers can asymptotically realize

analog projective measurement operations if we take the projective limit Eq. (2.176). Next,

we demonstrate that the GAP formalism can be used to describe the analog implementation

of other quantum communication protocols based on projective measurements and classical

feedforward. In particular, we investigate the specific type of decoding protocols depicted

in Fig. 2.18(a) and the encoding protocols shown in Fig. 2.18(b). In decoding protocols

P d, Alice transmits a potentially unknown quantum state to Bob by employing n − 1
ancilla modes and Bob decodes the state using a unitary operation U . Encoding protocols

P e correspond to the reverse scheme, where Alice employs a unitary operation to encode

a message which is then forwarded to Bob who performs a measurement. Correlations

between different modes are realized by beam splitters [48], generally described by the

blocks B1 and B2 and the block M corresponds to analog projective measurement by

phase-sensitive amplification with gain G. We assume that the signal passes b1 (b2) beam

n-1
ancillas

...

input

n-1
ancillas

B1 B2M

U

...
...

output
G β

decoding

...

input

...
...

output
Gβ

encoding

U

B1 B2M
...

...

(a)

(b)

Figure 2.18: (a) Schematic quantum circuit for a certain class of analog decoding protocols, such as

quantum teleportation or RSP. For such a protocol, an unknown input state is correlated

with n−2 ancilla modes using a beam splitter block B1. Next, the joint state is measured by

block M , and we allow for potential superposition of the measurement results by a second

set of beam splitters, B2. The measurement results are transmitted to Bob via an analog

feedforward, who then decodes the state using a unitary operation U such as a directional

coupler. (b) Schematic quantum circuit for a certain class of analog encoding protocols,

such as dense coding. In such a scenario, the state is encoded by Alice and measured by

Bob.
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splitters in block B1 (B2). As for quantum teleportation, the unitary decoding/encoding

displacement operation is realized by a directional coupler with coupling β ≪ 1. Both
types of protocols then implement a respective Gaussian channel,

P d(G, β, {J i}) = U(β)B2M (G, {J i})B1, (2.198)

P e(G, β, {J i}) = B2M (G, {J i})B1U (β). (2.199)

The analog measurement operation M depends on operators J i, which describe a phase-

sensitive amplification in path i with gain G. Next, we take the projective limit, i.e. we

let G→∞ and β → 0 while the product of these quantities remains constant. The joint

action of the amplifiers and the unitary operation then leads to the transformation√
β

2b1+b2
J i →

√
kΠi, (2.200)

where Πi is a phase space projector. The performance of the protocol is then determined

by the projectivity

kb1+b2 =
(1

2

)b1+b2

Gβ. (2.201)

In Sec. 2.3, we have extensively studied the theory of analog quantum teleportation. In this

case, we have set k = k2 [cf. Eq. 2.176]. In the following, we use the additional examples

of analog RSP as a decoding protocol and analog dense coding as an encoding protocol

to verify that our framework can be applied to general analog quantum communication

schemes.

Remote state preparation As a first example, we can consider the CV-RSP protocol

[258], extensively described in Ref. 112. This protocol is similar to quantum teleportation

and the goal of RSP is Alice’s entanglement-assisted preparation of a known squeezed

state at Bob’s side. For this purpose, Alice strongly amplifies one signal quadrature and

Bob performs a conditioned unitary operation using a directional coupler, in direct analogy

to quantum teleportation. It can be shown that this protocol can become unconditionally

secure and simultaneously reduces the amount of bits which needs to be sent by Alice

through the classical channel. In contrast to teleportation, RSP is a two-path protocol

with b1 = b2 = 0 and thus, the projectivity is k0 = βG, according to Eq. 2.201. Inserting

the RSP protocol into Eq. (2.198) gives the covariance matrix of the remotely prepared

state as

V RSP = 1
4

[
cosh 2r12 +

√
β sinh 2r

(
Jσz + σzJ †

)
+ β cosh 2rJJ †

]
, (2.202)

where J describes the phase-sensitive amplification of Alice’s measurement JPA with gain

G and r is the resource squeezing. We now assume that Alice amplifies the q-quadrature
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and take the projective limit, which yields

V RSP = 1
4 [cosh 2rΠp + ΠqC(r, k0)] , (2.203)

where C(r, k0) corresponds to the interference function. As a result, the analog RSP

is equivalent to quantum teleportation if we replace the heterodyne JM with a single

homodyne detector and the existence of squeezing in the final state relies on the same

interference mechanism as the purification of the final state in quantum teleportation. If

we fulfill the projection condition k0 = 1, we immediately find the well known result for

RSP [259],

V RSP = 1
4
[
cosh 2rΠp + 2e−2rΠq

]
. (2.204)

Analog dense coding protocol So far, we have only discussed decoding protocols. Next,

we apply the GAP formalism to analog dense coding, which can be regarded as the

reverted quantum teleportation protocol [59]. In dense coding, quantum correlations are

exploited to improve classical data transfer rates [15]. In the CV case, Alice and Bob share

a classical channel and exploit a TMS state to improve the classical channel capacity up

to a factor of two. Like for teleportation, a TMS state is distributed as ancillary modes in

the first two paths and the coherent input signal is coupled into the second path by Alice

using a directional coupler. Following that, the TMS state is measured by two orthogonal

phase-sensitive amplifiers in the configuration of a heterodyne detector [260]. The dense

coding protocol is then given by

D = JBC, (2.205)

where J corresponds to orthogonal strong phase-sensitive amplification, J q and Jp, by

two measurement JPAs and B is a symmetric beam splitter operation between path one

and path two. Thus, we have b1 = 0 and b2 = 1 in Eq. (2.200). The protocol can be

expressed as

D = 1√
2


J q

√
1− βJ q

√
βJ q

−Jp

√
1− βJp

√
βJp

02 −
√

2β12

√
2(1− β)012

 . (2.206)

Next, we take the projective limit β ≪ 1, G ≫ 1 and define k1 ≡ Gβ/2 [cf. Eq. 2.201],

and determine the final two-mode covariance matrix after the detector, which takes the

form

V ′ = 1
4

(
(e−2rG+ k1)Πp 02

02 (e−2rG+ k1)Πq

)
. (2.207)

In case we combine the measurement for the displacement, we find

d′ =
√
k1d0, (2.208)
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where d0 denotes the input displacement. We observe that in this limit, we lose all

information about respective orthogonal field quadratures in both paths. We assume a

Gaussian codebook with variance σ2 for the coherent input state [cf. Eq. (2.158)]. For the

photon number in the first mode, we then find

n̄ = 2βσ2 + sinh2 r, (2.209)

which enables us to determine the Shannon mutual information between Alice and Bob,

according to Eq. (2.128). We approximate homodyne detection of q- and p-quadrature by

the two phase-sensitive JPAs and obtain

Is(A : B) = 1
2 ln

(
1 + 4k1σ

2e2r

G+ k1e2r

)
︸                           ︷︷                           ︸

q−quadrature

+ 1
2 ln

(
1 + 4k1σ

2e2r

G+ k1e2r

)
︸                           ︷︷                           ︸

p−quadrature

≃ ln
(

1 + 4k1σ
2e2r

G

)
.

(2.210)

In Eq. (2.210), we use the approximation G≫ k1e
2r. This approximation is valid since

we work in the projective limit for G and keep r and k1 finite. In the following, we set

k1 = 1, which enables us to directly extract the initial displacement. We now optimize

the mutual information for fixed n̄, in analogy to the Braunstein-Kimble scheme [59]. The

maximized mutual information is then equivalent to the classical channel capacity Ccl. In

a similar way as in Ref. 59, we find 2βσ2 = sinh r cosh r and n̄ = er sinh r. This directly
provides the well-known result

Ccl = ln(1 + n̄+ n̄2)→ 4r. (2.211)

We furthermore obtain the classical capacity, according to photon counting from an

ensemble of number states with maximum entropy [261, 262],

Ccl = (1 + n̄) ln(1 + n̄)− n̄ ln n̄→ 2r. (2.212)

We therefore obtain the expected improvement by a factor of two, which demonstrates

the possibility of fully analog dense coding using phase-sensitive JPAs and directional

couplers. The physical intuition behind this improvement is that we employ the TMS

state to compensate for the prefactor of 1/2 in Shannon mutual information in Eq. (2.210).

This factor arises when we only detect one quadrature and thereby lose all information

about the orthogonal field quadrature. Correcting for this factor of 1/2 is only possible

if we additionally measure the orthogonal quadrature. This requires to connect the two

orthogonal JPAs in a heterodyne configuration using a symmetric beam splitter. Since

a beam splitter is an intrinsic 4-port device [73], we lose the information advantage of

detecting both quadratures by decreasing the SNR due to one added quduty resulting

from the input vacuum fluctuations at the second input port of the beam splitter [263].

We can compensate for this quduty by using entanglement. In case we keep the coupling



2.3 Gaussian analog projector formalism 67

β finite, we obtain the local covariance matrices

V ′
11 =

J2
q

8 [C(1− β,−r)Πp + C(1− β, r)Πq + β12] , (2.213)

V ′
22 =

J2
p

8 [C(1− β, r)Πp + C(1− β,−r)Πq + β12] . (2.214)

A numerical investigation then reveals that we obtain a quantum advantage in classical

channel capacity for squeezing r > 0.7808 + 0.5049β. Note that further improvement by

a factor exceeding two can be obtained by employing multimode correlations, as shown in

Ref. 264.

2.3.3 Wigner function formulation of analog quantum teleportation

So far, we have treated analog quantum teleportation and related protocols as Gaussian

channels. Next, we provide a generalized alternative formulation of our protocol in

terms of Wigner functions [259]. To verify that such a Wigner function formulation is

particularly useful to describe non-Gaussian protocols, we analyze analog teleportation of

Fock states [251]. Fock state teleportation is of particular relevance in the scope of hybrid

schemes which employ TMS states to teleport qubit states [265, 266]. In the first step, we

investigate the transformation of the Wigner function in the projective limit. We consider

general linear ℓ-mode phase space operations Ô, transforming R̂′ = ÔR̂. We obtain the

corresponding transformation of the Wigner function, Win → Wout, by applying the Weyl

correspondence, Eq. (2.90). The quadrature moments of the transformed phase space

coordinates satisfy

Tr
(
ρ̂′R̂′

)
=
∫
Wout(R)Rd2ℓR. (2.215)

Simultaneously, we have

Tr
(
ρ̂′R̂′

)
= Tr

[
ρ̂(ÔR̂)

]
=
∫
Win(R)ORd2ℓR = 1

det O

∫
Win(O−1R̃)R̃d2ℓR̃. (2.216)

By comparing Eq. (2.215) and Eq. (2.216), we find

Wout(R) = 1
det O

Win(O−1R). (2.217)

Since we treat our protocol as unitary, we let det O = 1 in the following.
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Interplay of a phase-sensitive JPA and a directional coupler Before investigating the

full teleportation protocol, we analyze the effect of the interplay between phase-sensitive

amplifiers and weak directional couplers. In this case, we start with the separable two-mode

Wigner function

W (R) = Wa(q1, p1)Win(q2, p2), (2.218)

where Wa(q1, p1) denotes an ancillary mode at the coupler input (conventionally assumed

to be the vacuum state) and Win(q2, p2) is an unknown input state. We apply a phase-

sensitive amplification J , followed by an asymmetric beam splitter operation C,

J =
(

12 02

02 J q

)
, C =

(√
1− β

√
β

−
√
β

√
1− β

)
⊗ 12, (2.219)

where we assume without loss of generality that we amplify the q-quadrature. After

approximating
√

1− β ≃ 1, we can express the resulting Wigner function as

W (J−1C−1R) = Wa(q1 −
√
βq2, p1 −

√
βp2)Win

√ β

G
q1 + q2

G
,
√
βGp1 +

√
Gp2

 .
(2.220)

The final Wigner function at the output of the coupler is given by

Wout(q1, p1) =
∫ ∞

−∞
dq2

∫ ∞

−∞
dp2W (J−1C−1R). (2.221)

Next, we use the substitutions

q′
2 =

√
β

G
q1 + q2√

G
, p′

2 =
√
βGp1 +

√
βp2, (2.222)

define k0 ≡
√
βG and take the projective limit, implying that we neglect terms O(β) and

O(
√
β/G). The result can be rewritten as

Wout(q1, p1) =
∫ ∞

−∞
dq′

2

∫ ∞

−∞
dp′

2Wa(q1 −
√
k0q

′
2, p1)Win (q′

2, p
′
2) ,

=
∫ ∞

−∞
dq′

2Wa(q1 −
√
k0q

′
2, p1)w(q)

in (q′
2)

= 1√
k0
Wa(q1, p1) ⋆ w(q)

in

(
q1√
k0

)
, (2.223)

where w
(q)
in (q) denotes the marginal distribution of the input state with respect to the q-

quadrature and ⋆ denotes the convolution operator. The final state is thus the convolution

of w
(q)
in (q) with the ancillary input state and k0 acts as a scaling factor for the final

quasiprobability distribution. We especially observe that in the asymptotic limit, G→∞,
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the action of phase-sensitive amplification can be expressed as

W

(
p√
G
,
√
Gq

)
→

W
(

p√
G
, dq

)
√
Gw(q)(dq)

δ

(
q − dq√

G

)
, (2.224)

where dq denotes the displacement along the q-axis and w(q)(dq) is the marginal probability

distribution with respect to the q-quadrature. If the ancilla would be a Dirac δ with

respect to q1, and p1, Eq. (2.223) would correspond to an ideal projective phase space

measurement if we let k0 = 1. Nevertheless, according to quantum mechanics, Wa(q1, p1)
needs to be at least in the vacuum state. In the case of Gaussian input states, this

implies that the variance of the output state is broadened by the vacuum fluctuations,

according to the Gaussian convolution theorem. In the general case where we add n

vacuum fluctuations to the state, fidelity reduces to F = 2/(2 + n). Thus, the maximal

fidelity which we can reach by only measuring one quadrature, according to the scheme

described by Eq. (2.223) coincides with the asymptotic no-cloning limit, F = 2/3. In

quantum teleportation, we exploit that, although the Heisenberg uncertainty relation

prevents a Dirac δ-correlation between local field quadratures [267], it allows for perfect

correlation between different quadrature superpositions in nonlocal modes. As such, we

need to introduce a second ancillary mode. This second mode can be regarded as an

“investment” since it reduces the fidelity which we can classically achieve from 2/3 to 1/2.
This is a result from the necessity of a heterodyne detection scheme in this case, which

implies that we need to add a second quduty. However, as we have extensively studied

in Sec. 2.3, introducing two ancillary modes simultaneously enables us to reach F → 1
by properly employing quantum correlations. Thus, CV quantum teleportation can be

regarded as entanglement-assisted ideal projective measurement of both quadratures of

an unkwon input state [259].

Analog quantum teleportation Next, we study the full teleportation protocol and start

with the three-mode Wigner function

W (q1, p1, q2, p2, q3, p3) = WTMS(q1, p1, q2, p2)Win(q3, p3). (2.225)

By using the definition G ≡ e2ϕ and Eq. (2.217), the argument in the initial Wigner

function transforms according to

T −1 =


12 −

√
β12 02√

kσz sinhϕσz − coshϕ12√
k12 coshϕ12 − sinhϕσz

 , (2.226)
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where k ≡ Gβ/4. The final covariance matrix is obtained by

Wout(q1, p1) =
∫
W (T −1R)dq2dp2dq3dp3. (2.227)

We now perform the substitution


q̃2

p̃2

q̃3

p̃3

 =


sinhϕ 0 − coshϕ 0

0 − sinhϕ 0 − coshϕ
coshϕ 0 − sinhϕ 0

0 coshϕ 0 sinhϕ


︸                                                      ︷︷                                                      ︸

≡M


q2

p2

q3

p3

 . (2.228)

The matrix M is unitary and skew-involuntary, M−1 = −M , which reflects the fact that

it describes the Bogoliubov transformation, induced by the JM and therefore belongs to the

Lorentz group [268]. We observe that if we take the projective limit, this full rank matrix

becomes degenerate with rank 2, implying that we lose all information about two field

quadratures, as expected. However, this limit can only be approached asymptotically in a

realistic experiment with finite energy.9 Thus, we still assume that M preserves full rank.

For the phase space coordinates (q′
1, p

′
1) of the final state, we make the approximation

q′
1 = q1 + q̃2

√
β sinhϕ− q̃3

√
β coshϕ ≃ q1 +

√
k(q̃2 − q̃3), (2.229)

p′
1 = p1 − p̃2

√
β sinhϕ− p̃3

√
β coshϕ ≃ p1 −

√
k(p̃2 + p̃3). (2.230)

We then find

Wout(q1, p1) =
∫
W (q1 +

√
k(q̃2− q̃3), p1−

√
k(p̃2 + q̃3), q̃2, p̃2, q̃3, p̃3)dq̃2dp̃2dq̃3dp̃3. (2.231)

This is the central result for the analog quantum teleportation protocol in terms of Wigner

functions which enables us to extend our analysis to non-Gaussian states. As an example,

we evaluate the teleportation of Fock states [251]. This consideration is of high impact for

the concept of hybrid quantum teleportation [265, 266], in case a TMS resource is used for

teleportation of a qubit state. Teleportation of a Fock state |n⟩ is thereby possible since

the TMS resource contains contributions from all possible photon numbers, according to

Eq. (2.114). The Wigner function of Fock state |n⟩ is given by

Wn(α) = 2
π

(−1)ne−2|α|2Ln(4|α|2) =⇒ W1(α) = 2
π
e−2|α|2(1− 4|α|2), (2.232)

with the Laguerre polynomials Ln(x) [48]. Next, we use Eq. (2.231) to exemplary demon-

strate teleportation of Fock state |1⟩ using a TMS state with squeeze factor r as a

9Note that despite taking the projective limit, we still treat the protocol as unitary since all our
operations are Gaussian. Otherwise, we would have det O = 0 in Eq. (2.217).



2.3 Gaussian analog projector formalism 71

resource. The four Gaussian integrals in Eq. (2.231) can be determined in a lengthy but

straightforward calculation. For the final Wigner function, we find

Wout(α) =
exp

(
− 2|α|2

k+C(r,k)

)
π[k + C(r, k)]3

[
8k|α|2 − g(r, k)

]
, g(r, k) = 2k2 − C∆(r, k), (2.233)

where C(r, k) and C∆(r, k) represent the interference functions. Next, we calculate the

fidelity

F = 4
[k + C(r, k)]3

∫ ∞

0
exp

(
−2|α|2 1 + k + C(r, k)

k + C(r, k)

) [
8k|α|2 − g(r, k)

]
|α|d|α|

= 12k − 2k2 − 2 + C∆(r, k)
[C(r, k) + 1 + k]3 . (2.234)

Teleportation of Fock state |n⟩ is successful if F exceeds the limit [269]

F ∗
|n⟩ = (2n)!

22n+1(n!)2 , (2.235)

which leads to a fidelity threshold of 1/4 in our case. Equation (2.234) simplifies significantly

in the limiting cases of zero resource squeezing. For this classical case, we find the simple

formula

F (0, k) = 2k
(1 + k)3 . (2.236)

We thereby find F (0, 0) = 0 due to orthogonality, ⟨0|1⟩ = 0 [48], in contrast to the

expected result ⟨0|α⟩ = exp (−|α|2/2)→ 1 for coherent states in the limit |α| → 0. Thus,
Alice’s cheating strategy of switching off the Bell measurement does not work for Fock

states. Fidelity then takes a nontrivial maximum of F = 8/27 ≃ 0.296 at k = 1/2 before

dropping to 0 in the high gain limit. For k = 1, we obtain the threshold value, described

by Eq. (2.235). In the ideal scenario, k = 1, Eq. (2.234) simplifies to

F (r, 1) = 1
4 (1 + tanh r)

(
1 + tanh2 r

)
, (2.237)

which takes the expected classical limit of 1/4 for r = 0 and then quickly rises to the

asymptotic ideal value of 1 with increasing r. Next, we analyze the conditions under

which we can reconstruct a negative region in the final Wigner function. This requires the

prefactor of the Gaussian function in Eq. (2.234) to be negative for certain values of |α|2,
which is the case if g(r, k) > 0. In the classical case, we have g(0, k) = −2(1 + 2k) < 0
and therefore, the Wigner function is completely positive due to the two quduties. Due to

g(r∗, k) = 4k − 2, we can only obtain a negative region in case we let k > 1/2. Next, we
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determine the negativity indicator

N(r, k) =
∫

[|Wout(α)| −Wout(α)] d2α

= 2π
π[k + C(r, k)]3

∫ ∞

0
exp

(
− 2|α|2
k + C(r, k)

)
×
(
|8|α|2 − g(r, k)| − 8|α|2 + g(r, k)

)
|α|d|α|

= 4
[k + C(r, k)]3

∫ √ g(r,k)
8k

0
exp

(
− 2|α|2
k + C(r, k)

)
[8k|α|2 − g(r, k)]|α|d|α|

=
g(r, k) + 4k

[
exp

(
− g(r,k)

4k[k+C(r,k)]

)
− 1

]
C(r, k)

[k + C(r, k)]2 . (2.238)

By defining the normalized interference function ξ ≡ C(r, k)/k, the result can be finally

expressed as

N(ξ) = −2 + (N0 + 2) e
ξ
2

1 + ξ
, N0 = −2 + 4√

e
≃ 0.4261. (2.239)

For ξ = 0 (i.e., for ideal destructive interference), we reproduce the well-known negativity

indicator N0 for Fock state |1⟩ [270]. Furthermore, N(ξ) = 0 for ξ = 1. Note that

Eq. (2.239) is only valid under the assumption C(r, k) ≤ k and thus k ≥ 1/2. In general,

Eq. (2.231) can also be used to analyze Fock state teleportation in case we do not take the

projective limit, implying that we treat sinhϕ and coshϕ in Eq. (2.229) and Eq. (2.230) as

separate quantities. Alternatively, hybrid quantum teleportation can be directly described

in terms of density operators. However, such a consideration requires truncation of

Hilbert space at finite dimension [271], similar as in density matrix renormalization group

approaches [272]. Details about a formulation of hybrid quantum teleportation in terms

of Wigner functions is provided in AppendixD [266, 273].

2.3.4 Shannon mutual information for different codebooks

To employ our analog quantum teleportation protocol for future communication appli-

cations, it is necessary to determine the Shannon mutual information Is(A : B) between

Alice and Bob. In protocols such as teleportation-based QKD [274, 275], the resulting

Is(A : B) is then compared to a suitable Holevo quantity [276]. In this way, one can

calculate the dependence of the maximally achievable secret key rate on the input alphabet

[263]. In particular, we determine the final unconditioned probability distribution P ′(α′)
for our quantum teleportation protocol for an infinite Gaussian, a truncated Gaussian, a

uniform, and a discrete codebook of input states. In these cases, we can find analytical

expressions for P ′(α′), which can then be used to determine Is(A : B) [47]. Finding an

analytical expression for P ′(α′) is particularly useful since this solution can be directly
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used to determine Is(A : B) numerically via Eq. (2.128).

Infinite Gaussian codebook First, we demonstrate the corresponding calculation for

the infinite Gaussian codebook, Eq. (2.158). Let vout define the variance of the teleported

output state, given by Eq. (2.187) in the loss- and noiseless case. The corresponding

conditioned phase space probability distribution for the output state α′ is given by the

Wigner function in Eq. (2.231) and can be expressed as

P ′(α′|α) = 1
2πvout

exp
(
−|α′ −

√
kα|2

2vout

)
. (2.240)

We now sample the input state α from the Gaussian input codebook and apply Bayes’

theorem. The unconditioned final probability distribution is then given by the marginal

distribution

P ′(α′) =
∫
P ′(α′|α)PG(α)d2α = P ′(α′|α) ⋆ PG. (2.241)

Thus, we convolute the conditioned probability distribution with the input codebook.

According to the Gaussian convolution theorem, the resulting probability distribution

corresponds to a Gaussian with variance given by the sum of the individual variances,

P ′(α′) = 1
2π(vout + kσ2) exp

[
−|α′|2

2(vout + kσ2)

]
. (2.242)

In that case, the mutual information can be analytically calculated via

Is(A : B) =
∫
P ′(α′|α)PG(α) ln

(
P ′(α′|α)
P ′(α′)

)
d2αd2α′ (2.243)

= ln
(

1 + kσ2

vout

)∫
P ′(α′|α)PG(α)d2αd2α′︸                               ︷︷                               ︸

=1

(2.244)

+
∫ [

|α′|2

2(vout + kσ2) −
|α′ −

√
kα|2

2vout

]
P ′(α′|α)PG(α)d2αd2α′

︸                                                                              ︷︷                                                                              ︸
=0

(2.245)

= ln
(

1 + kσ2

vout

)
, (2.246)

which corresponds to the well-known Shannon mutual information for Gaussian distri-

butions [47, 277]. The second term is zero since α′ is unconditionally distributed with

variance vout + kσ2 and, conditionally on α, distributed with variance vout. Thus, the

corresponding expectation values coincide. Consequently, removing the quduties using

the TMS resource increases the mutual information between Alice and Bob, as expected.

In the ideal case, mutual information is optimized by r∗ [cf. Eq. (2.194)] for fixed k and

we obtain an optimal Is(A : B) = ln(1 + 4σ2) for k = 1. In the limit of a broad codebook,
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4σ2 + 1 ≃ 4σ2, employing entanglement thus increases mutual information by an addend

of ln 3, compared to the classical protocol.

Truncated Gaussian codebook Next, we repeat the previous consideration for a trun-

cated Gaussian codebook, Eq. (2.163). As in the Gaussian case, we first need to determine

the unconditioned probability distribution P ′(α′) for the output state by evaluating the

convolution integral in Eq. (2.241). The mutual information can then be determined from

Eq. (2.128) by numerical integration. In this case, we cannot apply the Gaussian convolu-

tion theorem, implying that we need to explicitly determine the integral in Eq. (2.241),

which can be expressed as

P ′(α′) = N (|α′|)
∫

Θ(Ns − |α|2) exp
[
−w|α|2 +

√
k

2vout
(α∗α′ + α′∗α)

]
d2α, (2.247)

where

N (|α′|) =
exp

[
− |α′|2

2vout

]
4π2σ2vout

(
1− e− Ns

2σ2

) , w = 1
2σ2 + k

2vout
. (2.248)

Next we decompose, Re(α) = |α| cosφ, Im(α) = |α| sinφ, define q′ ≡ Re(α′) and p′ ≡
Im(α′), which yields

α∗α′ + α′∗α = 2|α|(q′ cosφ+ p′ sinφ). (2.249)

This allows us to explicitly perform the polar integration in Eq. (2.247), according to [278]

P ′(α′) = 2πN (|α′|)
∫ √

Ns

0
|α| exp

(
−w|α|2

)
I0

( √
k|α||α′|
vout

)
d|α|

= 2π v2
out

k|α′|2
N (|α′|)

∫ √
kNs|α′|
vout

0
xe−ux2

I0(x)dx, (2.250)

where u ≡ wv2
out/k|α′|2 and I0(x) is the modified Bessel function of the first kind. The

integral can be expressed in closed form in terms of a hypergeometric series by expanding

I0(x) in a Taylor series, followed by treating u like a Feynman parameter [110] and

application of the generalized Leibniz product rule [279]. We eventually obtain

P ′(α′) = 1
2π(vout + kσ2)(1− e−Ns/2σ2) exp

[
− |α′|2

2(vout + kσ2)

]

×
{

1− exp
[
−wNs −

k|α′|2

4wv2
out

]
Φ3

(
1, 1; k|α

′|2

4wv2
out
,
kNs|α′|2

4v2
out

)}
, (2.251)

where Φ3 (a, b;x, y) denotes the third Humbert hypergeometric function [280].



2.3 Gaussian analog projector formalism 75

Uniform codebook In the next step, we determine P ′(α′) for a uniform polar symmetric

codebook with cutoff photon number Ns,

Pu(α) = 1
πNs

Θ(|α|2 −Ns). (2.252)

The calculation is analogue to the truncated Gaussian case and leads to the result

P ′(α′) = 1
πNs

exp
(
− |α

′|2

2vout

){
exp

(
k|α′|2

2vout

)
−exp

(
− Ns

2vout

)
Φ3

(
1, 1; k|α

′|2

2vout
,
kNs|α′|2

4v2
out

)}
.

(2.253)

Discrete Gaussian codebook A realistic codebook is limited by finite phase resolution of

the input state. We can determine the resulting effect on the final probability distribution

by considering the Gaussian codebook with discretized phase,

Pd(α) = 1
Nσ2 exp

(
−|α|

2

2σ2

)
N−1∑
l=0

δ

(
φ− l

N
2π
)
. (2.254)

The final probability distribution can then be expressed as

P ′(α′) = e
− |α′|2

2vf

4
√
πNσ2vfw

N−1∑
l=0

[
cle

c2
l (erf(cl) + 1)

]
+ e

− |α′|2
2vf

4πwσ2vf
, (2.255)

where we define the sequence

cl = 1
2

√
k

w

[
q′ cos

(
2π l

N

)
+ p′ sin

(
2π l

N

)]
. (2.256)

In the continuous limit, N →∞, the sum becomes a Riemann sum [142] and reproduces

the result for the infinite Gaussian codebook.

Discrete truncated uniform codebook The most realistic codebook involves discretized

phase and power as well as a power limitation to a maximal photon number Ns. Such a

discretized truncated codebook can be realized by

Pdt = 1
N2

N−1∑
j,l=0

δ

(
φ− 2π l

N

)
δ
(
|α| −

√
Ns

j

N − 1

)
. (2.257)

In this case, we find

P ′(α′) = 1
N2vout

exp
(
− |α

′|2

2vout

)
N−1∑
j,l=0

exp [ajl] , (2.258)
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with

ajl = − k

2vout

j2

(N − 1)2 − 2
√
w

vout

j

N − 1cl. (2.259)



Chapter 3

Experimental techniques

Realization of quantum microwave communication requires a significant level of inter-

disciplinary knowledge and advanced technology. In Sec. 3.1, we introduce our basic

cryogenic setups as well as the reference-state reconstruction method for our quantum

state tomography scheme based on a field-programmable gate array (FPGA).1 In addition,

we describe our photon number calibration method based on Planck spectroscopy. Next,

we dedicate Sec. 3.2 to the sample preparation of our JPA chips as well as to fundamental

characterization measurements. Following that, we introduce 2D Planck spectroscopy as

a novel and more accurate calibration method in Sec. 3.3.2

3.1 Reconstruction of propagating quantum microwave

states

Quantum state tomography of propagating quantum microwave states requires environ-

mental temperatures below 100 mK. This requirement results from the fact that the

energy of microwaves photons, typically at approximately 5 GHz in our experiments, is

lower by a factor of ≃ 105 compared to that of photons in the optical regime. Thus,

our experiments require cryogenic setups based on 3He/4He dilution cooling, which we

introduce in Sec. 3.1.1. Since our experiments are typically performed at the level of a few

microwave photons, these quantum signals need to be amplified strongly before detection.

This amplification procedure drastically reduces the SNR due to broadband noise added

by the first amplification stage. Thus, we need to employ elaborate state tomography

procedures which we introduce in Sec. 3.1.2. Due to the low SNR, advanced measurements

can take multiple days since we need to record a significant amount of averages. To speed

the experiments, we perform both data acquisition and in-situ data processing within the

FPGA-based framework described in Sec. 3.1.3.

1The FPGA image has been collaboratively developed within a Master’s thesis project of R.Neagu. The
resulting Master’s thesis can be found in Ref. 281.

22D Planck spectroscopy has been collaboratively developed within a Master’s thesis project of
S.Gandorfer. The resulting Master’s thesis can be found in Ref. 282.

77
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3.1.1 Cryogenic setup

In order to cool down our microwave experimental setup to millikelvin temperatures,

we employ 3He/4He dilution cryostats [283], where we exploit the spontaneous phase

separation of a 3He/4He mixture at 860 mK in a first order phase-transition [284–286].

Dilution cooling then results from endothermic diffusion of 3He atoms though the phase

mixing chamber
(15 - 50 mK)

coil exchanger stage
(200 mK)

vacuum plate
(300 K)

Still
(600 mK)

1K pot stage
(1.2 K)

PT2 stage
(3 K)

PT1 stage
(50 K)4He gas handling

4He MaxiGauge

4He overpressure
 control

3He/4He gas 
handling

3He/4He
MaxiGauge

3He/4He
 overpressure

 control

Figure 3.1: Photograph of the Alice dilution cryostat and indication of corresponding temperature stages.

The 4He gas handling system on the left side is used for precooling and operation of a dry 1K
pot. The 3He/4He gas handling system on the right side is employed to control the dilution

cooling.
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boundary. The experiments presented in this thesis have been performed in two different

laboratories, in the following referred to as the Alice lab or the Bob lab. This nomenclature

arises from the fact that within the scope of this work, both labs have been connected for

joint quantum communication experiments using a cryogenic link, as extensively discussed

in chapter 7.

Alice cryostat The central component of the Alice lab is the home-built dry dilution

refrigerator [287], in the following referred to as Alice. Alice is manually operated using

two distinct gas handling systems. Details about the Alice cryostat are provided in

Ref. 288. A photograph with labels of the different temperature stages is shown in Fig. 3.1.

Alice is equipped with eight stainless steel (SS) microwave input lines 3 and four output

lines. From transmission measurements, we estimate the attenuation of these input cables

to be ≃ 16 dB at room temperature. This value does not include additional attenuation,

explicitly added to the different temperature stages to suppress the input thermal noise.

Between the mixing chamber stage and the first amplification stage, which is realized with

cryogenic HEMT amplifiers,4 the output lines consist of superconducting coaxial NbTi

cables to minimize losses.5 The experimental setup is protected from the HEMT amplifier

noise by two circulators.6 Between the HEMT amplifiers and the room temperature flange,

the output lines consist of silver-plated stainless steel (SSS) cables.7 The HEMT amplifiers

in Alice are operated using a custom built power supply which is temperature-stabilized

to 26.0 ± 0.2 ◦C.8 In addition, two separate DC anchors are installed in Alice, one for

supply of DC currents or low frequency voltage pulses and another for a four-wire readout

of resistance thermometers.9 More details about the wiring of Alice and the thermometry

are provided in Ref. 112.

Bob cryostat The dilution cryostat (“Bob”) in Bob lab is a commercial Triton system,

provided by Oxford Instruments (OINT). In contrast to Alice, the precooling and mixture

circuits are not separated in this cryostat. The precooling of Bob is performed using

the 3He/4He mixture under a pressure of up to 3 bar. The precooling of the mixture is

realized by a pulse tube refrigerator (PTR) and a Joule-Thompson (JT) impedance.10

The 3He gas is pumped out of the mixing chamber (MC) using a turbo-molecular pump

(TMP) with a scrolls backing pump and recondensed at a pressure of 500 mbar using the

precooling compressor. The mixture is kept clean by guiding it through an external liquid

3We use SC-219/50-SS-SS stainless steel cables from Coax Co., Ltd for this purpose.
4We use LNF-LNC4_8A HEMT amplifiers from Low Noise Factory for this purpose.
5We use SC-219/50-NbTi-NbTi superconducting cables from Coax Co., Ltd for this purpose.
6We use CTH1184-KS18 circulators from Quinstar, followed by RADC-4-8-Cryo circulators from Raditek

for this purpose.
7We use SC-219/50-SSS-SS stainless steel cables from Coax Co., Ltd for this purpose.
8We use a TECPak 585-05-12 temperature controller from Arroyo Instruments for that purpose.
9We use a Lakeshore370 resistance bridge for Alice thermometry.

10We use a PT415-RM PTR from Cryomech for this purpose.

http://www.coax.co.jp/en/
https://lownoisefactory.com/
http://www.coax.co.jp/en/
https://quinstar.com/
https://raditek.com/
http://www.coax.co.jp/en/
https://www.arroyoinstruments.com/
https://www.lakeshore.com/products/categories/overview/discontinued-products/discontinued-products/model-370-ac-resistance-bridge-
https://www.cryomech.com/
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nitrogen (LN2) cold trap. Bob’s gas handling and the pumps are controlled electronically,

so Bob can be cooled down via a fully automated script. Since Bob has been installed in

the framework of this thesis, we describe its wiring and the thermometry in more detail.

In analogy to Alice, we add four custom-made SS microwave input lines to Bob, where

stainless steel has been chosen for better thermal decoupling of the respective stages due its

comparably low thermal conductivity [283]. Significant losses of SS cables around several

dB/m at gigahertz frequencies at cryogenic temperatures are not critical for input lines, as

long as the radiofrequency (RF) sources are capable of providing sufficient output power

and the cryostat can sustain the dissipated heat. The cables are cut using a diamond saw 11

and bent in a loop-shaped way to compensate for the thermal contraction during cooldowns.

On each temperature stage, we add a well-defined and well-thermalized attenuator into

each input line. This attenuation is chosen such that the noise temperature in the RF

lines matches the temperature of the respective cryostat stage. Suitable attenuation

values are 20 dB for the first PTR stage (PT1), 10 dB for the second PTR (PT2) and still

stages, and 6 dB for the cold plate and MC stages. For JPA pump lines, we use a lower

attenuation of 2 dB on cold plate and MC stage due to the limited dynamical range of our

microwave sources. This reduced pump line attenuation enables us to apply pump tones

which can be regarded as classical signals with photon number np ≫ 1 at the MC stage.

For all input lines we use either soldered 12 or crimped 13 SMA connectors. We determine

characteristic impedance of each connection using the time domain reflectometry (TDR)

and verify 50 Ω matching with a tolerance of ±3 Ω.14 Crimping of the cables takes less

time and effort, compared to soldering. However, there could be the potential drawback

that crimped connectors might be more fragile and, thus, suffer from impedance changes

due to distorted geometry over multiple cool downs. We typically perform a thermal

stress test for our crimped input lines by dipping the connector into LN2, followed by

crude heating using a heat gun. After 10 repetitions, we do not observe any further

change in impedance, and TDR reveals a tolerable maximal mismatch of 7 Ω. During the

measurements, no difference between crimped and soldered lines has been observed. In

addition, Bob is equipped with two output lines which are designed analogously to those

of Alice. Since our superconducting coaxial cables are more ductile in comparison to their

SS counterparts, we do not include a loop but compensate for the thermal contraction by

bending them in an S-shaped way. The superconducting coaxial wires are thermalized

by annealed silver wires,15 which are gently wrapped around the cable and fixed with

oxygen-free high conductance (OFHC) copper clamps. Thermalization of the SSS cables

between the HEMT amplifiers and the room temperature flange is realized with Cu-braids.

11We use a 11-180 low speed saw from Buehler Ltd. for this purpose.
12We use 11_SMA-50-2-15/111_NE connectors from Huber+Suhner for this purpose.
13We use R125.052.90 SMA connectors from Radiall for crimping.
14We use a DSA8200 digital serial analyzer from Tektronix for this purpose.
15We use 1.5 mm thick wires with a purity of 99.99 % from WIELAND Edelmetalle GmbH annealed in an

Austromat3001 furnace from Dekema GmbH for that purpose.

https://www.buehler.com/
https://www.hubersuhner.com/de
https://www.radiall.com/
https://www.tek.com/de
https://www.wieland-edelmetalle.de/
https://www.dekema.com/
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In addition to the commercial OINT thermometry,16 we install two distinct DC looms,

each consisting of 12 twisted wire pairs. One loom is supposed to be used for additional

thermometers and the second one for the supply of DC power to avoid crosstalk, which

could otherwise especially affect the sensitive four-wire sensor readout. Between room

temperature and PT2 stage, we use twisted-pair BeCu-looms which are soldered to a

24 pin LEMO connector at the room temperature stage. Below the PT2 stage, we use a

12-twisted-pair wire NbTi-loom. The transition from BeCu to NbTi is realized by 24 pin

male and female connectors in a way that each loom can be replaced individually. At the

mixing chamber stage, each loom is soldered to a 24 pin Buerklin microconnector using

custom soldering sleeves made from CuNi capillaries with inner diameter of 0.8 mm.17 A

layer of nonconducting polymer is inserted between the pins to prevent galvanic shorts.

Thermalization of the DC wires is realized by carefully clamping the looms between

two layers of Kapton foil using gold-plated OFHC-Cu slabs at each temperature stage.

Thermalization of all DC cables is especially relevant for the thermometer readout, since

an insufficient thermal contact would falsify measured temperatures of the sensor. Thus,

the Buerklin connector at the MC stage is tightly pressed inside an OFHC-Cu housing

which is directly screwed to the MC plate and glued with blue stycast 2850 FT epoxy.

For the HEMT amplifiers, located at 3 K, an additional BeCu-loom has been installed,

which allows for direct connection using female nano-D connectors. The HEMT amplifiers

are powered by a commercial power supply.18

Like in Alice, our central superconducting elements of the setups for quantum microwave

experiments are fixed at the MC stage and connected to the input and output lines using

SMA connectors. A proper installation of an advanced quantum communication setup

is described in detail in chapter 6 during the discussion of our quantum teleportation

experiment. The experiments presented in chapters 4-6 have been performed in the Alice

lab, whereas the measurements in chapter 8 have been realized over our cryogenic link.

In chapter 7, we discuss the cryogenic properties of Alice and Bob in more detail, due to

their high relevance for performance of the cryogenic link.

3.1.2 Reference-state reconstruction method

Resulting from the comparably low single photon energies at microwave frequencies,

quantum state tomography of propagating microwave signal requires the use of low-noise

amplifiers [74]. In the following, we discuss how we can experimentally extract a two-mode

quantum state âi, i ∈ {1, 2} from noisy measurements. In our experiments, we employ

HEMT amplifiers with an approximate gain of Gi = 40 dB and a noise temperature of

16We use a Lakeshore372 resistance bridge for this purpose.
17Cutting segments off such a fragile and soft capillary works optimally by carefully cutting a trench

using a scalpel, and then gently breaking the capillary with a tweezer.
18We use an LNF-PS3B power supply for control of drain voltage and current control, powered by a

LNF-PBA power block.

https://www.lemo.com/de
https://www.buerklin.com/de/
https://www.buerklin.com/de/
https://www.lakeshore.com/products/categories/overview/temperature-products/ac-resistance-bridges/model-372-ac-resistance-bridge-temperature-controller
https://lownoisefactory.com/product/lnf-ps3b/
https://lownoisefactory.com/product/lnf-pba/
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2 K at typical frequencies of 5− 6 GHz. Due to the high gain, the HEMT amplifier noise

dominates the overall noise figure of the amplification chain. The resulting complex

envelope function, corresponding to the detected signal at room temperature is then given

by Ŝi =
√
Gi

(
âi + ĥ†

i

)
. The amplification process results in a low SNR for the detected

signal, ⟨â†
i âi⟩ ≪ ⟨ĥ†

i ĥi⟩, implying that the tomography of propagating microwave states

requires elaborate signal reconstruction schemes. Throughout most of this work, we make

use of the reference-state reconstruction method, where we use the detected moments

⟨(Ŝ†
1)k(Ŝ1)l(Ŝ†

2)m(Ŝ2)n⟩ref from a well-known reference signal to eliminate the unknown

noise moments ⟨(ĥ†
1)k(ĥ1)l(ĥ†

2)m(ĥ2)n⟩. The reference signal is usually a weak thermal

state with a photon number nth ≪ 1/2 per mode, which can be approximately considered

as vacuum. In this case, reference-state and noise moments are related by a simple

proportionality relation [289]. For measurements with higher reference temperatures,

Tref ≳ 60 mK, the thermal statistics can no longer be neglected. In this case, the noise

moments can be obtained from the reference moments by inversion of a linear system

of equations. The statistical signal moments ⟨(â†
1)k(â1)l(â†

2)m(â2)n⟩, and the quadrature

moments ⟨Ik
1Q

l
1I

m
2 Q

n
2 ⟩, are linearly related to the detected moments of the complex

envelope function and the reference moments. We obtain the quadrature moments by

inversion of the corresponding system of linear equations [158].

The reference-state scheme is not the only way to perform tomography of quantum

microwaves. Alternative schemes exist, such as the dual-path reconstruction method which

requires an additional hybrid ring beam splitter and is implemented with a relative phase

shift of 180◦ between the two paths [74]. The dual-path method has the advantage that it

does not require knowledge or existence of the reference state and is slightly more accurate

regarding the standard deviation of reconstructed moments [157]. However, the reference-

state method requires only one output channel per reconstructed mode which makes it

the preferred reconstruction technique throughout most of this work. Nevertheless, we

sometimes employ the dual-path technique as an alternative reconstruction method to

check for consistency of our results. For future experiments, it is furthermore desired to

improve quantum microwave detection by employing single microwave photon detectors

[290], e.g., based on Josephson parametric converters [291, 292].

3.1.3 Quantum microwave receiver setup

In this section, we describe our microwave setup and our procedure for Wigner tomog-

raphy. The latter includes an analog heterodyne downconversion scheme, followed by a

digital FPGA-based data processing setup [281, 293]. We discuss the required hardware

components as well as the necessary steps for determining the photon statistics of the

reconstructed signal.
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Figure 3.2: (a) Fundamental setup for measuring S11 (reflection) and S21 (transmission) parameters.

The probe signal entering the cryostat is strongly attenuated to suppress the thermal noise

and interacts with the JPA. The output (reflected) signal is amplified at multiple stages and

detected. The JPA is pumped using a separate RF source (“pump”). Coils, heaters, and

sensors are controlled by a DC setup, which includes an analog low-pass at room temperature,

shown in the dashed gray box. (b) Fundamental setup for Wigner tomography. A coherent

input signal can be provided by an RF source (“signal”). The amplified output signal is

detected by the analog receiver, digitized, and further processed. The quantum state is

reconstructed on a CPU. The RF sources are phase-stabilized with closed feedback loops

(green dashed arrows).

Fundamental measurement setup Before introducing our microwave receiver, we discuss

our general measurement setup for fundamental experiments. We synchronize all RF

devices using a 10 MHz Rubidium (Rb) clock.19 For frequency resolved measurements

[93, 294], we employ a vector network analyzer (VNA) [295], as schematically depicted in

Fig. 3.2(a).20 The JPA is pumped with a separate RF source.21 To suppress high-frequency

noise in the DC lines and enable sensitive proportional-integral-derivative (PID) control,

we use an analog low-pass filter with a cutoff frequency at 100 kHz to remove any high

frequency noise contributions in each pair of DC wires as well as in the sensor lines

[245, 296]. The basic setup for quantum microwave state reconstruction is depicted in

Fig. 3.2(b). In this case, separate RF sources generate the JPA pump tone and potentially

required coherent input signals. The RF sources can be amplitude-modulated using a

19We use a S725 atomic clock from Stanford Research Systems for this purpose.
20We use a ZVA24 from Rohde&Schwarz and a ZNA26 from Rohde&Schwarz for this purpose.
21We use SGS100A sources from Rohde&Schwarz for this purpose.

https://www.thinksrs.com/
https://www.rohde-schwarz.com/de/startseite_48230.html
https://www.rohde-schwarz.com/de/startseite_48230.html
https://www.rohde-schwarz.com/de/startseite_48230.html
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data timing generator (DTG) 22 in Alice lab or by an 8-port arbitrary waveform generator

(AWG) in Bob lab.23 However, the setup for pulse-modulation is not shown in Fig. 3.2

for simplicity. Full experimental schemes including the modulation setup are provided in

AppendixA. One of the RF sources acts as a local oscillator (LO) for the detection chain

and is directly referenced to our 10 MHz frequency standard. The remaining RF sources

are daisy-chained to the LO source at the reference frequency of 1 GHz. The output phases
of our RF sources are stabilized in-situ during the experiment via a closed feedback loop.

This loop is realized by determining the experimental squeezing (displacement) angle γexp

(θexp) within each measurement cycle. The RF phase is then corrected by 2δγ (δθ), where

δγ = γexp − γtarget (δθ = θexp − θtarget) denotes the deviation from the target phase. The

full RF setup is controlled by a custom written LabVIEW code [297].

Heterodyne microwave receiver Figure 3.3 depicts our microwave receivers in the Alice

and Bob labs. Both receivers are constructed in an equivalent way, implying that we do

not distinguish between them throughout this work. The receiver is designed for two-mode

tomography and enables the reconstruction of bipartite quantum correlations. Before

entering the receiver, the signals exiting the cryostat undergo a second amplification

stage consisting of two independently controllable RF amplifiers 24 which are temperature-

stabilized to 19.5 ± 0.1 ◦C by a Peltier cooler.25 Next, the RF signal is filtered in a

bandwidth of 4.9− 6.2 GHz.26 For the downconversion to intermediate frequency (IF), ωif ,

we use a strong independent LO signal, implying that the receiver implements a heterodyne

detector. The LO signal is filtered with a pass band of 3−7 GHz.27 In the Alice (Bob) lab,

we use ωif/2π = 11 MHz (ωif/2π = 12.5 MHz) since these values are well-detuned from the

10 MHz reference within the reconstruction bandwidth. In addition, the choice of 11 MHz
in the Alice lab reduces the risk of any impact from technical microwave tones, such as

the 10 MHz reference, since 11 is a prime number. However, the frequency choice in the

Bob lab has the advantage of being commensurable with the FPGA sampling frequency

ω̃/2π = 125 MHz. The IF frequency is chosen such that effects of the 1/f -noise are still

negligible, while we are simultaneously well below the Nyquist-Shannon limit with respect

to ω̃ [277, 298]. In the next step, we use image rejection mixers to filter out the blue

sideband created during the downconversion process, which otherwise would limit the

reconstructed squeezing level to 3 dB [158].28 Following that, we balance the power in

both signal paths using step attenuators 29 and filter the signal within the bandwidth of

22We use a DTG 5334 from Tektronix for this purpose.
23We use an 8-port HDAWG AWG from Zurich Instruments controlled by the labOne interface.
24We use AMT-A003 amplifiers from Agile MwT for this purpose.
25We use a Laird DA-075-12-02-00-00 Peltier cooler and a PT100 thermometer for this purpose.
26We use VPFZ-5500-S+ band-pass filters from Mini-Circuits for this purpose.
27We use VHP_26 15542 from Mini-Circuits for this purpose.
28We use IRM4080B mixers from Polyphase for this purpose.
29We use ESA2-1-10/8-SFSF attenuators from EPX microwave Inc. for this purpose.

https://www.tek.com/de
https://www.zhinst.com/europe/de
https://www.agilemwt.com/
https://lairdthermal.com/de
https://www.minicircuits.com/
https://www.minicircuits.com/
https://tsc.com/polyphase-microwave-products/
https://www.epxmicrowave.com/
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Figure 3.3: (a) Heterodyne microwave receiver in the Alice lab and amplifier control electronics. The

receiver is designed for ωif/2π = 11 MHz and enables two-mode tomography. (b) Heterodyne

microwave receiver in the Bob lab, designed for ωif/2π = 12.5 MHz.

9.5− 11.5 MHz (0− 22 MHz) in the Alice (Bob) lab.30 Next, we employ IF amplifiers31

and additional low-pass filtering with a cutoff frequency at 22 MHz before digitizing the

signal in the next step.32 The relative phase between both paths can be adjusted using a

30We use a SBP-10.7+ filter from Mini-Circuits for Alice lab and a SLP-21.4+ filter from Mini-

Circuits for Bob lab.
31We use AU-1447-R amplifiers from Miteq for this purpose.
32We use a SLP-21.4+ filter from Mini-Circuits for this purpose.

https://www.minicircuits.com/
https://www.minicircuits.com/
https://nardamiteq.com/
https://www.minicircuits.com/
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Figure 3.4: Scheme for the FPGA-based digital data processing routine. After starting a measurement

with an external trigger pulse, the analog input (AI) signal in both paths is digitized by an

ADC. We correct for possible offsets between the paths (OS) and scale the amplitudes to

equivalent values (AS). Then, the signal is digitally downconverted (DDC), demodulated

(DM), and filtered (FIR) before we calculate the quadrature moments up to the fourth

order. The routine is repeated for N averages before the moment data is transmitted to the

measurement CPU. The whole procudure can be repeated for M sweeps to extend the total

number of averages.

mechanical phase-shifter.33

FPGA image After the heterodyne downconversion step, the signal is digitized and

further processed to extract its statistical moments. For the measurements presented in

chapter 4 and chapter 5, we use the analog-to-ditital conversion (ADC) setup described in

Ref. 112 and Ref. 158, which relies on an Acqiris DC440 digitizer card, connected to a

CPU by a PXI-to-PCI interface. The signal moments are computed on the CPU using

a custom C++ code. In this configuration, all acquired raw data is transmitted from

the Acqiris card to the CPU without any further compression. Hence, the measurement

speed is rather low and can be significantly increased by employing an FPGA-based

ADC scheme. The latter allows for parallel signal detection and on-board processing.

For the quantum communication experiments discussed in chapter 6 and chapter 8, we

have developed a real-time digitizer scheme based on a National Instruments NI-5782

transceiver module for signal recording and a National Instruments PXIe-7975R FPGA

for parallel data processing. Our FPGA image is originally written in LabVIEW FPGA,

which makes it fully compatible with our measurement code. For logical operations and

buffer storage, we employ block random access memory (BRAM) and look-up tables

(LUTs) as resources. The on-board dynamical random access memory (DRAM) is difficult

to use due to a significant clock frequency mismatch. A schematic illustration of our

two-path FPGA image is given in Fig. 3.4. The FPGA is syncronized with our 10 MHz

33We use a PNR P1506D phase shifter from ATM for our purposes.

https://www.ni.com/de-de.html
https://www.ni.com/de-de.html
https://www.atmmicrowave.com/
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reference and the measurement of a time trace is triggered by the DTG (8-port AWG) in

the Alice (Bob) lab. The incoming IF signal is sampled at the frequency ω̃/2π = 125 MHz.
Next, we correct for a potential offset between the channels and ensure proper amplitude

scaling by balancing with respect to the detected noise level in the cryostat output lines

corresponding to both detected paths. In this step, the balancing is performed with the

step attenuators in the analog receiver, which allows for a simultaneous check whether

the attenuation is sufficiently high to avoid clipping effects. Then we repeat amplitude

balancing with a weak coherent signal. Although reference-state reconstruction does not

require a specific phase relation between the paths, we calibrate for a relative 180◦ phase

shift, which allows to check whether we can sustain a stable phase over longer time frames.

In the next step, we perform digital downconversion and demodulation of the signal. In

this digital homodyning step, we determine the I-(Q)-quadrature of the digitized signal

A(t) by numerical integration over a full period of a digitally created cosine (sine) function

at demodulation frequency [297],

I = ωif

π

∫ t+ 2π
ωif

t
A(t′) cos(ωift

′)dt′ ≃ ωif

ω̃

⌊ ω̃
ωif

⌋∑
i=0

A(ti) cos(ωifti), (3.1)

Q = ωif

π

∫ t+ 2π
ωif

t
A(t′) sin(ωift

′)dt′ ≃ ωif

ω̃

⌊ ω̃
ωif

⌋∑
i=0

A(ti) sin(ωifti), (3.2)

where ti = t0 + 2πi/ω̃ and ⌊x⌋ denotes the floor function.34 Next, the demodulated signal

is filtered by a digital finite impulse response (FIR) filter [299], which is based on the

Hamming window function and consists of 90 filter coefficients for our desired SSB of

200 kHz.35 The impact of using a filter is shown in Fig. 3.5. Figure 3.5(a) shows the

amplitude transmission as a function of detuning ∆ω from the demodulation frequency

11 MHz without any filter. In comparison, three FIR filters with different SSBs are

illustrated in Fig. 3.5(b).36 The measured asymmetry in the filter response is a result

of the fact that the sampling frequency and the IF frequency are non-commensurable.

34Note that despite the signal quadratures containing the statistical information about our quantum
state, we can demodulate I and Q simultaneously although these quadrature values correspond to
incompatible observables. A potential explanation is a collapse of the wave function inside the HEMT
amplifier, which implements a permanent cycle of projective measurements on the signal and adds
noise beyond the SQL. In case we want to digitally measure two entangled modes, we need to amplify
them with respective gain G≫ 1, which requires two phase-insensitive amplifiers. Due to the SQL,
both amplifiers add a combined noise of at least one photon, which is the threshold for sudden death
of entanglement [217]. Consequently, entanglement is lost and the delocalized wave function needs
to have collapsed. However, the information on the (potentially entangled) state present before the
collapse is not lost. Thus, we do not violate any bosonic commutation relation.

35The filter has been designed using the DSP System Toolbox toolbox in Matlab. The choice of 90
coefficients emerges from a compromise between small measurement bandwidth and sufficiently short
filter ringing [299].

36We gratefully acknowledge the experimental contribution of S. Pogorzalek, who performed this mea-
surement.
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Figure 3.5: (a) Amplitude transmission for the FPGA-based setup without a digital filter as a function of

detuning ∆ω from the reconstruction frequency. The gray dashed line indicates the −6 dBc
cutoff. (b) Amplitude transmission with FIR filters, designed with respective SSBs of 100 kHz,
200 kHz, and 400 kHz, as well as experimentally determined filter bandwidths. The measured

−6 dBc cutoff matches well with the design parameters.

Throughout all experiments described in this work, we use the filter corresponding to

a SSB with B/2π = 200 kHz. After filtering, we determine the statistical moments. To

estimate the required BRAM resources for moment calculation, we determine the number

of moments M
(ℓ)
N of moments up to order N for ℓ-mode tomography. For this, we consider

M(ℓ)
n ≡ {⟨I

j1
1 Q

k1
1 · · · I

jℓ
ℓ Q

kℓ
ℓ ⟩ | j1 + k1 + ...+ jℓ + kℓ = n}. The number of elements in this

set can be determined by drawing an analogy to the combinatoric urn model of unordered

sampling with replacement [300]. The total number M
(ℓ)
N is then given by

M
(ℓ)
N =

∣∣∣∣ N⋃
n=1
M(ℓ)

n

∣∣∣∣ =
N∑

n=1

(
n+ 2ℓ− 1

n

)
= (2ℓ+N)!

(2ℓ)!N ! − 1. (3.3)

This leads to M
(1)
4 = 14 for single-path tomography and M

(2)
4 = 69 for two-mode

reconstruction. We furthermore observe that Eq. (3.3) is a polynomial with leading term

O(N2ℓ). Due to this drastic scaling, reconstructing moments up to fourth order is a

good compromise between saving memory and sufficient Gaussianity checks. In fact,

our moment calculation requires approximately 90 % of the 16 kbit BRAM. During a

single measurement, we average the moments over N time traces and the experiment

is then repeated over M sweeps. The moment data is transmitted from the FPGA to

a host-CPU via a bus consisting of two first-in-first-out (FIFO) buffers on the FPGA

and CPU sides, respectively. The data is received and routed by a permanently running

LabVIEW program on the host CPU. This program simultaneously controls the FPGA

parameters such as the number of averages. The host CPU also acts as a TCP/IP server

for our measurement routine. During experiments, the FPGA and host CPU are always in
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Figure 3.6: (a) Dependence of the g(2) correlation function on measurement time t for a noisy coherent

input signal, measured with the FPGA and the Acqiris card. In both scenarios, we observe

the expected behavior g(2) → 1. (b) Standard deviations σ for g(2), measured with the FPGA

and the Acqiris card. We observe that using the FPGA measurement, σ decreases 7.6 times

faster in comparison to the Acqiris card.

operation and wait for commands from the measurement CPU. With our FPGA image, we

reach an overall duty cycle of 88 % and observe only small phase drifts of 0.1± 0.01 ◦ h−1.

To quantify the FPGA performance, we measure the g(2)(0)-correlation function since this

quantity provides a self-consistent description of the photon statistics and does not require

an exact photon number conversion factor (PNCF). For a digitized thermal coherent state

ρ̂(α, nth), the second order correlation function can be expressed as

g(2)(0) = 1 + 10|α|2(nth + nd) + 5(nth + nd)2 − n2
d

5(|α|2 + nth + nd)2 , (3.4)

where the digitization error is taken into account as a white noise contribution [301],

consisting of nd photons, satisfying a uniform distribution. For our ADCs transforming the

IF signal into fixed point representation with a resolution of Ωq = 16 bits, we find nd ≃ 10−5

for our typical PNCF values, implying that the digitization noise can be neglected. The

finite resolution of our ADCs leads to a digitization SNR of 1.761 dB+Ωq ·6.02 dB ≃ 98 dB
[301]. This value is approximately 24 dB higher compared to the digitization SNR of

the Acqiris card which measures with 12-bit resolution. In the next step, we directly

compare the performance of the FPGA and the Acqiris card. As described in Ref. 281,

we have constructed a test setup at room temperature. It consists of an RF source to

generate a coherent signal which is superposed with an artificial Gaussian noise created

by an AWG.37 This allows us to sensitively control the SNR and benchmark our averaging

procedure. We verify that the detected Gaussian voltage fluctuations in the system decay

37We use a 81160A AWG from Keysight for this purpose.

https://www.keysight.com/de/de/home.html
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with the expected 1/
√
N -dependence, where N is the number of averages [281]. Next, we

generate an amplitude-modulated coherent signal with SNR = 2.5× 10−7 and determine

g(2) as a function of averaging time t with the FPGA and the Acqiris card. We reconstruct

the state by taking the AWG noise in the first pulse as a reference. The result is shown

in Fig. 3.6(a), where we observe that we measure g(2) → 1 after ≃ 100 s, as expected for

a coherent signal. In Fig. 3.6(b), we plot the standard deviation σ =
√
⟨[g(2)]2⟩ − ⟨g(2)⟩2.

Our data can be fitted using the central limit theorem, σ(t) ∼ 1/
√
t. We find a ratio of

2.76 for the corresponding standard deviations, implying that in order to achieve a fixed

σ, we need to average for approximately 7.6 times longer with the Acqiris card than with

the FPGA setup [293]. This significant speedup is going to be crucial for our quantum

teleportation experiment as explained in Sec. 6.3. More technical details about the FPGA

card and implementation of its image are provided in Ref. 281.

In addition, using an FPGA will become crucial as soon as we want to create digital

feedforward signals. These signals must be realized within a significantly shorter time

frame compared to the coherence time of employed quantum correlations. In addition, for

upcoming experiments with non-Gaussian states, it is of high relevance to implement an

FPGA-based detection of histograms, which allows for direct measurement of the Husimi

Q-function [302].

3.1.4 Photon number calibration

To relate the detected moments ⟨Ik
1Q

l
1I

m
2 Q

n
2 ⟩ to quantum statistics inside the cryostat,

we need a proper photon number calibration for each output line. The basic idea of such

a calibration is to install a photon source which emits a signal with a well-defined and

simultaneously well-known photon number. The detection of this signal with our receiver

setup allows us to map the ADC room temperature voltage to the photon number at the

source location. The proportionality factor provides the PNCF. Examples for widely used

photon sources are shot-noise tunnel junctions [303], qubits [304], or Johnson-Nyquist

noise resulting from heating of the sample stage [305]. Since heating of the full sample

stage can affect the characteristics of our JPAs, we employ Planck spectroscopy using

the black body radiation emitted by a standalone heatable microwave attenuator in the

input line. Here, the attenuation value of 30 dB is a reasonable compromise between

realization of a black body and damping of input signals [73]. The attenuator is clamped

into an OFHC-Cu frame and wrapped with a flattened silver ribbon thermally anchored

to the MC stage. This weak-thermalization assembly provides a reasonable trade-off

between the ability to sustain a significant temperature gradient to the mixing chamber

when heating is on and cooldown time of the attenuator in the absence of heating. For a

PID-controlled temperature stabilization, a RuO2 sensor and a heater are fixed at opposite

sides of the attenuator, as can be seen in the photograph in Fig. 3.7(a). The heater is

realized by a 100 Ω strip-resistor soldered to a custom-made twisted pair of multi-filament
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superconducting NbTi wires and glued to an annealed flat silver strip using a blue stycast

2850 FT epoxy bead. The resistor is galvanically separated from the silver strip by a

layer of cigarette paper. The sensor is read out via a custom drilled double-twisted pair of

superconducting wire, glued with GE varnish, in a four-wire configuration. To minimize

losses and heating of the sample stage, we exclusively use superconducting cables after

the heatable attenuator. Depending on the attenuator temperature Ta, we measure the

power [73]

P (Ta) = κ

Z0

[1
2 coth

(
ℏωs

2kBTa

)
+ nH

]
, (3.5)

where ωs denotes the signal frequency, κ is the PNCF for a given detection bandwidth B,

effective amplification gain G, and the impedance Z0 = 50 Ω. The quantity nH describes

the amplification noise, dominated by the HEMT amplifier noise. In case we change the

detection bandwidth to B′, and the gain to G′, the PNCF changes by a factor B′G′/(BG).
In Fig. 3.7(b), we show the result from such a Planck spectroscopy measurement, where

we find κ/Z0 = 27± 2 nW per photon and nH = 14.8± 0.8 from a fit based on Eq. (3.5).

For T ≳ 100 mK, we measure linear Johnson-Nyquist noise.38 For low temperatures, we

observe the saturation effect resulting from vacuum fluctuations. Especially with respect

to our measurements over the cryogenic link in chapter 8, it is a practically relevant

question at which point the finite temperature of the environment needs to be included

in the reference-state reconstruction method. A conventional quantifier is the crossover

temperature Tcr = ℏωs/(2kB) [306], which quantifies the transition from the saturated

regime to the Johnson-Nyquist regime. However, Tcr depends on the losses between

the heatable attenuator and the HEMT amplifier since these losses impact the linear

slope but not the vacuum fluctuations. An alternative loss-independent quantifier is the

temperature Tκ, corresponding to maximal curvature of the Planck curve. Numerically,

we find Tκ ≃ 0.223ℏωs/kB, which corresponds to roughly 60 mK. For environmental

temperatures T ≤ Tκ, the reference state can be well approximated by vacuum.

The quantum state can be reconstructed at an arbitrary point inside the setup by

compensating for the losses between the photon source and the reconstruction point [112].

In our case, we model these losses with a beam splitter model. In the experiment, these

losses are estimated from the datasheet values of the passive microwave components and

from TDR measurements of the respective connectors of our custom made cables. To

properly compensate for these losses, we additionally need to know the corresponding

bath temperature. To obtain a stable thermal background, we stabilize our samples to a

38Note that in case we perform a Taylor expansion of Eq. (3.5) in the limit T ≫ 1, the resulting power
spectral density is only 1/4 of the well known Johnson-Nyquist relation ⟨V 2⟩ = 4kBTZ0. The reason
for this is the assumed ideal impedance matching to 50 Ω, implying that the observable voltage drop
is only V/2 [93].
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Figure 3.7: (a) Photograph of the heatable 30 dB attenuator for Planck spectroscopy installed in one

of our cryogenic setups. (b) Measured Planck curve for photon number calibration with a

detection bandwidth B/2π = 200 kHz. The temperature threshold Tcr corresponds to the

crossover temperature between the quantum saturation, dominated by vacuum fluctuations,

and the linear Johnson-Nyquist regime. The threshold Tκ marks the temperature at which

the Planck curve shows maximal curvature.

temperature slightly above the cryostat base temperature, typically to 50 mK.39 However,

the attenuator heating necessarily implies the existence of temperature gradients in our

system. Consequently, the bath temperature of the dissipative environment depends on

the temperature of the heatable attenuator. One possibility to account for this effect,

suggested in Ref. 158 and Ref. 112 is to assume a linear temperature gradient and a linear

distribution of losses between the attenuator and the temperature stabilized JPA. These

losses are then modelled via 100 equidistantly spaced fictitious beam splitters. This is an

accurate approach for setups constructed with normal conducting RF cables. However, in

our superconducting setup it is more accurate to couple the attenuator temperature to the

loss attributed to the first SMA connector and the stable JPA temperature to the remaining

connector and circulator losses. This effect of nonhomogeneous bath temperature only

adds a small correction to the PNCF, which does not impact any experimental results

within the error bars.

3.2 JPA sample characterization

In this section, we discuss our JPA chips as well as the results from basic calibration

measurements, including flux tuning, gain, compression and squeezing. The setup, used

39In Alice lab, we use two AVS-47B resistance bridges, combined with two TS-530A temperature controllers
from Picowatt for this purpose. In Bob lab, we use a AVS-48SI Picobridge® resistance bridge
from Picowatt for this puspose.

http://www.picowatt.fi/index1.html
http://www.picowatt.fi/index1.html
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for these fundamental characterization measurements, coincides with the corresponding

setups described in Ref. 158 and Ref. 112.

3.2.1 Sample preparation of single- and double-SQUID JPAs

In the experiments described in this work, we use JPA chips from two different sets. The

first set has been fabricated at NEC Smart Energy Research Laboratories, Japan and

RIKEN, Japan [79]. Each of these JPAs consists of a superconducting λ/4 microwave

resonator in a CPW geometry. The resonator is terminated to the ground plane via a

DC SQUID [105]. A 300 µm thick silicon chip, covered by a thermal oxide, is used as

substrate and an aluminum shadow evaporation technique is used to fabricate the DC

SQUID with electrode thickness of 50 nm. The resonator and the pump line are formed

by a 50 nm thick layer of sputter-deposited niobium. Details about the fabrication as

well as about the device geometry are provided in Ref. 75 and in Ref. 79. A microscope

image 40 of the NEC JPA chip is shown in Fig. 3.8(a). Figure 3.8(b) shows the aluminum

SQUID of size 4.2 × 2.4 µm2. Figure 3.8(c) shows the coupling capacitance, which is

designed to yield an external quality factor Qe = 200 in this case. The second set of

JPAs has been manufactured at VTT Technical Research Center of Finland Ltd. This

JPA geometry generally coincides with the NEC design, with the difference that a 525 µm
thick silicon wafer has been used. In addition, the SQUIDs for this type of JPA are

fabricated from Niobium. A photograph of the chip is provided in Fig. 3.8(d). Throughout

this work, we employ double-SQUID JPAs and single-SQUID JPAs. A photograph of

the double-SQUID loops is shown in Fig. 3.8(d) and the single SQUID is depicted in

Fig. 3.8(e). The respective loop area is 3.9× 3.9 µm2.41 Our sample boxes are milled from

OFHC-Cu and gold-plated. A photograph of a fully prepared sample box is shown in

Fig. 3.9(a). The JPA chip is glued into the roughened center of the box using GE varnish

glue. The RF connections to pump and signal line are then established by K-connectors.42

The interface between the sample and the RF connector is formed by gold-plated alumina

printed circuit boards (PCBs),43 which host a 50 Ω matched CPW. Signal and pump lines

are connected to the inner connector of the CPW using aluminum bonds. Additional

dense aluminum bonds are added for grounding the chip and the PCB to the sample

box. The body of the K-connector and the PCB are connected via a glass bead, which is

soldered into the OFHC-Cu housing by heating up the box using a hot plate.44 The glass

bead is then soldered to the inner CPW connector. To reduce the risk of creating ground

shorts, it is beneficial to use a flux-free solder for this purpose.45 Alternatively, the DC

40We use a Keyence VHX-7000 microscope for this purpose.
41We show the photos of the chips with friendly permission from VTT.
42We use K102F-R connectors from Anritsu for this purpose.
43The PCBs have been fabricated at Rohde&Schwarz GmbH.
44We use K-100 glass beads from Anritsu for this purpose.
45A suitable solder is L-PbSn40(Sb)/zh solder from Felder GmbH.

https://www.keyence.de/
https://www.anritsu.com/en-gb/
https://www.rohde-schwarz.com/de/startseite_48230.html
https://www.anritsu.com/en-gb/
https://www.felder.de/
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Figure 3.8: (a) Microscope image of an NEC JPA sample. The pump line is located on the right side

and the DC SQUID is indicated by the red rectangle. The DC SQUID is shown in (b) in

higher resolution. The orange rectangle indicates the coupling capacitance between the λ/4
resonator and the signal port (left). An enlarged picture of this capacitor is shown in (c).

Panel (d) shows a microscope image of a VTT chip. The geometry coincides with the NEC

design and we clearly observe the periodic flux trapping structures. High resolution pictures

of the single-SQUID and double-SQUID loops are provided in panels (e) and (f), respectively.

connection can be established by clamping a small piece of indium between glass bead and

inner CPW connector, followed by local heating. The resulting soldering contact to the

PCB is purely mechanical due to the gold-plating. In future experiments, a more stable

contact can be established by employing solders with gold content or by using gold bonds

between PCB and glass bead. On the connector side, we ground the PCB to the sample

box using silver glue which improves the impedance matching to 50±3 Ω. The dimensions

of the recess holding the chip are originally designed for the NEC JPAs. For the VTT

JPAs, we adjust the lateral dimensions. These adaptations are necessary since the VTT

wafers are broken along the (110)-direction on one long edge, leading to tilt angles of

45◦ which thereby increases the effective chip area. Consequently, we cut the VTT chips

to a suitable dimension.46 For flux tuning, we employ custom-made superconducting

coils which consist of a gold-plated OFHU-Cu body and single-filament NbTi-wire 47 with

46We use a DAD3221 dicing saw from Disco Corporation for this purpose.
47We use C510/NbTi wire from Supercon Inc. for this purpose.

https://www.disco.co.jp/
https://www.supercon-wire.com/
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Figure 3.9: (a) Photograph of a prepared sample box. The bonded JPA chip is located in the center.

Signal (pump) line are connected via a gold-plated alumina PCB, as depicted on the left

(right) side. Top and bottom part of the PCB are connected by vias. The PCB is grounded

to the sample box with aluminum bonds and silver glue. (b) Photograph of the closed

sample box with connected signal and pump lines. A superconducting coil for DC flux bias is

mounted on top of the box. A RuO2 temperature sensor and a 100 Ω heater are installed to

enable temperature stabilization. The sample box is thermalized with two silver wires and

fixed inside an aluminum box for magnetic shielding.

approximately 3800 windings, which are fixated and thermalized with GE varnish glue.

The coil is fixed onto the top of the sample box as shown in Fig. 3.9(b). We attach two

annealed flattened silver wires for thermalization at the top and bottom of the sample box.

For temperature stabilization, we add a 100 Ω heater and a RuO2 sensor to opposite sides

of the sample box. We connect the pump line with a flexible RF cable 48 and the signal

line with a superconducting coaxial NbTi cable. Each pump line contains an additional

DC block at room temperature. For magnetic shielding, we place the sample box inside

a cylindrical aluminum box. Since we measure the JPA in reflection, we use an input

circulator to separate input and output modes. As the circulator employs an internal

ferromagnet to break time-reversal symmetry [307], it is crucial to space it reasonably far

away from the JPA. In addition, the circulator should be installed such that its permanent

magnetic field is oriented in parallel to the JPA ground plane. For additional protection

from external magnetic fields, the cryogenic setup is surrounded by a cryoperm shield.

3.2.2 Fundamental characterization measurements

In this section, we discuss basic characterization measurements of our JPA samples.

Within these experiments, we measure flux tuning, nondegenerate and degenerate gains,

compression, and squeezing. These fundamental measurements are necessary before

realization of any advanced quantum communication experiment with JPAs.

48We use Minibend cables from Huber+Suhner for this purpose.

https://www.hubersuhner.com/de
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Figure 3.10: (a) Flux tuning of an NEC JPA. The phase shift from −π to π demonstrates that the JPA

resonator is overcoupled. (b) Flux tuning of a VTT single-SQUID JPA. Compared to the

NEC JPAs, we observe that the flux characteristic is flatter around the DC flux Φdc ≃ 0,
implying a larger critical current Ic for VTT samples.

JPA flux characteristic Here, we investigate the DC flux tuning of the JPA resonance

frequency and measure the phase φ of the resonator transmission as a function of the

applied coil current Icoil using a VNA. We apply the DC flux with DC sources 49 via

custom made cables. They are connected to the setup with 2-pin LEMO connectors at

room temperature. To reduce the risk of magnetic flux trapping, it is beneficial to keep

the current sources connected during the cooldown and set them to 0 mA. As shown

in Fig. 3.10, both the NEC and VTT JPAs show the expected periodic flux tuning,

corresponding to Eq. (2.3). In addition, JPAs from both sets show the expected phase shift

for overcoupled resonators, according to Eq. (2.16). By comparing to Fig. 2.1, we find higher

critical currents for the VTT SQUIDs. The VTT double-SQUID JPAs show similar flux

characteristics (data not shown). Next, we fit Eq. (2.3) to the measured flux characteristic

of each JPA. A list of the fitted parameters, corresponding to one exemplary sample of each

JPA type, used within this work, can be found in Tab. 3.1. For all the fits, we have fixed

the resonator inductance Lr = 2 nH. The fit is performed iteratively. In the first step, we

fit the flux periodicity and offset Φoff . For the NEC JPAs, we find Φdc/Φ0 = 6.24Icoil/mA
and an offset flux Φoff = −0.023 Φ0. For the single (double)-SQUID VTT JPAs, we obtain

Φdc/Φ0 = 3.62Icoil/mA (Φdc/Φ0 = 3.56Icoil/mA) and Φoff = 0.016 Φ0 (Φoff = −0.014 Φ0).

In the next step, we fix all quantities at approximately expected values and only fit Ll.

Following that, we fit ωr and Ic. This iterative procedure is necessary since the problem

is numerically badly conditioned due to Ll ≪ Lr. Our procedure significantly lowers

the fit uncertainty [308]. Note that we give a conservative lower bound for Qi, since

49We use SourceMeter 240 current sources from Keithley for this purpose, controlled via a GPIB

interface.

https://www.lemo.com/de
https://www.tek.com/de/products/keithley
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Table 3.1: Table of characteristic JPA parameters for NEC, VTT single-SQUID and VTT double-SQUID

JPAs. Quantities Qe (Qi) denote the the external (internal) quality factors. Values for Qi

represent a conservative lower bound. In addition, we provide the bare resonator frequency ωr,

the critical current Ic, the effective loop inductance Ll and the Josephson coupling energy EJ.

Sample Qe Qi ωr/2π (GHz) Ic (µA) Ll (pH) EJ/h (THz)

NEC JPA 256-373 >5000 5.83± 0.01 2.31± 0.02 45.0± 0.2 1.15± 0.01
VTT 1 SQUID 157-215 >9800 6.00± 0.01 4.72± 0.03 44.1± 0.1 2.35± 0.02
VTT 2 SQUID 101-138 >10000 5.96± 0.01 9.01± 0.12 63± 2 4.48± 0.06

internal quality factor fitting can become inaccurate, e.g., due to Fano interference, for

overcoupled resonators [309]. We find that the critical current for double-SQUID JPAs

is approximately twice as high as for the single-SQUID samples. This relation has been

designed on purpose to match the Josephson inductance of both samples. For all JPAs,

we find a screening factor βL < 2/π [91]. However, since it has been shown in Ref. 105

that the flux characteristic can be hysteretic also in this regime, we use the convention

that we perform all flux sweeps with increasing current.

Nondegenerate and degenerate gain To measure gain and eventually squeezing, we

need to carefully choose a suitable DC flux working point. The flux sweet spot is

determined by the optimal trade-off between flux noise SΦ(ω) at low frequency and pump

noise at high frequency. The reason for that can be seen in Fig. 3.10. Flux variations

impact the resonance frequency proportionally to the slope ∂Φω0. Furthermore, this slope

also determines the coupling strength to the RF flux modulation drive [cf. Eq. (2.10)].

This implies that with increasing frequency, we need to pump the JPA stronger to achieve

a certain gain, which also, in turn, implies increasing influence of pump-induced noise.

Models for the dependence of SΦ(ω) on the SQUID geometry, are given in Ref. 137 and

Ref. 310, and a model for the pump-induced noise is provided in Sec. 4.1.1. From an

empirical point of view, we prefer to go to rather high frequencies, where an eventual

technical upper frequency limit is determined by the dynamic range of our pump RF

sources. This limit results from the fact that the pump power needs to be sufficiently

large to provide a reasonable parametric gain while we simultaneously compensate for the

cryostat attenuation in the pump line. In addition, the MC needs to provide sufficient

cooling power to sustain the dissipated pump power. An additional constraint for quantum

communication experiments with multiple JPAs is compatibility of the working point

with all other JPAs used in the setup. Since dependence of the parametric gain on the

DC flux can be very sensitive, we have increased the precision of the Keithley sources

by shunting them with a 100 Ω resistance in some of our measurements. Since all our

JPAs are overcoupled, κe ≫ κi, we expect them to show parametric gain as described

by Eq. (2.23) [90]. Figure 3.11(a) shows the spectral nondegenerate gain function G of

the NEC JPA, detected in a transmission experiment, for various pump powers. For this

https://www.tek.com/de/products/keithley
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Figure 3.11: (a) Experimentally measured nondegenerate gain for the NEC JPA as a function of detuning

∆ from resonance for three different pump powers Pp, referred to the JPA input. (b)

Experimentally determined degenerate (phase-sensitive) gain for the NEC JPA for 10

different pump powers. The phase-offset of the minimum with respect to zero is a result

from a relative phase delay between pump tone and signal.

measurement, we have chosen a resonance frequency ω0/2π = 5.45 GHz and a pump drive

at ωp = 2ω0. The quantity ∆ = ωs − ω0 corresponds to the relative detuning of the input

signal frequency ωs from ω0. Next, we measure the phase-sensitive degenerate gain Gd.

We fix the pump power and apply a weak coherent signal at frequency ωs = ωp/2 and

with input power in the single-photon regime. We sweep the coherent phase θ, which

we stabilize relatively to the pump phase. We determine Gd by comparing the coherent

output power detected with our microwave receiver setup to a reference measurement

during which the pump has been switched off. In Fig. 3.11(b), we plot the degenerate

gain for an NEC JPA at ωs/2π = 5.435 GHz for various pump powers. In this particular

parameter range, we measure a maximal Gd ≃ 27 dB at θ ≃ ±π and strong attenuation

of the signal at θ ≃ 0, in accordance with Eq. (2.27) in case we choose the reference phase

2θ − π/4. As discussed in Sec. 2.3, a high degenerate gain is of particular importance for

realizing an analog projective detection in quantum communication experiments.

1dB compression point For sufficiently large signal power Ps, the output power of a

realistic amplifier tends to saturate [311]. In a classical approximation, this compression

effect can be modelled by a gain which depends on the signal power.50 In case of our JPAs,

the dynamical range is determined by two effects: a pump depletion and higher-order

nonlinearities [108]. The 1 dB compression point is defined as the power Ps at which

the amplifier response starts saturating and is reduced with respect to the ideal linear

50We note that quantum-mechanical treatment of compression is tedious since modelling of a power-
dependent gain does not necessarily preserve the bosonic commutation relations. In Appendix F, we
provide a simplistic compression model for our JPAs.
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Figure 3.12: Normalized nondegenerate power gain as a function of applied power at the input port

of the VTT single-SQUID JPA (a) and the double-SQUID JPA (b). For sufficiently high

input powers, the amplifiers enter the compression regime which manifests as a decrease of

the effective gain with the input power. (c) Experimentally determined 1 dB compression

point corresponding to the measurements in (a) and (b) as a function of gain. We clearly

observe that the double-SQUID JPA has significantly better compression properties. Among

others, deviations from the expected 6 dB difference in compression between the JPAs can

be explained by different gain-dependent noise which effectively contributes to the input

power. Solid lines are a guide to the eye.

behavior by 1 dB. The investigation of the multi-SQUID JPAs is of particular interest for

our experiments since employing an N -SQUID array delocalizes the gauge-invariant phase

difference over multiple Josephson inductors [312] and lowers the impact of higher-order

nonlinearities by a factor 1/N . Indeed, by employing N SQUIDs, theory predicts an

improvement by a factor N2 under the assumption of equal critical current [119, 313].

Thus, we expect that for double-SQUID JPAs, the 1 dB compression point is increased by

6 dB compared to the single-SQUID samples. We measure compression using a VNA set

to a bandwidth of 10 Hz. We fix the JPA pump power at frequency ωp/2π = 11.1 GHz
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Figure 3.13: (a) Experimentally determined squeezing level S for the NEC JPA and a VTT single-SQUID

JPA as a function of pump power at the input of the JPA pump port. Panel (b) shows the

experimentally determined purity µ of the squeezed states as a function of pump power.

Statistical error bars are only shown when they exceed the data point size. Lines are a

guide to the eye.

while we simultaneously increase the power of the input signal. In Fig. 3.12, we plot the

amplifier response at 5.55 GHz for the case of the single- and double-SQUID JPAs. Here,

flat gain regions imply that the amplifier is linear. As a reference for the linear gain, we use

the average over the first 10 input powers, where compression can still be neglected. The

experimentally determined 1 dB compression point as a function of gain is is plotted in

Fig. 3.12(c). In the region of G ≲ 10 dB, we observe an improvement close to the predicted

6 dB limit. One possible explanation for the larger improvement at higher gains can be

different gain-dependence of the amplifier noise. Since this noise effectively contributes

to the input signal, it also affects the 1 dB compression. To substantiate this conjecture,

we compare the noise extracted in a separate squeezing measurement with the respective

gain G ≃ 20.2 dB (≃ 18.4 dB) for the single- (double)-SQUID JPAs. We find that the

amplified output state contains 5.61± 0.03 (3.47± 0.01) noise photons, implying that we

expect a mismatch of 2.1 dB in compression, in addition to the 6 dB. However, this noise

alone cannot explain the measured deviation of 17.5 dB for the 1 dB compression points

and additional effects need to be involved. The overall 1 dB compression power of the

VTT JPAs is similar to the values obtained for the NEC JPAs in Ref. 112. However, in

contrast to our measurement, compression has been measured in the degenerate regime

there. Increasing the dynamical range is of special relevance for our analog projection

measurements in order to allow for higher photon numbers in the detected signal and,

therefore, for larger input codebooks in quantum communication experiments. Thus, it is

beneficial to employ multi-SQUID JPAs for the analog feedforward generation (cf. Sec. 8.3).
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Squeezed state generation In the next step, we compare the NEC and single-SQUID

VTT JPAs with respect to their squeezing performance. Measuring squeezing is similar

to the degenerate gain measurement. The difference is that we do not apply any coherent

tone here, but, instead, phase-sensitively amplify the weak thermal state emitted by

the heatable attenuator at cryostat base temperature, which can be well approximated

by vacuum. Like for degenerate amplification, the pump phase is stabilized using the

phase-locked loop. The squeezing level S is then determined by the second order moments

detected with our microwave receiver [75]. We perform the measurement within a finite

bandwidth set by our digital FIR filter. Thus, more precisely speaking, we measure

two-mode squeezing between symmetrically distributed signal and idler modes around

resonance [112]. As a consequence, great care needs to be taken to obtain a symmetric gain

function in Fig. 3.11(a) to generate symmetric signal and idler sidebands. This symmetry is

necessary to optimize for balanced interference between signal and idler modes. Achieving

this signal-idler symmetry requires sensitive tuning of the JPA DC flux to precisely

meet the condition 2ω0 = ωp. In Fig. 3.13(a), we plot the experimentally determined S

for the NEC JPA and the single-SQUID VTT JPA as a function of the applied pump

power. In this measurement, we reach a maximal squeezing level of S = 6.35± 0.11 dB
(S = 7.42±0.47 dB) for the NEC (single-SQUID VTT) JPA. For the VTT JPA, we explore

a larger pump power range and observe that S strongly decreases beyond a pump power

Pp of −31 dB. At this value, there is an optimal trade-off between gain-dependent noise

and phase-sensitive attenuation. For Pp ≳ −31 dB, the deamplified variance broadens

significantly due to the added noise. The corresponding purity µ of the reconstructed

squeezed states is plotted in Fig. 3.13(b). The monotonic decrease of µ is a result from

pump-induced noise and gain-dependent environmental noise [85]. The latter is coupled

into the JPA due to the finite internal quality factor of the resonator [90]. Another reason

for decreasing purity is the effect of higher-order nonlinearities [107].

3.2.3 Gaussianity and physicality checks

Our experiments rely on the assumption that the reconstructed quantum states are

Gaussian and can thus be completely described by signal moments up to second order.

Simultaneously, we need to ensure that the states are physical, i.e., they need to fulfill the

bosonic commutation relations. In the following, we discuss how we verify Gaussianity as

well as physicality in our experiments.

Gaussianity As a measure for Gaussianity, we use the absolute value of the cumulants,

associated with the phase space quasiprobability distribution [77, 314],

κmn =

∣∣∣∣∣∣ ∂
n

∂xn

∂m

∂ym
ln
∑
k,l

⟨(â†)kâl⟩
k!l! xkyl

∣∣∣
x=y=0

∣∣∣∣∣∣. (3.6)
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To demonstrate Gaussianity, it is necessary to show that κmn → 0 for m + n = 3
(skewness) and sufficient to verify that κmn → 0 for m+ n = 4 (sharpness) [315]. Since

measuring zero is not possible in practice, we treat our state as Gaussian if third and

fourth order cumulants are significantly smaller than cumulants of first and second order.

Although we compare absolute values of cumulants thoughout this work, a potentially

suitable normalization is given by ⟨â†â⟩(m+n)/2. The cumulants allow to qualitatively verify

Gaussianity, but do not allow for estimating the impact of the Gaussian approximation

on relevant quantities such as purity. A general theory for arbitrary microwave states in

terms of bosonic field moments is provided in Ref. 316. As an example, purity can be

expressed as

µ =
∑

n,m,k,l

(−1)m+k(n+ k)!
n!m!k!l! δn+k,m+l⟨(â†)nâm⟩⟨(â†)kâl⟩. (3.7)

Since Eq. (3.7) requires knowledge of an infinite number of moments while we reconstruct

moments up to the fourth order, we can only estimate the impact of non-Gaussianity

using a perturbative approach. One possibility is to define µ(N) as the sum Eq. (3.7) of all

terms which contain moments up to the N th order. For a thermal state, we obtain

µ(4) = 1− 2⟨â†â⟩ − 3⟨(â†)2â2⟩⟨â†â⟩+ 3
2⟨(â

†)2â2⟩2 + ⟨(â†)2â2⟩. (3.8)

We can now insert experimental results into this equation and compare the resulting µ(4)

to the value µ
(4)
th of an ideal thermal state solely determined by the measured photon

number ⟨â†â⟩ according to Eq. (2.102). As an example, we use reference-state tomography

to reconstruct a thermal state at one of our heatable attenuators with a temperature

600 mK at 5.435 GHz. Since amplitude modulation is not possible in such a measurement,

the reference state has been recorded separately. We measure the moments ⟨â†â⟩ =
1.803± 0.001 and ⟨(â†)2â2⟩ = 6.487± 0.059. The reconstructed photon number coincides

well with the expected value nth = 1.835 obtained from the Planck distribution. We then

obtain a relative deviation ϵ ≡ |(µ(4)
th − µ(4))/µ(4)

th | ≃ 0.69 %. In an alternative ansatz, we

assume that effects from non-Gaussianity are small and can be described by a perturbation

parameter λ ≃ 1 which modifies thermal statistics according to

⟨(â†)nâm⟩ = n!λn−1δn,m⟨â†â⟩n. (3.9)

The parameter λ can be related to the reconstructed g(2)-function via λ = g(2)(0)/2. We

find

µ =
∑
n,k

(−1)n+k(n+ k)!
n!k! λn+k−2⟨â†â⟩n+k = 1

λ2
1

1 + 2λ⟨â†â⟩
. (3.10)

We can compare this purity with the purity µth under the assumption of an ideal thermal

state with moments satisfying Eq. (3.9) and ⟨â†â⟩ corresponding to the measured photon

number. For our exemplary measurement, we find λ = 0.9978 and ϵ ≡ |(µth − µ)/µth| =
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0.60 % in good agreement with the above result. We conclude that, in this specific example,

the error from the Gaussian approximation is less than 1 %. Finally, we note that the

general treatment of quantum microwave states in terms of moments is tedious since the

series of the form of Eq. (3.7) converges only conditionally. Hence, the result depends

on the order of the terms, according to the Riemann rearrangement theorem [142]. In

practice, we treat our states as Gaussian in case we measure κmn ≪ κlj for m + n ≥ 3
and l + j ≤ 2. In addition, we take particular care that the statistical error bars of κmn

cross zero. However, the cumulant method does not provide any quantitative measure of

non-Gaussianity.

Physicality checks and maximum-likelihood estimation Resulting from the low SNR,

it can happen that the reconstructed covariance matrix is not physical. An ℓ-mode

Gaussian state, described with a covariance matrix V , is only physically valid if the

positive definiteness condition Eq. (2.93) is fulfilled. In particular, we can demand

det V ≥ 1
16ℓ

, 2ℓ = dim V , (3.11)

which corresponds to the conventional Heisenberg uncertainty relation in case of single

mode states. Equation (2.93) can be rewritten in terms of inequalities between recon-

structed moments [317]. Our reconstruction routine includes a step which sorts out the

unphysical states. However, the effect of “unphysicality” is often a result of insufficient

averaging. Thus, these states can still be taken into account to decrease the overall mea-

surement uncertainty in large enough ensembles. A more detailed study about the impact

of our physicality checks is provided in Ref. 112. In case the measurement is so noisy that

a significant part of the reconstructed covariance matrices V becomes unphysical, it is ben-

eficial to find the optimal approximation of the reconstructed quasiprobability distribution

by a physically valid distribution. In the simplest approach of such a maximum-likelihood

estimation [318], we parametrize a general real and symmetric covariance matrix V ′ by a

parameter set {ti} and determine

min∥V − V ′∥F, det V ′ ≥ 1
16ℓ

, (3.12)

where ∥ · ∥F denotes the Frobenius norm. For pure states, we minimize the likelihood-

functional

L(V ′, λ) = ∥V − V ′∥2
F + λ

(
det V ′ − 1

16ℓ

)
, (3.13)

where λ is introduced as a Lagrangian multiplier. A suitable way to solve this problem

in Matlab is the fminsearch function, which makes use of the Nelder-Mead algorithm

[319]. Since this optimization problem does not have to be convex in general, we need

to construct a proper initialization matrix V 0 in order to avoid convergence to a local
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minimum. This can be realized by rescaling the measured covariance matrix V to

V 0 = 1
4 2ℓ
√

det V
V . (3.14)

3.3 Two-dimensional Planck spectroscopy

In Sec. 3.1.4, we have discussed our photon number calibration measurement, relying on

Planck spectroscopy. However, our state reconstruction requires knowledge of the losses

between the photon source and the reconstruction point. In practice, we carefully estimate

these losses from the corresponding data sheet values and from our TDR characterization

at room temperature. However, this procedure does not take into account that these losses

could be different at millikelvin temperatures. An accurate prediction of the temperature

dependence of the losses is generally difficult. One possible way to solve this problem is a

two-dimensional Planck spectroscopy, where we use losses ε between the calibrated photon

source and the HEMT amplifier as a third fitting parameter. This can be done by variation

of the mixing chamber temperature Tmc in addition to the attenuator temperature sweep

Ta. The detected power at the ADC is then given by

P (Ta, Tmc) = ⟨I
2⟩+ ⟨Q2⟩
Z0

= κ

Z0

[1− ε
2 coth

(
ℏωs

2kBTa

)
+ ε

2 coth
(
ℏωs

2kBTmc

)
+ nH

]
. (3.15)

In Fig. 3.14(a), we plot Eq. (3.15) for ωs/2π = 5.5 GHz, nH = 7, ε = 1 dB and the arbitrary

choice κ/Z0 = 50 Ω−1. We clearly observe that the offset of each Planck curve depends on

Tmc.

In the next step, we experimentally perform the two-dimensional Planck spectroscopy

in the Bob cryostat. We record a respective Planck curve at ωs/2π = 5.5 GHz for PID-

stabilized values up to Tmc = 350 mK. The result of this measurement is shown in

Fig. 3.14(b). The number of recorded points decreases since, in Eq. (3.15), we treat Ta and

Tmc as independent control quantities. Thus, we measure the mutual temperature response

of Ta and Tmc in a separate calibration measurement and only use data points where

this independence is valid. The Planck curves are simultaneously fitted in a weighted

least-square fit routine, according to Eq. (3.15). The weights for each Planck curve are

chosen proportionally to the amount of data points. From the fit, we obtain ε = 2.79 dB
and nH = 6.83. The HEMT amplifier noise fits well with the specified data sheet value

of nH = 6.2 photons. We compare the result to a 1D PNCF measurement, where we

estimate ε = 2.1 dB and measure nH = 9.59. We observe that the HEMT amplifier noise

significantly deviates from the data sheet value in this case. This results from the fact

that any 4-port device in front of the first amplifier increases the effective noise by the

inverse transmissivity. This reasoning also holds for losses since they are described with a

beam splitter model. Thus, the determination of the amplifier noise crucially depends
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Figure 3.14: (a) Theoretical expectation of 2D Planck spectroscopy at ωs/2π = 5.5 GHz under the

approximation of infinitely weak thermal coupling between MC and heatable attenuator.

For the calculation, we assume the HEMT amplifier noise nH = 7, losses ε = 1 dB between

attenuator and HEMT amplifier, and an arbitrary PNCF κ/Z0 = 50 Ω−1. (b) Experimental

2D Planck spectroscopy. The offset of each Planck curve depends on the stabilized mixing

chamber temperature Tmc. The number of data points decreases with increasing Tmc since

we only consider data points where the decoupling assumption is valid.

on a correct loss estimation.51 Consequently, the 2D Planck spectroscopy can be used

to accurately and self-consistently determine the noise temperature of amplifiers. We

expect the Planck curves to be equidistantly spaced by ∆P ≃ κεkB∆T/(Z0ℏωs), which is

observed in experiment for Tmc ≲ 250 mK. At higher temperature, the offset increases,

which might be a result from emerging temperature dependence of ε and from the fact

that the effective bath temperature, which couples via the losses, differs from Tmc. The

deviation of 0.69 dB between measured and estimated ε results from the fact that, in this

specific experiment, we have installed a Josephson travelling wave parametric amplifier

(JTWPA) between heatable attenuator and HEMT amplifier, which has not been taken

into account in the loss estimation [304, 305]. The JTWPA has been provided by VTT

and is based on three-wave mixing, induced by a pumped Josephson metamaterial formed

by an array of superconducting nonlinear asymmetric inductive elements (SNAILs).52

To benchmark whether we can accurately fit the losses, we exploit the flux tuning of

the SNAIL to vary ε. The orange line in Fig. 3.15(a) shows the JTWPA transmission

at 5.5 GHz as a function of the DC flux, which is proportional to the current applied

to the inductance on top of the JTWPA. The transmission is recorded relative to zero

51This is also the reason why the effectively determined noise temperature of the HEMT amplifiers is
setup-dependent. A long term study in which we investigate this phenomenon for the years 2014−2020
can be found in Ref. 282.

52We do not discuss the theory of SNAILs and the JTWPA in this work since we have not employed
the TWPA in any of our quantum communication experiments. More information about SNAILs is
provided in Ref. 305.
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Figure 3.15: (a) Flux tuning of the transmission of a JTWPA. The solid orange line corresponds to

a VNA measurement. Transmission is measured relative to zero coil current. The red

dots correspond to separate 2D PNCF measurements and have been determined from

the fitted losses. A good agreement with the VNA transmission demonstrates that 2D

Planck spectroscopy can be used for sensitive loss measurements. (b) Quantum efficiency

of the JTWPA determined with 2D Planck spectroscopy, where we exploit that the noise

measurement does not depend on any loss estimation. The inset shows the measurement

scheme consisting of the heatable attenuator, the JTWPA, and the HEMT amplifier. Dashed

lines are a guide to the eye.

current. Next, we perform our 2D Planck spectroscopy for five distinct flux points.

We then determine the relative transmission from the fitted losses ε = 2.79 dB at zero

current. The results are depicted by the red circles and are in good agreement with the

VNA measurement, proving that our method can be employed for self-calibrated loss

measurement. Next, we couple a pump tone at 12 GHz to the JTWPA 53 and employ the

2D Planck spectroscopy to measure its nondegenerate quantum efficiency η as a function

of gain G. The result of this measurement is shown in Fig. 3.15(b). The effect of the

HEMT amplifier is removed by using the Friis equation. We observe a significant decrease

of η as a function of gain. This effect is potentially related to the fact that the JTWPA is

a broadband device which enters compression already at comparably low gain in case of

broadband input signals. A technically relevant aspect of employing multiple amplifiers is

the fact that, in case we modulate the gain of the amplifiers in a pulsed measurement,

we can independently determine the losses ε1 before the first amplifier, as well as total

losses ε1 + ε2. In case the amplifier gain becomes sufficiently large, only losses before the

first amplification stage are relevant. Thus, the 2D Planck spectroscopy enables us to

sensitively measure the loss of an RF component by installing it between two high-gain

amplifiers. Apart from providing an accurate photon number calibration method, the

53We use a Miteq CPL-4-8GHz coupler with −20 dBm coupling for this purpose. Although this device is
only specified up to 8 GHz, it still works at our pump frequency of 12 GHz with reduced coupling of
−33 dBm.

https://nardamiteq.com/
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2D Planck spectroscopy enables the possibility of studying temperature-dependent losses,

e.g., in Kondo physics [320]. A more detailed analysis of the 2D Planck spectroscopy can

be found in Ref. 282. Throughout the rest of this work, the term “Planck spectroscopy”

always refers to the 1D method, described in Sec. 3.1.4, if not explicitly specified further.





Chapter 4

Quantum efficiency of Josephson

parametric amplifiers

Various experiments have demonstrated that a JPA can be operated as a quantum-

limited phase-preserving amplifier [79–81], as well as a phase-sensitive amplifier with

quantum efficiency exceeding the SQL [75, 321]. Furthermore, in Sec. 2.1.4, we have

predicted that quantum efficiency of a nondegenerate parametric amplification process

can exceed the standard quantum limit if the signal spectrum is sufficiently broad. In

this chapter, we experimentally validate this prediction by directly comparing quantum

efficiencies corresponding to the amplification of broadband thermal states and narrowband

coherent states. These measurements are performed with two distinct JPAs, to check for

reproducibility of our results. The results of this chapter have been published in Ref. 85.

Parts of the figures as well as from the text have been adopted from this publication.

The results of this section are of special relevance for protocols which require efficient

state reconstruction, such as quantum illumination [322, 323], quantum communication,

dispersive qubit readout [109], dark matter axion detection [324], or sensing of the cosmic

microwave background [325].

4.1 Experimental broadband and narrowband quantum

efficiency

Experimental setup Our experimental setup is schematically depicted in Fig. 4.1. Our

amplification chain consists of a flux-driven JPA,1 serially connected to a cryogenic high-

electron-mobility transistor (HEMT) amplifier with a gain of GH = 41 dB. The JPA is

operated in the nondegenerate regime. This is realized by detuning the signal frequency

ωs by ∆/2π = 300 kHz from the resonance frequency ω0 = ωp/2. A circulator at the

JPA input separates the resonator input and output fields.2 The statistical moments

of the output signal are detected within the single-side bandwidth B/2π = 200 kHz
1We use NEC JPAs in this experiment.
2We use Quinstar CTH1184-KS18 circulators for this purpose.

109

https://quinstar.com/
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Figure 4.1: (a) Experimental scheme for nondegenerate narrowband and broadband amplification. The

amplification chain consists of a JPA and a cryogenic HEMT amplifier. Coherent states can be

applied via a microwave source at room temperature and a heatable 30 dB attenuator enables

the generation of broadband thermal states. The red dot indicates the signal reconstruction

point. (b) Phase space representation of narrowband amplification. Colored circles depict

the respective variance of the input signal (orange), output signal (blue) and input idler

(green). (c) phase space representation of broadband amplification. The idler no longer acts

as a noise port and effectively contributes to the signal, leading to a total broadband gain

Gb = 2Gs − 1.

using the reference-state reconstruction method at the reconstruction point [83, 289].

The experiment is performed for two JPA devices, labelled JPA1 and JPA2, which are

operated at different DC flux spots to check for reproducibility of our results. For JPA1

(JPA2), we reconstruct the signal at ωs/2π = 5.500 GHz (5.435 GHz). A continuous

coherent tone can be applied via a microwave input line and a heatable 30 dB attenuator

allows for the generation of thermal states as broadband input signals. Thus, we can

directly compare narrowband amplification, depicted in Fig. 4.1(b) and the broadband

regime, shown in Fig. 4.1(c) via the same input and output line without the need of any

modifications in the setup.

Measurement of broadband and narrowband quantum efficiency To extract the

noise added by the amplification chain for broadband input signals, we vary the JPA gain

and perform Planck spectroscopy, as described in Sec. 3.1.4.3 The total power P (Ta) is

determined by the sum ⟨I2⟩ + ⟨Q2⟩ of the second order moments and follows a Planck

curve

P (Ta) = ⟨I
2⟩+ ⟨Q2⟩
Z0

= κGb

Z0

[1
2 coth

(
ℏωs

2kBTa

)
+ nf,b

]
, (4.1)

3We use a Lakeshore370 resistance bridge for this purpose.

https://www.lakeshore.com/products/categories/overview/discontinued-products/discontinued-products/model-370-ac-resistance-bridge-
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where nf,b corresponds to the total noise added by the overall amplification chain referred

to the input, Z0 = 50 Ω is the impedance, and κ is the PNCF (cf. Sec. 3.1.4) at the

reconstruction point. The gain dependence of nf,b is extracted by measuring Planck curves

for broadband gains ranging between 5 dB and 25 dB. To obtain a calibration reference

for the broadband amplification gain Gb as a function of pump power, we directly probe

the pump power dependence of the narrowband signal gain Gs at the signal reconstruction

frequency using a VNA. We expect Gb ≃ Gs + 3 dB, according to Eq. (2.34). The Planck

spectroscopy is performed in a two-pulse scheme, where the JPA pump is only switched on

during the second pulse and the first pulse acts as a reference. Thus, the actual broadband

gain can be directly extracted by determining the slope ratio of the linear sections of

the Planck curves for the second and first pulses. The detected output photon numbers,

nb = P (Ta)/κ, corresponding to these measurements, are shown as a function of the

attenuator temperature in Fig. 4.2(a) for JPA2. To determine the quantum efficiency

for narrowband amplification, the JPA pump is initially switched off and the resonance

frequency is tuned out of the measurement bandwidth using a DC flux bias such that

the JPA does not impact the calibration procedure. In the next step, we perform Planck

spectroscopy to obtain the PNCF at the signal reconstruction point. We then sweep the

power Pcoh of a coherent input signal in a two-pulse measurement to determine the photon

number nin at the JPA input using reference-state reconstruction. The result is linearly

fitted according to

nin(Pcoh) = c1Pcoh + c2, (4.2)

where c1 and c2 are treated as fit parameters. Next, we measure the additive noise photon

number. We tune the JPA into resonance and sweep the coherent input power in a

two-pulse scheme, where the JPA pump is switched on during the second pulse. The

output photon number n0 (nn), corresponding to the first (second) pulse, is then linearly

fitted according to

n0 = c3nin + c4, nn = c5nin + c6, (4.3)

where c3, c4, c5 and c6 are fit constants. This procedure enables us to extract the

narrowband gain Gs = c5/c3 and the total number of added noise photons nf,n = c6/Gs,

referred to the JPA input. The experiment is repeated for signal gains ranging from 3 dB
to 24 dB. The measurement results as well as the linear fits are shown for JPA2 as a

logarithmic plot. For the fits, only data points following the expected linear amplifier

response are considered to ensure that the determined noise corresponds to the linear

regime. We find that for both narrowband and broadband amplification, this is the

case for a large range of input parameters, although compression is already visible for

gains G ≳ 15 dB. As shown in Fig. 4.2(a), this effect can be especially observed in

the broadband regime. To quantify compression in this case, we determine the ratio

R(Ta) = nb,det(Ta)/nb,fit(Ta) of the detected output photon number nb,det(Ta) and the

expected photon number nb,fit(Ta) from the fit. This allows us to define the compression
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Figure 4.2: (a) Planck spectroscopy for various broadband gains Gb for JPA2. The output photon number

nb at the reconstruction point is indicated by the dots. Each line corresponds to a fitted

Planck curve. (b) Output photon number nn for narrowband amplification for JPA2 (dots).

Input is a coherent state with photon number nin. Each curve corresponds to a separate signal

gain Gs and the lines corresponds to linear fits. (c) Compression 10 log10 [nb,det(Ta)/nb,fit(Ta)]
as a function of broadband gain Gb for thermal input signals, corresponding to 400 mK,

500 mK, and 600 mK, respectively. Solid lines are a guide to the eye.

as 10 log10 R(Ta). Compression is plotted in Fig. 4.2(c) as a function of Gb and we observe

that the 1 dB compression point is reached at Gb ≃ 22 dB for Ta = 600 mK, which

corresponds to 2.3 thermal input photons. In addition, we find from Fig. 4.2(b) that, for

2.3 coherent input photons, no relevant compression can be observed in the narrowband

case, implying that the narrowband and broadband regimes obey different compression

constraints. The fact that the JPA enters compression at an earlier stage in the broadband

scenario is consistent with the fact that the idler port acts as an additional port for the

input signal which enhances the effective input power.

Figure 4.3(a) shows the experimentally determined quantum efficiencies for JPA1 for
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Figure 4.3: Experimentally determined quantum efficiency for broadband (cyan dots) and narrowband

(purple dots) amplification. Panel (a) shows the data for JPA1 and panel (b) that for

JPA2. The red dashed line shows the SQL in the high gain limit. Solid lines are fits to the

corresponding data using Eq. (4.5) for the broadband case and Eq. (4.6) for the narrowband

case. Black dashed lines are guide to the eye.

amplification of broadband thermal states (cyan dots) and for narrowband coherent state

amplification (purple dots). The respective results for JPA2 are depicted in Fig. 4.3(b).

For both JPAs, we find a gain region where we significantly exceed the SQL, indicated by

the red dashed line, in the case of broadband amplification. We find a maximal quantum

efficiency of 0.69± 0.02 for JPA2, where the error has been determined from the fit error

by Gaussian error propagation. This value is comparable to quantum efficiencies obtained

with degenerate phase-sensitive JPAs. The deviation from the theoretically achievable

value η = 1 can be explained by an interplay between constant HEMT amplifier noise nH

and gain-dependent JPA noise nJ(Gx), where x ∈ {s, b}. The Friis equation implies

nf,x(Gx) = nJ(Gx) + nH

Gx

, η(Gx) = Gx

Gx + 2GxnJ(Gx) + 2nH
. (4.4)

Thus, the effect of the nH = 11.3 HEMT amplifier photons dominates at low gain but

eventually decreases with 1/Gx. On the other hand, as already indicated in Sec. 2.1.5,

nJ(Gx) follows an empirical power law. Thus, the broadband quantum efficiency is fitted

using

ηb(Gb) = Gb

Gb + 2Gbχ1,b(Gb − 1)χ2,b + 2nH
, (4.5)

where χ1,b and χ2,b are treated as fit parameters. To fit the narrowband quantum efficiency,

we additionally take the SQL into account and describe the noise by

nJ,n(Gs) = χ1,n(Gs − 1)χ2,n︸                  ︷︷                  ︸
technical noise

+ 1
2

(
1− 1

Gs

)
︸             ︷︷             ︸

SQL

. (4.6)
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Figure 4.4: (a) Direct comparison between the experimentally determined broadband gain Gb and Gs

for fixed pump power. The theoretical prediction Gb = 2Gs − 1 is accurately reproduced for

most data points. (b) Narrowband signal gain Gs as a function of pump power Pp referred

to the pump source at room temperature. The orange line corresponds to an exponential fit.

implying that we employ

ηn(Gs) = Gs

2Gs − 1 + 2Gsχ1,n(Gs − 1)χ2,n + 2nH
(4.7)

for the fit and use χ1,n and χ2,n as fit parameters. The respective fits are shown in

Fig. 4.3(a) and Fig. 4.3(b). The corresponding fit parameters are listed in Tab. 4.1. The

maximal value of quantum efficiency is determined by the optimal trade-off between

constant HEMT amplifier noise and gain-dependent JPA noise. In a simple calculation,

we can linearize the JPA gain, nJ(G) ≃ n′
JG and find the optimal gain Gopt =

√
nH/n′

J.

The linear treatment in Ref. 66 provides n′
J = 0.0059, implying Gopt = 16.4 dB in our

case, which coincides well with the experimentally determined maxima in Fig. 4.3 and

indicates that our JPAs behave in a comparably universal way. This result is useful in

case we employ our system for applications which require high quantum efficiency such as

qubit readout. In Fig. 4.4(a), we directly compare the experimentally determined Gb with

Gs at fixed pump power and observe a good agreement with the theoretical prediction

Gb = 2Gs−1, indicated by the green solid line. This observation serves as an experimental

verification that the input idler modes indeed effectively contribute to the signal.

Table 4.1: Fit parameters corresponding to the measured broadband and narrowband quantum efficiencies

of JPA1 and JPA2.

Fit parameter χ1,b χ2,b χ1,n χ2,n
JPA1 6.03 · 10−6 2.54 0.46 0.130
JPA2 8.48 · 10−5 1.52 0.53 0.059
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In the next step, we perform a Gedankenexperiment, where we amplify a broadband

signal with a constant photon number ns in the signal sideband. Now, we continuously

reduce the photon number ni of the idler input. At ni = 0, we then expect to recover the

SQL. However, our theory simultaneously predicts absence of the SQL for any infinitesimal

ni > 0, which is seemingly a contradiction. To solve this paradox, we have to distinguish

between the “ideal” experimentalist, who has a detector at signal and idler frequency,

and the “practical” experimentalist, as in our experiment, who only measures the signal

sideband. For simplicity, we assume that the broadband signal consists of one signal mode

and one idler mode. The theory in Sec. 2.1.4 is based on the assumption of the “ideal”

experimentalist who detects two modes and can uniquely reconstruct input signal and

input idler using a two-mode reference-state reconstruction. This works for arbitrary

ni > 0 (assuming perfect detection efficiency and sufficiently large gain). If ni = 0, the
“ideal” experimentalist would realize that the system of two equations for state tomography

becomes redundant and reduces to a single equation, implying that one of the detectors

effectively only measures noise. On the other hand, the “practical” experimentalist always

only detects one mode and, thus, can never reconstruct ns and ni uniquely. However,

when the “practical” experimentalist performs a power sweep, the ratio ν ≡ ni/ns remains

constant and, effectively, a gain Geff and noise neff given by

Geff = Gs + ν(Gs − 1), neff = 1
2

(2Gs − 1
Geff

− 1
)

(4.8)

will be measured. For ns = ni, the above equations reproduce our measurement results for

broadband signals, and if we decrease ni to zero, neff monotonically approaches the SQL.

The fact that the nondegenerate broadband and narrowband amplification regimes

behave fundamentally different is of particular technical relevance for scenarios where

Planck spectroscopy is used to calibrate the quantum efficiency of a detection setup. In

addition, efficient broadband nondegenerate amplification can be exploited for parity

detection of two superconducting qubits. In this case, the readout resonators of both

qubits can be operated at the signal and idler frequencies of the JPA, respectively. The

readout can be realized via a multiplexed broadband signal. Such a scheme can be

especially relevant in the scope of stabilizer codes for quantum error correction [326, 327],

where parity can be used as an error detection and correction syndrome [328]. In addition,

broadband thermal states can be used for QKD [329]. Broadband signals can also be

directly employed for the dispersive qubit readout. It can be shown using the Lindblad

master equation that the equilibrium photon number inside a readout resonator can be

well controlled by a thermal environment [297, 330]. Thus, from a fundamental point

of view, the power spectral density of ambient thermal noise can be directly used as an

indicator of the qubit state [331]. Such a scheme can potentially reduce a number of

microwave readout lines needed for the operation of superconducting quantum processors.

As already discussed, the pump power dependence of Gs can be approximately described
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by an exponential function in the limit of high gain, in accordance to Eq. (2.26). The result

of such a calibration measurement and the corresponding exponential fit are shown in

Fig. 4.4(b). This result is of particular interest for the next section, where pump-induced

noise is considered as an origin of the gain-dependent JPA noise.

4.1.1 Gain-dependence of pump-induced noise

Here, we develop a phenomenological theory on how the pump-induced noise can lead to

the observed power-law dependence of the gain-dependent JPA noise. To this end, we

describe the coherent pump signal Â(t) in a frame rotating with the pump frequency ωp

as

Â(t) = (α0 + f̂p(t))eiωpt, (4.9)

where α0 corresponds to the the amplitude of the pump field which is assumed to be real

and f̂p(t) denotes the bosonic operator for the superposed fluctuations. Without loss of

generality, we set the pump phase to zero, implying that α0 is a real number. For the

pump photon number operator n̂p(t) in the signal, we obtain

n̂p(t) = Â†(t)Â(t) = |α0|2 + α0(f̂p(t) + f̂ †
p(t)) + f̂ †

p(t)f̂p(t). (4.10)

Thus, the noise contribution n̂f,p in the pump line is given by α0(f̂p(t)+ f̂ †
p(t))+ f̂ †

p(t)f̂p(t).
The first term corresponds to the beating between the coherent pump tone and the noise

mode and the second term provides the noise photon number associated with the mode

f̂p(t). To find the corresponding noise spectral density, we calculate the autocorrelation

function

⟨n̂f,p(t)n̂f,p(t− τ)⟩ = α2
0⟨(f̂p(t) + f̂ †

p(t))(f̂p(t− τ) + f̂ †
p(t− τ))⟩

+ α0⟨f̂p(t)f̂ †
p(t− τ)f̂p(t− τ)⟩+ α0⟨f̂ †

p(t)f̂ †
p(t− τ)f̂p(t− τ)⟩

+ α0⟨f̂ †
p(t)f̂p(t)f̂p(t− τ)⟩+ α0⟨f̂ †

p(t)f̂p(t)f̂ †
p(t− τ)⟩

+ ⟨f̂ †
p(t)f̂p(t)f̂ †

p(t− τ)f̂p(t− τ)⟩. (4.11)

Next, we assume that the noise power spectrum is white, which implies

⟨n̂f,p(t)n̂f,p(t− τ)⟩ =α2
0⟨(f̂p(t) + f̂ †

p(t))2⟩︸                        ︷︷                        ︸
(I)

δ(τ) + α0⟨f̂ †2
p (t)f̂p(t)⟩︸                 ︷︷                 ︸

(II)

δ(τ)

+ α0⟨f̂ †
p(t)f̂ 2

p(t)⟩︸                ︷︷                ︸
(III)

δ(τ) + α0⟨f̂ †
p(t)f̂p(t)f̂ †

p(t)⟩︸                       ︷︷                       ︸
(IV)

δ(τ)

+ ⟨f̂ †
p(t)f̂p(t)f̂ †

p(t)f̂p(t)⟩︸                          ︷︷                          ︸
(V)

δ(τ), (4.12)
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where δ(τ) denotes the Dirac delta distribution. The contributions (II), (III), and (IV)
vanish since they contain odd moments of f̂p(t) and we assume the probability distribution

for f̂p(t) to have zero mean. This leads to

⟨n̂f,p(t)n̂f,p(t− τ)⟩ =
[
α2

0⟨(f̂p(t) + f̂ †
p(t))2⟩+ f̂ †

p(t)f̂p(t)f̂ †
p(t)f̂p(t)⟩

]
δ(τ). (4.13)

We apply the Wiener-Khinchine theorem to get the variance σ2
p of the noise power [332–334]

σ2
p =

∫ ∞

−∞
eiωτ ⟨nf,p(t)nf,p(t− τ)⟩dτ = α2

0

[
⟨f̂p(t)2⟩+ ⟨f̂ †

p(t)2⟩+ ⟨{f̂p(t), f̂ †
p(t)}⟩

]
+ ⟨f̂ †

p(t)f̂p(t)f̂ †
p(t)f̂p(t)⟩, (4.14)

where {·, ·} denotes the anticommutator. Equation (4.14) describes σ2
p in terms of

statistical moments up to the fourth order. However, no further assumptions regarding

the statistics of f̂p(t) have been made. Such a general description has the advantage

that it allows one to describe conventional bosonic noise contributions. In principle, such

an approach can also be used to describe fermionic noise [335], e.g., from quasiparticle

formation [69, 336], by considering the fermionic anticommutation relations. In our case,

we use the bosonic commutation relations and rewrite Eq. (4.14) in terms of normally

ordered moments

⟨n̂f,p(t)n̂f,p(t− τ)⟩ = α2
0

[
⟨f̂p(t)2⟩+ ⟨f̂ †

p(t)2⟩+ 2⟨f̂ †
p(t)f̂p(t)⟩+ 1

]
δ(τ)

+
[
⟨f̂ †

p(t)2f̂p(t)2⟩+ ⟨f̂p(t)†f̂p(t)⟩
]
δ(τ). (4.15)

We assume that f̂p obeys thermal statistics, ⟨f̂ †
p(t)nf̂p(t)m⟩ = n!δnmn

n
th, where nth denotes

the average thermal photon number in the pump line. Furthermore, we set α2
0 = n̄p, where

n̄p is the expectation value for the coherent photons in the pump signal. The pump power

fluctuations then correspond to a displaced thermal state with photon number variance

σ2
p = n̄p(2nth + 1) + 2n2

th + nth. (4.16)

For nth = 0, Eq. (4.16) reproduces the Poissonian photon number fluctuations in the

coherent pump tone, manifesting as shot noise emerging from the discreteness of photons

[48, 337, 338]. Since we assume the JPA to be operated close to criticality, we use the

exponential approximation Eq. (2.26) [cf. Fig.4.4(b)] and make the ansatz

Gs(t) = Ceanp(t), (4.17)

with not further specified constants C and a. We now assume that the fluctuations in the

pump photon number translate to fluctuations in gain. Thus, we calculate the statistical

moments ⟨Gs(t)k⟩, k ∈ N. We define ζ(t) ≡ np(t) − n̄p and assume that this quantity



118 Chapter 4 Quantum efficiency of Josephson parametric amplifiers

describes a centralized normal distribution with variance σ2
p.

4 According to Eq. (2.98), we

then have

⟨ζ(t)n⟩ = σn
p

2n
2 Γ
(

n+1
2

)
√
π

1− (−1)n

2 =

0 ifn is odd

σn
p(n− 1)!! ifn is even

, (4.18)

where !! denotes the double factorial. As a result, we find

⟨Gs(t)k⟩ = Ckeakn̄p⟨eakζ(t)⟩ = Ckeakn̄p
∞∑

j=0

(ak)j

j! ⟨ζ(t)
j⟩

= Ckeakn̄p

1 +
∞∑

j=1

(akσp)2j(2j − 1)!!
(2j)!

 = Ckeakn̄pe
a2σ2

pk2

2 = Gk
s e

a2σ2
p

2 (k2−k),

(4.19)

where Gs ≡ ⟨Gs(t)⟩ is the average gain. The JPA noise nJ(Gs) then satisfies GsnJ(Gs) =
f
(√

Var[Gs(t)]
)
, where f is a function of the gain fluctuations.5 To first order, we then

obtain

nJ(Gs) = f ′(0)

√
Var[Gs(t)]
Gs

. (4.20)

The normalization with respect to the gain Gs is chosen to refer the noise to the amplifier

input. From Eq. (4.19), we find

nJ(Gs) = f ′(0)

√√√√⟨Gs(t)2⟩
G2

s
− 1 = f ′(0)

√
ea2σ2

p − 1. (4.21)

From Eq. (4.14) and Eq. (4.19), we observe that we can always find constants β1 and β2

such that σ2
p = β1 lnGs + β2. Thus, we can write

nJ(Gs) = f ′(0)
√
ea2β2Gβ1a2

s − 1 Gs≫1−→ χ1G
χ2
s , (4.22)

where χ1 = f ′(0) exp
(

1
2a

2β2
)
and χ2 ≡ β1a

2/2. The last approximation in Eq. (4.22)

is justified since it is equivalent to the exponential approximation for the pump power

dependence of the gain. To interpolate to the condition nJ(1) = 0, we rewrite Eq. (4.22)

4Although the coherent pump tone obeys a Poissonian distribution, f̂p can obey different statistics.
The ansatz of a normal distribution for ζ(t) is always a reasonable assumption since we use the
approximation of high energy, Gs ≫ 1, which enables us to exploit that a Poissonian distribution can
be well approximated by a normal distribution according to the central limit theorem.

5Note that gain fluctuations may also lead to a contribution to multiplicative noise. However, e.g., in
the scope of mathematical image processing, it has been demonstrated that multiplicative noise can
be approximated by an effective additive contribution [339]. Within our treatment, we assume that
the gain fluctuations effectively manifest as additive noise.
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as

nJ(Gs) = χ1(Gs − 1)χ2 . (4.23)

We neglect the resulting uncertainty from this interpolation since, due to the requirement

Gs ≫ 1, Eq. (4.23) is anyways less accurate in the low gain regime. However, since the

HEMT amplifier noise is the dominant contribution for Gs ≃ 1, only the JPA noise in

the high-gain regime is relevant for us. In addition, our pump-induced noise model is

fully compatible with the model of a linear amplifier, in contrast to noise models resulting

from higher order nonlinearities. In conclusion, our theory phenomenologically explains

the observed noise dependence. However, regarding Eq. (4.14), we do not make any

assumptions about the noise bandwidth. Thus, more accurate models can be obtained

by considering suitable filter functions. To reduce the impact of pump-induced noise one

could employ additional cavity filters for the pump lines [340].

4.1.2 Phase dependence of the amplified output power

As we have seen in Sec. 2.1.4, the broadband nondegenerate regime can be regarded as

a hybrid of the conventional degenerate amplification and narrowband nondegenerate

phase-preserving regimes. In this section, we want to analyze the dependence of the power

of the amplified output state on the potentially correlated phases of the signal and idler

input states. In addition, we experimentally demonstrate the fundamental difference to

degenerate amplification. First, we consider phase-coherent tones at signal and idler ports

Âs(t) = âse
i(ωst−φs), Âi(t) = âie

i(ωit−φi), (4.24)

where âs (âi) is the bosonic amplitude operator for the signal (idler) input mode and φs

(φi) corresponds to the input signal (idler) phase with respect to a common phase reference.

Since we operate in the nondegenerate regime, we have ωs = ω0 + ∆ and ωi = ω0 − ∆
with ∆ > 0 and ω0 = ωp/2. Resulting from our previous considerations, we conclude that,

for such a scenario, we can in principle achieve amplification with a quantum efficiency of

unity. The corresponding spectrum for Eq. (4.24) is given by

Âs(ω̃) = âse
−iφsδ(ω̃ − ωs), Âi(ω̃) = âie

−iφiδ(ω̃ − ωi). (4.25)

We insert these expressions into Eq. (2.35) and find

ĉ(ω) =
∫

I
dω̃

[
M(ω, ω̃)âse

−iφsδ(ω̃ − ωs) + L(ω, ω̃)â†
i e

iφiδ(ω̃ − ωi)
]

+ f̂(ω), (4.26)

which we can directly evaluate

ĉ(ω) = M(ω, ωs)âse
−iφs + L(ω, ωi)â†

i e
iφi + f̂(ω). (4.27)
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We now apply Eq. (2.38) and use the relation ωi = 2ω0 − ωs. We obtain

M(ω, ωs) = M(ωs)δ(ω − ωs), L(ω, ωi) = L(ωs)δ(ω − ωs), (4.28)

where the second expression contains a partial frequency conversion ωi → ωs during the

amplification process. Using the corresponding Bogoliubov transformation, we have

ĉ(ω) =
[√

Gse
−iφs âs +

√
Gs − 1eiφi â†

i

]
δ(ω − ωs) + f̂(ω). (4.29)

Integration over an infinitesimally small measurement bandwidth around ωs gives

ĉ(ωs) =
√
Gse

−iφs âs +
√
Gs − 1eiφi â†

i + f̂(ωs). (4.30)

In the following, we write ĉ ≡ ĉ(ωs) and f̂ ≡ f̂(ωs) and calculate

⟨ĉ†ĉ+ ĉĉ†⟩ = Gs⟨â†
sâs⟩+

√
Gs

√
Gs − 1ei(φs+φi)⟨â†

sâ
†
i ⟩+

√
Gse

iφs⟨â†
s⟩⟨f̂⟩︸                  ︷︷                  ︸

=0

+
√
Gs

√
Gs − 1e−i(φs+φi)⟨âiâs⟩+ (Gs − 1)⟨âiâ

†
i ⟩+

√
Gs − 1e−iφi⟨âi⟩⟨f̂⟩︸                         ︷︷                         ︸

=0

+
√
Gse

−iφs⟨f̂ †⟩⟨âs⟩︸                     ︷︷                     ︸
=0

+
√
Gs − 1eiφi⟨f̂ †⟩⟨â†

i ⟩︸                         ︷︷                         ︸
=0

+⟨f̂ †f̂⟩+Gs⟨âsâ
†
s⟩

+
√
Gs

√
Gs − 1e−i(φi+φs)⟨âsâi⟩+

√
Gse

iφs⟨âs⟩⟨f̂ †⟩︸                   ︷︷                   ︸
=0

+
√
Gs

√
Gs − 1ei(φs+φi)⟨â†

i â
†
s⟩+ (Gs − 1)⟨â†

i âi⟩+
√
Gs − 1eiφi⟨a†

i ⟩⟨f̂ †⟩︸                         ︷︷                         ︸
=0

+
√
Gse

iφs⟨f̂⟩⟨â†
s⟩︸                  ︷︷                  ︸

=0

+
√
Gs − 1e−iφi⟨f̂⟩⟨âi⟩︸                         ︷︷                         ︸

=0

+⟨f̂ f̂ †⟩, (4.31)

where we assume that the f̂ mode is uncorrelated with âs and âi. By calculating the total

power according to Eq. (2.30), we find

⟨|ĉ|2⟩ = Gs⟨|âs|2⟩+ (Gs − 1)⟨|âi|2⟩+ ⟨|f̂ |2⟩+
√
Gs

√
Gs − 1⟨âsâie

−i(φs+φi) + â†
i â

†
se

i(φs+φi)⟩.
(4.32)

We observe that the last term in Eq. (4.32) is of the structure of a two-mode squeezing

operation between the input signal and idler modes [315]. Under the assumption that ⟨âs⟩
= ⟨âi⟩ = 0, this two-mode squeezing term vanishes in the case of uncorrelated amplitudes

âs and âi and we have

⟨|ĉ|2⟩ = Gs⟨|âs|2⟩+ (Gs − 1)⟨|âi|2⟩+ ⟨|f̂ |2⟩. (4.33)
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Figure 4.5: (a) Experimental quadrature-resolved Planck spectroscopy for a degenerate JPA. We observe

phase-sensitive amplification of Q and simultaneous deamplification of I. (b) Quadrature-

resolved Planck spectroscopy for the broadband nondegenerate amplification regime. In this

case, the output power is equally distributed over both quadratures.

We now investigate the case when ⟨âs⟩ = ⟨âi⟩ , 0. Furthermore, we assume that we apply

the same input power on the signal and idler sides, implying that ⟨|âs|2⟩ = ⟨|âi|2⟩ and
ideal signal-idler correlations. We obtain

⟨âsâie
−i(φs+φi) + â†

i â
†
se

i(φs+φi)⟩ = ⟨âsâi + â†
i â

†
s⟩︸             ︷︷             ︸

=2⟨|âs|2⟩

cos(φs + φi)− i ⟨âsâi − â†
i â

†
s⟩︸              ︷︷              ︸

=0

sin(φs + φi),

(4.34)

and obtain the expression

⟨|ĉ|2⟩ =
[
2Gs − 1 + 2

√
Gs

√
Gs − 1 cos(φs + φi)

]
⟨|âs|2⟩+ ⟨|f̂ |2⟩. (4.35)

The broadband gain is then given by

Gb = 2Gs − 1 + 2
√
Gs

√
Gs − 1 cos(φs + φi) =

∣∣∣ √Gse
iφs +

√
Gs − 1e−iφi

∣∣∣2. (4.36)

Here, we reproduce the expression for the phase-sensitive degenerate gain given in Ref. 90

when the input signal and idler coincide, φs = φi. However, in contrast to the degenerate

regime (∆ = 0), the phases φs and φi can be controlled independently.6 As an example,

if we anticorrelate the signal and idler phases, φs = −φi, we lose the phase-dependence

in Eq. (4.36). Next, we investigate a possible phase-dependence for our scenario of

thermal state amplification. In this case, possible temporal correlations between the input

signal and idler modes can be taken into account by determining the inverse Fourier

transform, C(t), of the Planck distribution. The result can be expressed in terms of

6We want to remark that stabilizing a phase relation between signal and idler can be challenging from a
technical point of view if the respective frequencies are non-commensurable.
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a single dimensionless parameter τ ≡ tT/(tpTp), where time t and temperature T are

compared with the respective Planck time tp = 5.4× 10−44 s and the Planck temperature

Tp = 1.4× 1032 K. The normalized temporal correlation function is then given by

C(τ) = 3
π2 [ζ (2, 1 + iτ) + ζ (2, 1− iτ)] = 3

π2τ 2 −
3

sinh2 (πτ)
, (4.37)

where ζ(s, a) = ∑∞
j=0[j + a]−s denotes the Hurwitz function [297, 341]. The Planck-scales

determine the half-life time of the initial correlation, which is given by t1/2 ≃ 0.662ℏ/kBT .

For T = 50 mK, we find t1/2 ≃ 0.1 ns, implying that correlations between φs and φi only

exist in a sub-nanosecond time scale. As a result, we measure an effective average

cos(φs + φi) = 0, (4.38)

implying that, for thermal states, the expression for the broadband gain reduces to our

experimentally determined value Gb = 2Gs − 1.
Explicit experimental evidence for Eq. (4.38), as well as for the difference between

degenerate amplification and nondegenerate broadband amplification, is given in Fig. 4.5.

In this measurement, we perform a quadrature-resolved Planck spectroscopy. We vary

the temperature Ta of the heatable 30 dB attenuator between 40 mK and 600 mK and

amplify the respective thermal states with a degenerate JPA. The measurement is then

DDC DDC

ω00 ωs

2BB

0 ω0  = ωs

2BB

∆

(a) (b)
Degenerate Nondegenerate

Figure 4.6: Scheme for digital downconversion (DDC). The arrows indicate the correlated output signal

(orange solid) and idler (red dashed) modes, which are symmetrically distributed around the

resonance frequency ω0. The purple curves corresponds to the spectral JPA gain function and

the gray shaded regions indicate the detection bandwidth. In the degenerate case, conversion

of the RF signal to a DC signal symmetrically superposes the output signal and idler sidebands,

as indicated in (a). This superposition leads to phase-sensitive amplification, resulting from

interference between signal and idler. The scenario for nondegenerate amplification is shown

in panel (b). In this case, the symmetry is broken due to ∆ , 0, causing superposition of

uncorrelated output signal and output idler modes. For ∆ > B, no idler modes remain within

the detection bandwidth and the amplifier becomes phase-insensitive.
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repeated in the nondegenerate regime. The signal is reconstructed at ωs/2π = 5.435 GHz.
Figure 4.5(a) shows the detected output power in the I- and Q-quadrature for degenerate

amplification, characterized by ∆ = 0. In this case, the signal input and idler input modes

coincide, resulting in quadrature-dependent amplification and, eventually, squeezed state

generation. Since the pump phase is stabilized to 0◦ in this measurement, the Q-quadrature

is amplified while the I-quadrature is attenuated. In Fig. 4.5(b), we plot the result from the

nondegenerate measurement, ∆ , 0 and find that the output power is equally distributed

among both quadratures, despite the fact that we employ the same stable pump phase

as in the degenerate case. This result can be regarded as an experimental proof that

degenerate and broadband nondegenerate regimes are fundamentally different.

To gain further understanding of this result, we follow the consideration from Ref. 112

and compare degenerate and nondegenerate amplification with respect to downconversion

and demondulation. Here, we skip the technically relevant heterodyne downconversion

into the intermediate frequency regime, as all signal and idler correlations are preserved

during this step. Figure 4.6(a) schematically depicts the digital downconversion process

for the degenerate case. The correlated output signal and idler modes are symmetrically

distributed around the resonance frequency ω0. Within the digital downconversion, the

RF signal is transformed into a digital DC signal and the frequency spectrum is effectively

mirrored at the signal reconstruction frequency, implying overlapping signal and idler

modes [112]. Depending on the relative phase with respect to the pump signal, this leads

to either constructive or destructive interference and, thus, phase-sensitive amplification.

On the other hand, in the nondegenerate scenario, as shown in Fig. 4.6(b), the symmetry

is broken due to ∆ , 0. As long as ∆ > B, the output idler modes are not detected

and the phase is preserved due to the absence of the interference effect. In the case of

broadband nondegenerate amplification, instead of the idler modes, generated from the

input signal, the input signal modes at idler frequency are superposed with the incoming

modes in the signal band. As shown in Eq. (4.37), these modes are not phase coherent in

the case of thermal input states, which explains the difference between the measurement

results in Fig. 4.5.

4.2 Chained Josephson parametric amplifiers

In Sec. 2.1.5, we have investigated how we can increase quantum efficiency by connecting

two JPAs in series. As can be seen in Fig. A.1, our setup for measuring quantum efficiency

enables us to realize such an experiment. We choose the JPA pump powers such that we

divide the desired total gain of the chain equally among both JPAs. Following that, we

repeat the broadband quantum efficiency measurement from Sec. 4.1 when both JPAs are

operated simultaneously. To access the properties of the individual JPAs, all experiments

are performed using a four-pulse scheme. The first pulse serves as the vacuum reference,

during the second (third) pulse we apply pump to JPA1 (JPA2) and during the last pulse
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both JPAs are pumped simultaneously. The result of this chained measurement, in direct

comparison with the quantum efficiency of JPA1 and JPA2 from Fig. 4.3, is shown in

Fig. 4.7(a). We do not observe the expected improvement in quantum efficiency. Instead,

we find that the maximal quantum efficiency of the JPA chain lies between the individual

maximal quantum efficiencies of the employed JPAs. There are two explanations for

this behavior. The first one is a pump crosstalk, since the employed JPA circulators are

effectively transparent at pump frequencies. The second reason is the fact that JPA1 has

a worse noise scaling than JPA2. To understand this effect in more detail, we assume

that both JPAs follow a different noise scaling

n1(Gs) ≃ α1G
ν1
s , n2(Gs) ≃ α2G

ν2
s , (4.39)

where index 1 (2) corresponds to JPA1 (JPA2). As condition to obtain an advantage by

chaining the JPAs under the assumption ν1 > ν2, we find from Eq. (2.66) for the case of

N = 2 JPAs with unequal noise scaling

√
Gs
α1

α2
G

ν1−ν2
2s + 1 ≃

√
Gs
α1

α2
G

ν1−ν2
2s ≤

√
GsG

ν2
2s . (4.40)

By comparing the scaling on the left and right hand sides, we observe that, for sufficiently

large Gs, this inequality can never be valid if ν1 ≥ 2ν2. Thus, in the case where the JPAs

have significantly different gain-dependent noise scaling, chaining is disadvantageous. This

is consistent with the exponents found in Tab. 4.1. In agreement with the experiment, this

scaling model predicts that the quantum efficiency in the chained case is always higher

than the quantum efficiency of the worst performing single JPA in the chain. When

chaining JPAs with different quantum efficiencies, it is always beneficial to use the best

JPA as the first amplifier in the chain [93].

Next, we analyze chained phase-sensitive JPAs. First, we consider the case where the

JPAs amplify orthogonal quadratures. Such a squeezed state balancing can potentially

enable us to directly determine the JPA noise photons or the losses between both JPAs.

This would be the case if the balanced variance v∗ of the final state becomes independent of

the squeeze factor r, since such a balancing procedure only involves a relative comparison

of variances and can be assumed to be independent of the exact PNCF. Let vxy denote

the variance of the resulting state where JPA1 performs operation x and JPA2 performs

operation y, with x, y ∈ {s, a}. Index s (a) implies that the respective variance is squeezed

(antisqueezed). We have

vas = 1
4e

2r2 [2n2(r2) + e−2r1(2n1(r1) + 1)], vsa = 1
4e

−2r2 [2n2(2) + e2r1(2n1(r1) + 1)],
(4.41)

where ni(ri) is the noise photon number, added by the ith JPA. To realize this balancing

experiment, we first perform a calibration measurement to compensate for a phase



4.2 Chained Josephson parametric amplifiers 125

JPA 1
JPA 2
Chain

0,2000

0,4000

0,6000

0,8000

(a)

Gain (dB)
-52 -50 -48 -46 -44 -42

-50

-48

-46

-44

-42

-40

0 5 10 15 20 250.00

0.25

0.50

0.75
(b)

JPA 1 pump power (dBm)

JP
A 

2 
pu

m
p 

po
w

er
 (d

Bm
)

η
ρ

0.2

0.4

0.6

0.8

Figure 4.7: (a) Experimentally determined gain dependence of quantum efficiency η, as defined in

Sec. 2.1.3, for individual and chained JPAs. Magenta dots show the experimentally determined

quantum efficiency for chained JPAs. It can be seen that in the region around the optimum,

indicated in gray, quantum efficiency for the chained case lies between the individual quantum

efficiencies of JPA1 and JPA2. Dashed lines are guide to the eye. (b) Balancing measurement

with the chained JPAs, where phase-sensitive amplification is performed on orthogonal

quadratures. The color code corresponds to the variance ratio ρ = vsa/vas.

crosstalk between the JPAs as well as for possible phase delays. We fix the pump powers

and the JPA1 pump phase to 45◦ and vary the JPA2 phase until the variance ratio

ρ ≡ vsa/vas becomes closest to 1, which is the case for 142◦. At this optimum, we

perform a simultaneous sweep of the JPA1 and JPA2 pump powers for fixed orthogonal

amplification angles. In Fig. 4.7(b), we show the result of this measurement and reach an

optimal ρ = 0.86, which demonstrates that such a balancing procedure can be successfully

realized. For proof of principle, we assume r-independent noise n = n1(r1) = n2(r2), such
that any r-dependence solely emerges from the squeezing operation. When the variances

are balanced, ρ = 1, the noise is described by a quadratic equation

16v2
∗ = 4n2 + (2n+ 1)2 + 4n(2n+ 1) cosh 2r1, (4.42)

from which we find

n =
(
v∗ −

1
4

)
+ 1− 16v∗

32v∗
r2

1 +O(r4
1). (4.43)

Thus, measuring the balanced variance reduces the r-dependence to O(r2), as compared

to the case where we directly measure either the squeezed or antisqueezed quadrature in

a single-JPA measurement, where we have a dependence scaling with O(r). However, the
balancing method does not provide any benefits compared to direct full state reconstruction

of both squeezed and antisqueezed variance. A similar problem occurs if we want to use

such a balancing scheme for measurement of losses. The desired independence of r can
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Figure 4.8: (a) Experimentally determined squeezing levels as a function of purity. Blue dots (red squares)

correspond to individual measurements with JPA1 (JPA2) and black triangles show the

result from serially connected JPAs. Most of the data points for chained JPAs lie in between

the respective values of JPA1 and JPA2. (b) Comparison of the sum of individual squeeze

factors r1 (r2) of JPA1 (JPA2) with the final squeeze factor r for the chained measurement.

For low squeezing, we observe the expected behavior r1 + r2 = r, indicated by the magenta

dashed line. In the case of high squeezing, we have r1 + r2 > r, which can be a result of the

pump crosstalk between the JPAs or from compression.

only be achieved if we add a third JPA to the chain, as discussed in AppendixB. However,

the balancing scheme with two JPAs, with special focus on Eq. (4.41), becomes of high

practical relevance for understanding the principle of the analog phase space projection

measurement. This is of particular importance for the quantum teleportation experiment

described in chapter 6.

Next, we investigate the case where both JPAs amplify the same quadrature and analyze

whether we can increase the purity of squeezed states with such a scheme as this is a

particularly important quantity when these states are employed as a quantum resource.

In analogy to Eq. (4.41), we have

vss = 1
4e

−2r2 [2n2(r2) + e−2r1(2n1(r1) + 1)], vaa = 1
4e

2r2 [2n2(2) + e2r1(2n1(r1) + 1)].
(4.44)

Under the assumption that both JPAs show identical noise scaling, a combination of

squeeze factors r1, r2 with r1 + r2 = r improves the purity µ = 1/(4√vssvaa) if

n(r1) + n(r1)2 + n(r2) cosh 2r1 + n(r2)2 ≤ n(r) + n(r)2. (4.45)

The optimal combination of r1 and r2 for maximizing µ for a given squeezing level S can
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be determined by minimizing the Lagrangian

L(r1, r2, λ) = vssvaa + λ
(
vss −

1
410− S

10

)
. (4.46)

However, even in the simple case of linear gain dependence of the noise, the optimal

distribution for the gain Gi = exp(2ri) is described by a polynomial of 4th order which

cannot be solved analytically in a reasonable way. In the experiment, we approach this

problem in an empirical way by performing a 2D pump power sweep. Before the actual

experiment, we perform a phase calibration in an analogous way as for the balancing

measurement. Figure 4.8(a) shows the measured squeezing levels as a function of the

reconstructed purity for individual JPAs and for the chained case. We observe that most of

the squeezing levels for the chained case lie in between the respective individual squeezing

levels of JPA1 and JPA2. Furthermore, we find that the squeezing level becomes maximal

at a certain purity. This maximum is determined by the optimal trade-off between

variance broadening due to the gain-dependent noise and attenuation of the squeezed

quadrature variance with the inverse degenerate gain. The corresponding optimal squeeze

factor is then determined by maximizing S(r) = 10 log10[µ(r)e2r]. If we assume that

gain-dependent noise is described by the power law of Eq. (4.23), it can be shown that such

an extremum exists if χ2 ≳ 1. From a least square fit, we find (χ1, χ2) = (0.01, 2.01) for

JPA1 and (χ1, χ2) = (0.01, 1.42) for JPA2. The corresponding prediction for the purity

dependence of the squeezing level is given in Fig. 4.9(a). Similar as in Fig. 4.7(a), one

possible explanation on why we do not see any improvement by chaining the amplifiers

is the fact that JPA1 shows a disadvantageous gain scaling of the noise, compared to

JPA2. However, if we plot the theoretically expected purity-dependence of S based on

the fit parameters of the respective JPA noise, we find that we would actually expect an

advantage by chaining. In addition, we observe that in case JPA1 obeys the same noise

scaling as JPA2 (i.e. identical χ1, χ2), only a slight improvement of squeezing would be

expected in the chained measurement. This scenario is depicted by the gray dashed line.

To understand the difference between the experimental results in Fig. 4.8(a) and the

simple model beneath Fig. 4.9(a), we investigate the effect of pump crosstalk. To this

end, we exploit that for fixed pump powers, our four-pulsed measurement scheme enables

us to reconstruct the individual squeeze factor r1 (r2), of JPA1 (JPA2) as well as the

squeeze factor r of the final state in case both JPAs are operated. Following that, we plot

r as a function of r1 + r2 in Fig. 4.8(b). The measurement results then follow the linear

expectation r1 + r2 = r until r ≃ 1. However, we observe r1 + r2 > r for sufficiently high

squeezing. In the next step, we introduce a simple qualitative model which explains how

this crosstalk can lower the purity of the squeezed state. To do so, we introduce a new

quantity κ ≡ (r1 + r2)/r. For κ = 1, we have no crosstalk between the JPAs, whereas

the effect of crosstalk increases monotonically with κ. Thus, crosstalk implies that we

need to pump with an effectively higher pump power strength, compared to single JPA
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Figure 4.9: (a) Predicted purity-dependence of the squeezing level for individual and chained JPAs, based

on the fit parameters for the gain-dependent noise. The gray dashed line shows the expected

outcome in case JPA1 shows identical noise scaling as JPA2. In panel (b), we plot the

expected result for chained JPAs with the pump crosstalk taken into account. For comparison,

the (unaffected) squeezing levels for the individual JPAs from panel (a) are replotted.

squeezing. In order to achieve a given squeeze factor r in the chained case, each JPA needs

to amplify with squeeze factor κr/2, adding the noise contribution nJ(κr/2) > nJ(r/2).
From Fig. 4.8(b), we find κ ≃ 1.3 in the high squeezing limit and in Fig. 4.9(b), we replot

the expected squeezing for the chained case and take our crosstalk model into account. We

observe that in this case, we qualitatively reproduce the experimental result. In addition,

it is remarkable that even in the case where JPA1 obeys the same noise scaling as JPA2,

crosstalk suppresses any improvement by chaining the JPAs, as indicated by the gray

dashed line. In conclusion, we expect improvement of our results if we avoid any pump

leakage. One possible realization is either the integration of superconducting on-chip

bandpass filters [342] or the use of broadband circulators which provide nonreciprocity at

≃ 11 GHz. In case of squeezed state generation, we can additionally attempt to increase

the squeezing level by squeezing the pump signal itself, using a second JPA. However, we

are eventually limited by compression in this case since the pump signal is required to be

sufficiently powerful. We mention that for chained JPAs additional care needs to be taken

to account for compression effects, which are neglected so far. In practice, it is beneficial

to employ the JPA with highest quantum efficiency as the first amplifier and the JPA with

the highest 1 dB compression point as the last amplifier. In addition, compression effects

significantly increase the complexity with respect to the problem of finding an optimal gain

distribution, since the 1 dB compression point sets additional power dependent inequality

constraints to Eq. (2.80) and Eq. (4.46). In first order approximation, compression can be

modelled by an AC Stark shift of the resonator [343], leading to power-dependent gain

G(nin) = G0 − α(G0 − 1)nin, where the constant 0 < α≪ 1 determines the compression

strength, G0 is the linear gain, and nin is the input power. In this case, the output powers
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of subsequently chained equal amplifiers are connected by a quadratic map [344]. In the

noiseless case, these output powers are connected via the well-known logistic map, leading

to potential chaotic dependence on the input power [345].





Chapter 5

Quantum discord and locally

inaccessible information

In quantum communication protocols, entanglement is often employed as a nonclassical

resource to enhance the capacity of communication channels, to achieve a quantum speed-

up in information processing or to guarantee unconditional security [47]. However, as we

have seen in Sec. 2.2.3, entanglement only describes a specific set of quantum correlations

and a more general measure of nonclassical correlations is provided by quantum discord

[176]. In this chapter, we study how local noise injection into a bipartite quantum

system affects the corresponding quantum correlations. In Sec. 5.1, we demonstrate 1 the

asymptotic robustness of quantum discord against environmental noise and its relation

to entanglement in mixed tripartite systems [49]. In particular, our investigation reveals

that the noise suppresses quantum correlations in the bipartite system and simultaneously

increases correlations between one of the subsystems and the environment. This effect is

closely related to the concept of locally inaccessible information (LII) [88] and investigated

in Sec. 5.2. In addition, in Sec. 5.3, we demonstrate that LII is related to the unconditional

security of a certain class of quantum key distribution (QKD) protocols [346]. In the

context of the quantum teleportation experiment presented in chapter 6, analyzing quantum

discord allows us to investigate how efficiently quantum correlations are consumed in

quantum communication experiments, even if entanglement is already lost [347]. The

results of this chapter have been published in Ref. 86. Parts of the figures as well as from

the text have been adopted from this publication.

5.1 Entanglement of formation and quantum discord

In this section, we investigate the effect of noise injection into one local mode of a

propagating TMS state. The corresponding experimental scheme is depicted in Fig. 5.1(a).

The TMS state is distributed between two parties A and B and uncorrelated broadband

1The experimental results shown in this chapter have been measured by my former office colleague S.
Pogorzalek using the setup, described in Ref. 112. With friendly permission, we use this experimental
data to interpret it in the context of information flow.

131
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noise is injected into path B. Following that, we reconstruct the resulting two-mode state

and extract the quantum correlations between path A and path B. In the experiment,

we form the TMS state by superimposing two orthogonally squeezed microwave states

using a microwave hybrid ring beam splitter.2 The squeezed states are obtained using

two NEC JPAs operated at frequency ω0/2π = 5.323 GHz. The noise signal is generated

using an arbitrary function generator (AFG) 3 which produces white Gaussian noise with

a specified bandwidth of 160 MHz which is upconverted to the carrier frequency ω0/2π.
We implement the actual noise injection into one of the entangled paths with a directional

coupler with a coupling constant β = −20 dB.4 More details about the experimental setup

can be found in Ref. 86. The final covariance matrix of the system can be expressed as

V AB = 1 + 2nJ(G)
4

 cosh 2r 12
√

1− β sinh 2r σz√
1− β sinh 2r σz

[
(1− β) cosh 2r + β 1+2n̄

1+2nJ(G)

]
12

 , (5.1)

where nJ(G) represents the gain-dependent noise added by the JPAs and n̄ is the number

of noise photons at the input of the coupled port of the directional coupler. As two distinct

measures for bipartite quantum correlations, we use EoF and quantum discord. We choose

this specific entanglement measure since it exactly coincides with quantum discord for

pure states [204]. In addition, EoF and quantum discord can be directly compared since

they are related to each other via various monogamy relations [348]. First, we analyze

the ideal scenario of noiseless JPAs, corresponding to nJ(G) = 0 and β → 0 in Eq. (5.1).

To this end, we define the rescaled injected noise n ≡ βn̄ under the assumption that

the injected noise satisfies n̄ ≫ 1. To calculate Gaussian EoF, we define the auxiliary

quantities

κ = 512I4 − 64n2 + 2 (5.2)

and

λ± = 16[I1 + I2 − 2I3 + 2
(√

I1I2 − I3

)
± 2

√
I3

(√
I1 +

√
I2

)
], (5.3)

where I1, I2, I3 and I4 are the symplectic invariants of the covariance matrix from Eq. (5.1).

For the quantity γ in Eq. (2.135), we then find [194]

γ = 1
2 ln

√√√√κ−
√
κ2 − λ+λ−

λ−
= 1

2 ln
[
e2r + n

1 + e2rn

]
. (5.4)

The resulting lower bound EF for EoF as a function of injected noise is plotted in Fig. 5.1(b)

for various squeezing levels S of the individual JPAs. We use S as an approximation

for the two-mode squeezing level ST in the TMS state. The relative deviation between

these quantities due to the hybrid ring beam splitter losses is approximately 10 % [78].

2We use CPL-5850-100B hybrid ring beam splitters from Miteq for this purpose.
3We use a Keysight 81160A AFG for that purpose.
4We use a Miteq/Sirius CPL-4000-8000-20-C coupler for that purpose.

https://nardamiteq.com/
https://www.keysight.com/de/de/home.html
https://nardamiteq.com/
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Figure 5.1: (a) Scheme for two-mode squeezing generation and noise injection. Nonlocal correlations

between path A and path B are generated by superimposing two orthogonally squeezed

microwave state using a symmetric hybrid ring beam splitter, leading to the generation of

a frequency-degenerate path entangled TMS state. (b) Theoretical prediction of the lower

bound EF for EoF as a function of the rescaled injected noise for various JPA squeezing

levels S. As indicated by the vertical gray dashed line, we reproduce the sudden death of

entanglement at n = 1. (c) Theoretical prediction for quantum discord DB as a function of

the rescaled injected noise for various squeezing levels. In contrast to EoF, we always observe

positive DB(n) > 0, demonstrating the asymptotic robustness of quantum discord against

noise. (d) EF and DB in the regime n≪ 1. A crossover between EoF and quantum discord

occurs at a certain rescaled noise photon number nc.

As expected, we observe that for the pure TMS state, n = 0, EoF increases monotonically

with S. In addition, we find that we lose all entanglement at n = 1, which can be

seen from Eq. (5.4) since γ(r, 1) = 0 independently of r. This so-called sudden death of

entanglement is a well-known phenomenon in literature [217].5 Next, we investigate the

noise dependence of quantum discord. For the quantities Emin
A|B and Emin

B|A, describing the

5Note that EF actually bounds the kernel Ek of EoF EF, satisfying EF = max [Ek, 0]. Consequently, we
find EF < 0 for noise exceeding the sudden death of entanglement threshold. From a practical point of
view, we use the kernel for the fit routine since it enables us include data points where entanglement
is already lost.
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minimized conditional entropy according to Eq. (2.140), we find

Emin
A|B = 1

16

[
1 + (1 + 2n) cosh 2r

1 + 2n+ cosh 2r

]2

, Emin
B|A = 1

16(1 + 2n)2. (5.5)

We observe that Emin
B|A, and, thus, the optimal Gaussian POVM in Eq. (2.137) does not

depend on the squeeze factor r, in contrast to Emin
A|B. This fact already indicates the

locality of noise injection, i.e., that the noise injected into path B keeps the state in path

A unaffected before the measurement. We plot the quantum discord DB as a function

of n in Fig. 5.1(c) and observe that, in strong contrast to EoF, quantum discord shows

asymptotic robustness against noise [209]. We obtain a similar result for DA. In Fig. 5.1(d),

we combine plots from (b) and (c) in the limit n≪ 1, which reveals a crossover region

between EoF and quantum discord. In the following, we denote this crossover point in

terms of a corresponding noise photon number nc. This crossover nc > 0 exists for any

squeeze factor r. To show this, we define the difference ∆B(r, n) ≡ DB − EF ≃ DB − EF.

Since EoF and quantum discord coincide for pure states, we always have ∆B(r, 0) = 0.
Furthermore, we have ∆B(r, n) > 0 for n > 1 as a result from the sudden death of

entanglement and the asymptotic robustness. A direct calculation for fixed r > 0 in the

limit n≪ 1 gives

∂

∂n
∆B(r, n) = 1

4sech
2r(3 + cosh 4r) lnn+O(n) =⇒ ∂

∂n
∆B(r, n)

∣∣∣
n→0

< 0 ∀r > 0.
(5.6)

As a result, there needs to be a zero satisfying 0 < nc < 1.
Next, we show that we can reproduce these predictions in experiment. The experimen-

tally extracted DA and DB as well as corresponding fits are plotted in Fig. 5.2(a) and

Fig. 5.2(b). The experimentally determined lower bound EF for EoF is shown in Fig. 5.2(c),

together with a fit. In our approach we model the gain-dependent JPA noise by the power

law dependence of Eq. (2.78), where we treat χ1 and χ2 as the only fit parameters. The

effective squeeze factor r can be extracted from the reconstructed squeezed (antisqueezed)

variance vs (va) via e
4r = va/vs. The degenerate gain can then be expressed as G = e2r.

For the fit, we let χ ≡ (χ1, χ2)T and define the weighted least-square cost function

T (χ) =
∑
S,n

w1

∣∣∣∣∣DA(S, n,χ)− D̃A(S, n)
∣∣∣∣∣
2

+ w2

∣∣∣∣∣DB(S, n,χ)− D̃B(S, n)
∣∣∣∣∣
2

+

w3

∣∣∣∣∣EF(S, n,χ)− ẼF(S, n)
∣∣∣∣∣
2
, (5.7)

where the sum is evaluated over all experimentally chosen squeezing levels S and noise

numbers n and the quantities wi are the weights, attributed to the respective contribution.

The quantities D̃A(S, n), D̃B(S, n), and ẼF(S, n) are the experimentally determined data
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Figure 5.2: (a) Experimentally determined quantum discord values DA as a function of the noise photon

number n for various experimental squeezing levels Se. Dots represent the measured data

points. Solid lines correspond to a fit model based on Eq. (2.139) and Eq. (5.1) which takes

gain-dependent JPA noise into account. The quantity St corresponds to the theoretically

determined squeezing level from the fit and nJ is the JPA noise. Although we show St

and nJ only in panel (a), the same values for Se, St and nJ also correspond to DA and

EF. (b) Experimentally determined quantum discord DB as function of injected noise n for

various squeezing levels. The inset shows the same data as a double logarithmic plot. (c)

Experimentally determined lower bound EF for EoF (dots) and corresponding fits (lines)

for various squeezing levels. For the fit, we employ Eq. (2.135). We clearly observe the

sudden death of entanglement at nsd ≃ 1. In the inset, we plot nsd as function of Se which

demonstrates that nsd is independent of the squeezing level. The values nsd are obtained from

the experimental data using cubic Hermite spline interpolation. The error bars are obtained

from the statistical measurement error and only plotted if the symbol size is exceeded. (d)

Expanded view of the experimental results for DB and EF for noise photon number n ≤ 0.2.
Solid (dashed) lines correspond to cubic Hermite spline interpolation of the data points for

DB (EF). We clearly observe the predicted crossover behavior of quantum discord and EoF,

indicated by orange arrows.

points for A-quantum discord, B-quantum discord and EoF, respectively, corresponding

to S and n. The functions DA(S, n,χ), DB(S, n,χ) and EF(S, n,χ) are obtained by
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inserting Eq. (5.1) into the theoretical expressions for quantum discord and EoF. To

balance the contributions of quantum discord and EoF in the cost function, we choose

the weights w1 = w2 = 1/2 and w3 = 1. From the fit, we find χ1 = 0.05 and χ2 = 0.56.
Our experimental results demonstrate positive quantum discord for all noise photon

numbers n, which proves the asymptotic robustness of quantum discord. Furthermore,

we measure the sudden death of entanglement at nsd ≃ 1. The quantity nsd as a

function of squeezing is shown in the inset of Fig. 5.2(d) and has been extracted from

the measurement data using cubic Hermite spline interpolation [349]. We use cubic

Hermite splines instead of conventional cubic splines to increase the precision by avoiding

overshoots. The experimentally determined values for nsd are smaller than the theoretical

prediction due to the finite noise added by the JPAs themselves. Despite not being

included in the fit model, further deviations from ideal theory are caused by path losses

and crosstalk between the JPAs. In Fig. 5.2(d), we replot DB and EF for noise photon

numbers n ≤ 0.2, which reveals that we measure the predicted crossover between EoF

and quantum discord in experiment, especially well observable for Se = 6.5 dB. The

solid (dashed) lines correspond to a cubic Hermite spline interpolation for DB (EF). We

provide the detailed analysis as well as the physical interpretation of this crossover in

Sec. 5.2. So far, we have experimentally demonstrated that due to this robustness against

noise, it would be beneficial to use quantum discord as a resource for quantum protocols.

Possible quantum discord based protocols are deterministic quantum computing with

one qubit (DQC1) [350, 351], quantum sensing [151], and quantum illumination [352].

An outstanding quantum communication protocol which exploits quantum discord as a

quantum resource is RSP [347]. In addition, quantum discord is an ideal quantifier for how

efficient quantum correlations are exploited in a noisy environment, where entanglement

is already lost. We make use of this property in the next chapter, where we use quantum

discord to investigate the correlation consumption in microwave quantum teleportation.

5.2 Flow of locally inaccessible information

In Sec. 2.2.3, we have introduced quantum discord as a general correlation measure, which

implies that entanglement forms a subset of quantum discord. Thus, it seems contradictory

that EoF can exceed quantum discord. This at first glance paradox situation can be

resolved by considering that, so far, we assume that AB is an isolated bipartite quantum

system. However, for a correct quantum mechanical description of noise injection, the

quantum system needs to be coupled to an environmental bath E, thereby implying that

we effectively measure bipartite quantum correlations in a multipartite system [49]. In

such a system, a possible crossover between EoF and quantum discord has been predicted

[353, 354]. As described in the following, regions where EoF exceeds quantum discord

occur if we have a positive information flow from E to AB.

According to the Stinespring dilation theorem [210, 355], the environment can always
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Figure 5.3: (a) Experimentally determined crossover noise photon number nc as a function of S for DA

(purple) and DB (orange). Red dots correspond to the arithmetic mean of nc, where we

observe a minimum at approximately 5 dB squeezing. The error bars are determined from

the respective experimental uncertainties of quantum discord and EoF using randomized

error sampling. (b) Prediction of nc from ideal theory. For DA (DB), nc decreases (increases)

monotonically with S. The red curve corresponds to the arithmetic mean of the purple and

orange curve and shows a minimum at Smin = 5.73 dB. In the limit S → ∞, the curves

converge to n∗ ≃ 0.26. The gray dashed region shows the experimentally investigated regime

of squeezing. Ideal theory qualitatively reproduces the experimental data. (c) Difference ∆A

between DA and EF as a function of n for various squeezing levels. The quantity n0 ≃ 0.79
corresponds to nc in the limit S → 0. (d) Difference ∆B between DB and EF as a function

of n for various squeezing levels.

be chosen such that the system ABE is pure, implying a joint entropy SABE = 0 [88]. The

Araki-Lieb inequality then implies SAB = SE [356], which implies that EoF and quantum

discord need to satisfy monogamy relations of the form

EXY + EXZ = DXY +DXZ (5.8)
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with distinct X, Y, Z ∈ {A,B,E} [348]. In Eq. (5.8), EXY denotes the bipartite super-

additive EoF shared between system X and Y and DXY = I(X : Y ) − J(X|Y ) is the

corresponding quantum discord. In Ref. 88, a flow of LII is then defined as

LX→Y →Z = DY Z +DXZ +DY X . (5.9)

For the asymmetric differences ∆A, ∆B and ∆AB between quantum discord and EoF, it

can then be shown that

∆A ≡ DA − EF = 1
2(DBE −DEB) = 1

2 (LB→A→E − LE→A→B) , (5.10)

∆B ≡ DB − EF = 1
2(DAE −DEA) = 1

2 (LA→B→E − LE→B→A) , (5.11)

∆AB ≡
DA +DB

2 − EF = 1
2

(
L(A

B)→E − LE→(A
B)
)
, (5.12)

where L(X
Y )→Z (LZ→(X

Y )) is the LLI flow from (to) the bipartite system XY to (from) Z.

Thus, resulting from of Eq. (5.12), more LII flows from the bipartite system AB to the

environment E than vice versa if ∆AB > 0 [88]. As a result, the crossover nc determines

whether LII flows to (n > nc) or LLI is received from (n < nc) the environment.

Next, we investigate the squeezing dependence of nc. In Fig. 5.3(a), we plot the

experimentally determined crossover noise from the interpolation in Fig. 5.2(d). The same

procedure is repeated for ∆A and ∆AB. The corresponding predictions from ideal theory

are shown in Fig. 5.3(b). We observe that ideal theoretical plots qualitatively reproduce

the measured squeezing dependence of nc. However, we observe that, especially for ∆A,

the experimentally determined values are lower than predicted by ideal theory. Similar as

for the sudden death of entanglement, this artifact can be explained by finite JPA noise,

losses, and pump crosstalk. The gain-dependent noise is also the reason why we cannot

experimentally investigate the full region shown in Fig. 5.3(b) since squeezing is restricted

by 7 dB. As indicated by the red line, the crossover noise nc for ∆AB has a minimum

at the numerically determined value nmin ≃ 0.23 at Smin = 5.7 dB. As a result, it is not

always beneficial to increase the squeezing level when one attempts to maximize nc. This

minimum of nc is also qualitatively reproduced in experiment, as seen in Fig. 5.3(a). Next,

we analyze the limit S →∞, where ideal theory predicts the asymptotic expressions

DA = DB = (1 + n) ln
(

1 + 1
n

)
− 1 = (n+ 1) ln 1

n
+ n− 1 +O(n2) (5.13)

and

EF = −2 ln 2 +
(1 + n)2 ln

(
2 + 1

n
+ n

)
− (1− n)2 ln

(
1
n

+ n− 2
)

4n = ln
( 1

4n

)
+ 1 +O(n2).

(5.14)

By comparing Eq. (5.13) and Eq. (5.14), we find that the crossover point nc converges to
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Figure 5.4: (a) Schematic illustration of bipartite correlation flow in the tripartite system ABE. Solid

(dotted) black arrows indicate a monotonic increase (decrease) of the correlation with the

respective quantity. The dotted-dashed arrow between path A and path E indicates that

correlations between these two subsystems do not necessarily have to show monotonic

dependence on S and n. The curved purple (green) arrow indicates the LII flow B→ A→ E
(A→ B→ E), according to ∆A (∆B), described by Eq. (5.10) [Eq. (5.11)]. (b) Theoretically

determined secret key K as a function of squeezing S and noise photon number nq in the

measured quadrature. Here, we assume a Gaussian CV QKD protocol between path A and

path B, where environment acts as an eavesdropper. The black dashed line corresponds to

the noise threshold at which the protocol becomes insecure, K = 0. The orange dashed line

shows the crossover noise nc, corresponding to ∆B as a function of S, which provides an

intuitive explanation for the security of the QKD protocol in the framework of LII flow.

a universal constant n∗, which can be analytically expressed as

n∗ ≃
2(ln 2− 1)

W−1
(

2(ln 2−1)
e

) ≃ 0.26, (5.15)

where W−1(x) is the analytical continuation of the product logarithm function. As shown

in the numerical treatment in Fig. 5.3(b) without any approximations, we find n∗ ≃ 0.2564.
In the next step, we investigate ∆A, ∆B, and ∆AB as a function of n. The theoretically

expected noise dependence of ∆A and ∆B is shown in Fig. 5.3 for various squeezing levels.

We observe that these quantities behave fundamentally different in the limit n→ 0. In
particular, nc decreases (increases) monotonically with increasing S for ∆A (∆B), as shown

in Fig. 5.3(b). As already discussed above, this behavior is experimentally reproduced in

Fig. 5.3(a). We can understand the fundamentally different behavior of ∆A and ∆B by

the fact that noise injection in path B is a local process which directly leads to bipartite

correlations between path B and environment E, but only indirectly correlates path A and

E. Hence, the bipartite correlations between path B and E increase monotonically with

n, whereas the correlations between path A and path B decrease due to the monogamy
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relations. In constrast to that, the information flow between A and E can only result from

tripartite correlations caused by an interplay between S and n. These correlations are not

required to be monotonic in these quantities. The LII flow is schematically depicted in

Fig. 5.4(a). We see that the fundamentally different behavior of ∆A and ∆B as a function

of n can be explained by the fact that in the case of ∆B no direct correlations between

path A and path E are required to establish an LII flow, in contrast to the case described

by ∆A. This becomes especially clear if we take the low-squeezing limit 0 < r ≪ 1. In
this limit, we have nc → n0. A numerical investigation shows that n0 = 0 for ∆B, whereas

we obtain the nontrivial result n0 ≃ 0.79 in the case of ∆A, as can be seen in Fig. 5.3(c).

The existence of this nontrivial zero can be directly related to the fact that the LII flow

A→ E is only indirectly controlled by the parameters r and n. For a qualitative proof, we

employ a simplistic model for the LII flow and assume that the LII flow capacity between

two systems X and Y is described by a function GXY (r, n). Although the exact functional

behavior is unknown, we certainly have GAB(0, n) = GBE(r, 0) = 0 and simultaneously

for r, n > 0, we have GAB(r, 0) , 0 and GBE(0, n) , 0. The most relevant function for our

purpose is GAE(r, n), which satisfies GAE(0, n) = GAE(r, 0) = 0. We then model the LII

flow capacities for A→ B→ E and B→ A→ E by 6

GABE(r, n) = GAB(r, n)GBE(r, n), GBAE(r, n) = GAB(r, n)GAE(r, n). (5.16)

To obtain behavior for small squeezing, we perform a Taylor expansion around r = 0 and

find

GABE(r, n) =
(
∂GAB

∂r

)
r=0︸             ︷︷             ︸

>0

GBE(0, n)r +O(r2), (5.17)

GBAE(r, n) =
(
∂GBA

∂r

)
r=0︸             ︷︷             ︸

>0

(
∂GAE

∂r

)
r=0

r2 +O(r3), (5.18)

where we assume that there are no divergences in the first and second order derivatives

at r → 0. Since we have GBE(0, 0) = 0, we have a trivial zero in first order for GABE at

n0 = 0, as expected. Furthermore, we find that, in contrast to GABE(r, n), GBAE(r, n) can

only be described in quadratic order in r and not linearly. As a result, the lowest order

coefficient is not simply GAE(0, n), similar as in Eq. (5.17), but the respective first order

derivative, which can have nontrivial functional shape and allows for the possibility of a

nontrivial zero n0 > 0. Thus, measuring n0 > 0 for DA implies that noise injection in B
leads to direct correlations as a function of x ∈ {r, n} [i.e., O(x)] between E and B. In

contrast, the subsystems A and E are only correlated in higher order [i.e., O(x2)].
6Note that in an electrical circuit analogy, conductance would add reciprocally for a serial connection.
Here, we do not use this analogy and neglect the sum of the respective individual conductances in the
denominator as this would lead to divergences. By implicitly assuming a normalization 0 ≤ GXY ≤ 1,
we rule out the unphysical case that the serial connection increases the overall capacity.
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5.3 Relation of locally inaccessible information to

quantum key distribution

Here, we show that LII is related to the security of certain QKD protocols. In particular,

we focus on the Gaussian CV implementation of BB84 under reverse reconciliation, as

described in Ref. 357 and Ref. 346. In this protocol, squeezing and displacement operations

are used for a basis choice and encryption. Although the treatment of this specific protocol

in Ref. 346 does not require entanglement, we can assume that an equivalent entanglement-

based version exists by employing the concept of virtual entanglement [358, 359]. In

order to investigate the relation between the LII flow and QKD, we assume that path

A and path B exploit quantum correlations to securely share a common secret key [360].

The environment E can then be associated to an eavesdropper controlling loss and noise

[361]. Thus, noise injection can be related to an entangling cloner attack from E [358].

As discussed in Sec. 5.2, the eavesdropper needs to add at least nc noise photons to

get a positive LII flow. For a perfect reconciliation efficiency, the amount of exchanged

unconditionally secure information is then determined by the secret key [263, 362]

K = Is(A : B)− χE, (5.19)

where the Shannon mutual information Is(A : B) is compared with the eavesdropper’s

Holevo quantity χE [276].7 To determine K, we assume that path A and path B initially

share an ideal TMS state with squeezing factor r, described by a covariance matrix VAB.

For the entangling cloner attack, the eavesdropper prepares a second TMS state [263]

V E1E2 = 1
4

(
W12

√
W 2 − 1σz√

W 2 − 1σz W12

)
, (5.20)

where the quantity W is determined by the eavesdropper’s initial two-mode squeezing.

As a result, the four-mode covariance matrix

V ABE1E2 = V AB ⊕ V E1E2 (5.21)

describes a pure state. Next, the eavesdropper couples the mode E1 to B by an asymmetric

beam splitter operation C with reflectivity β. The resulting covariance matrix is given by

V ′
ABE1E2 = (12 ⊕C ⊕ 12)V ABE1E2(12 ⊕C ⊕ 12)†, (5.22)

7The technically relevant quantity is the secret key rate. The secret key rate can be determined by
multiplying K with the bandwidth of our system, which is determined by our digital FIR filter.
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which can be expressed as

V ′
ABE1E2 = 1

4


V ′

11 V ′
12 V ′

13 02

V ′
12

T
V ′

22 V ′
23 V ′

24
V ′

13
T

V ′
23

T
V ′

33 V ′
34

02 V ′
24

T
V ′

34
T

V ′
44

 , (5.23)

where the 2× 2 matrices V ′
ij can be straightforwardly calculated. Since the matrix V ′

22/4
corresponds to the final local noisy TMS state in system B, we demand

1
4(cosh2r + 2n)12 = 1

4[(1− β) cosh2r 12 + βW12]. (5.24)

In the limit β ≪ 1, we find the relation βW = 2n. We consider reverse reconciliation [358]

and assume that we perform a homodyne detection on B in the next step. We define the

number of noise photons added to the measured quadrature as nq = n/2. We only consider

the noise nq since homodyne detection is equivalent to phase-sensitive amplification and

measurement of a certain quadrature, which implies that the orthogonal quadrature is

strongly deamplified. Consequently, only half of the added noise is of relevance since we

assume that the noise is symmetrically added to both field quadratures. For the final

state of the eavesdropper, we have

V ′
E|B = V ′

E −
1

4
√

det V ′
22

V ′
CΠqV

′
C

T
, V ′

E = 1
4

(
V ′

33 V ′
34

V ′
34

T
V ′

44

)
, (5.25)

where V C = (V ′
23,V

′
24)T and Πq denotes the phase space projector on the q-quadrature

[49]. The corresponding Holevo quantity χE is then obtained as

χE = SE − SE|B, (5.26)

where SE (SE|B) denotes the von Neumann entropy, corresponding to V ′
E (V ′

E|B).
8 For

a Gaussian codebook of input states with variance σ2, the Shannon mutual information

Eq. (2.128) can be calculated by [263]

Is(A : B) = ν

2 log2 [1 + SNR(ν)].

Here we choose ν = 1 for a homodyne (projection onto squeezed states) detection and

ν = 2 for a heterodyne measurement (projection onto coherent states). For homodyne

8In this specific case, we calculate von Neumann entropies using the binary logarithm in Eq. (2.131)
since this is common convention in QKD for the definition of K.
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detection, we find

Is(A : B) = 1
2 log2

(
1 + 4(1− β)σ2

(1− β)e−2r + 4nq

)
≃ 1

2 log2

(
1 + σ2

nq

)
, (5.27)

where, for the last expression, we use the approximations r ≫ 1 and β ≪ 1. For the

calculation of SNR in the detected quadrature, we have considered the protocol described

in Ref. 346, implying a noise of e−2r/4 + nq per quadrature and an optimal codeboook

variance σ2 = sinh(2r)/2. We plot max(K, 0) in Fig. 5.4(b) as a function of squeezing and

noise for β = 10−4. The black dashed line corresponds to the noise threshold beyond which

the secret key becomes zero. For comparison, the orange dashed line shows nc according

to ∆B in Eq. (5.11). Although we do not provide proof that both curves are identical, we

observe that the threshold for the secret key and nc approximately coincide, implying that

the QKD protocol becomes insecure if the eavesdropper obtains a positive LII flow. One

possible explanation for the deviation of both curves is the fact that we do not calculate

the actual EoF but only the lower bound EF. Thus, the quantities ∆A, ∆B, and ∆AB

can become of practical interest as security quantifiers in QKD, with the advantage that

these quantities are easier to compute than the Holevo information. Equation (5.23) also

allows us to substantiate our argumentation about the different behavior of ∆A and ∆B

in Sec. 5.2. It can be shown that bipartite mutual information between path A and the

respective modes E1 and E2 is always zero, implying that any LII flow between these

systems needs to be caused by multipartite correlations. Although Eq. (5.23) is only one

specific purification, this result is generally valid since the Stinespring dilation theorem

states that the purification is unique up to a unitary transformation, which does not

impact entropy [210, 355].

Finally, we want to note one relation of quantum discord to dense coding protocols,

as discussed in Sec. 2.3.2, with respect to the entanglement-assisted channel capacity

[363, 364]. We consider a bosonic thermal channel, carrying ns of signal photons and

nn of noise photons. As shown by Holevo and Werner [365], the asymptotic ratio of

the entanglement-assisted channel capacity Cea and classical channel capacity can be

expressed as

lim
nn→∞

Cea

C
= (1 + ns) ln

(
1 + 1

ns

)
. (5.28)

This equation has structural similarity to our result for the asymptotic quantum discord,

Eq. (5.13). Indeed, if we relate the environment to an eavesdropper, the communication

channel between the subsystem AB and E carries n photons on average. For the eavesdrop-

per, enhancing the squeezing level S in the TMS state effectively looks like thermal noise.

In this analogy, we then observe that the quantum discord between path A and path B
corresponds to a relative entanglement-assisted enhancement of the channel capacity C

between AB and E,
lim

S→∞
DA = lim

S→∞
DB = Cea − C

C
. (5.29)
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Thus, quantum discord, describing LII between path A and path B, simultaneously

increases the entanglement-assisted channel capacity Cea between AB and the environment.



Chapter 6

Experimental quantum teleportation of

coherent microwave states

In this chapter, we discuss our experimental realization of quantum teleportation with

propagating microwaves. Although over the last decades successful experimental quantum

teleportation has been demonstrated with discrete-variable systems and with propagating

waves in the optical frequency regime [9, 67, 219], a realization with propagating microwave

states has been missing so far. In the following, we demonstrate the first implementation of

deterministic quantum teleportation of coherent microwave states by exploiting two-mode

squeezing and an analog feedforward channel over a macroscopic distance of d = 0.42 m.

In Sec. 6.1, we introduce our experimental setup. Next, discuss our calibration procedure

for the TMS resource and the JM in Sec. 6.2. Following that, we present our experimental

results in Sec. 6.3. A systematic experimental study of the teleportation fidelity as a

function of resource squeezing and feedforward gain, is provided in Sec. 6.3.2. In addition,

we introduce a theory model for our experiment in Sec. 6.3.3. In Sec. 6.4, we demonstrate

in an outlook how analog quantum teleportation can be used for Gaussian error correction

[218].1 Parts of the results of this chapter have been published in Ref. 78. Parts of the

figures as well as from the text have been adopted from this publication.

6.1 Setup for intra-fridge quantum teleportation

In this section, we provide a detailed discussion of the microwave quantum teleportation

setup. A schematic illustration of this setup is provided in Fig. 6.1 and we briefly review

our teleportation scheme in the following. The setup consists of four JPAs.2 We employ

two JPAs for entanglement generation and two other JPAs for analog Bell measurement.

The two measurement JPAs in the JM geometry form the Alice part of the setup and

the Bob part is realized with a directional coupler with coupling β = −15 dB. The

1The investigation of our analog quantum teleportation protocol with respect to Gaussian error correction
has been collaboratively performed within a Master’s project together with W.Yam. The resulting
Master’s thesis can be found in Ref. 238.

2We use NEC JPAs for the experiments presented in this chapter.

145
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Figure 6.1: Schematic setup for quantum teleportation with propagating microwaves, consisting of two

entanglement JPAs and two measurement JPAs. The TMS idler and the feedforward are

distributed to Bob via superconducting coaxial cables. We employ a cable length of 53 cm
for the TMS idler mode and of 42 cm for the feedforward. The classical feedforward is

generated by the measurement JPAs with gain G and coupled to Bob’s TMS idler via a

directional coupler with coupling β = −15 dB. The combined action Ĥ of measurement JPAs

and directional coupler implements an analog projective phase space measurement in the

projective limit, G→∞, β → 0, Gβ = const.

two entanglement JPAs generate orthogonally squeezed single-mode states which are

superposed at a symmetric hybrid ring beam splitter. Then, the outputs of this hybrid

ring beam splitter emit a TMS resource state. One mode of the resource state is distributed

to Alice and the second mode (TMS idler) is sent to Bob’s directional coupler over a

distance of 53 cm. Alice uses a second hybrid ring beam splitter to entangle her resource

mode with an unkown coherent input state, generated at room temperature, and employs

the JM to realize the Bell measurement. Following that, Alice transmits the analog

feedforward signal to Bob over a distance of 42 cm. Bob uses his directional coupler

to couple the feedforward signal to his resource mode. As discussed in Sec. 2.3, in the

projective limit, the joint action Ĥ of the JM and the directional coupler implements a

phase space projection. As an example, for the q-quadrature, this joint action yields the

phase space transformation [cf. Eq. (2.177)]

H =
√
β

2 J q
β→0−−−−→

G·β→4
Πq =

(
0 0
0 1

)
, J q =

(
1/
√
G 0

0
√
G

)
. (6.1)

A similar expression can be found for the p-quadrature. In the next step, we perform

quantum state tomography of the resulting state and compare the result to the prechar-

acterized input state. Simultaneously, we measure the second JM output (JM idler) for

phase stabilization. Figure 6.2 shows a photograph of our experimental setup. The central

mechanical component of the experimental setup is formed by a silver rod which is directly
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attached to the MC plate and allows for flexible mounting of microwave components.

To improve a thermal contact between the silver rod and various components, we have

chemically removed the silver tarnish Ag2S prior to installation. This is done by boiling

the sample rod together with aluminum foil and sodium hydrogencarbonate in saturated

saline solution, leading to the redox reaction [366]

3Ag2S + 2Al −→ 6Ag + Al2S3. (6.2)

At the bottom, the sample rod is extended by an OFHC-Cu holder. The JPA samples and

the passive microwave components are fixed on opposite sides of the sample rod. Each

of the cylindrical Al boxes shown in Fig. 6.2(a) contains a single JPA, which is prepared

as described in Sec. 3.2.1. In comparison with Ref. 112, the Al boxes are designed in a

way that they can be directly attached to the sample rod from the back side without

additional L-shaped holders. The motivation behind this new design is space optimization,

since the teleportation setup needs to fit inside a cryoperm shield (not shown here) with a

diameter of 13.5 cm and a length of 42.2 cm for protection from external magnetic fields.

The DC flux of each JPA can be controlled by an individual superconducting coil inside

of the respective Al shield. The two lower Al shields contain the entanglement JPAs,

which can be individually temperature-stabilized.3 During all our experiments described

in this chapter, the temperature of the entanglement JPAs has been set to 50 mK. The

top two Al boxes contain the measurement JPAs. In contrast to the entanglement JPAs,

the measurement JPAs are not temperature-stabilized. The central Al box houses an

additional JPA in Alice’s input line which can be used for squeezed state generation

and teleportation or for potential crosstalk correction in future experiments. As passive

RF components, we employ circulators,4 hybrid ring beam splitters,5 and a directional

coupler.6 Most of these passive components are visible in Fig. 6.2(b) and some of those

components are fixed with L-shaped OFHC-Cu holders to the front side of the sample rod.

The JPAs and RF components are connected with custom-made superconducting coaxial

NbTi/NbTi cables with crimped SMA connectors. These cables are desgined individually

to fit inside of the cryoperm shield and satisfy the 50 Ω standard with tolerance ±2 Ω.
Simultaneously, the cable lengths are chosen to minimize mismatches in the effective

electrical path lengths between all three signal lines. For each of the JPAs, we install a

circulator at the signal line to separate input and output modes. The first hybrid ring

beam splitter (HR1) is employed for TMS state generation. Hybrid ring beam splitters

HR2 and HR3 belong to Alice’s JM. We couple a coherent to-be-teleported signal into

the setup via HR2. Wherever possible, we employ direct connections between different

3We use two AVS-47B resistance bridges, combined with two TS-530A temperature controllers from
Picowatt for this purpose.

4We use CTH1184-KS18 circulators from Quinstar for this purpose.
5We use CPL-5850-100B hybrid ring beam splitters from Miteq for this purpose.
6We use a CPL-4000-8000-15-C coupler from Miteq for this purpose.

http://www.picowatt.fi/index1.html
https://quinstar.com/
https://nardamiteq.com/
https://nardamiteq.com/
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Figure 6.2: (a) Photograph showing the front view of the experimental teleportation setup. The two

lowest aluminum boxes contain the entanglement JPAs (JPA1 and JPA2) and the two top

boxes contain the measurement JPAs (JPA3 and JPA4). The aluminum box in the center

contains a fifth JPA at Alice’s input for potential teleportation of squeezed states. At the top

of the photograph, the output circulators and cryogenic switches are visible. The pump lines

can be recognized by the blue minibend cables. (b) Photograph showing the back view of the

experimental teleportation setup and revealing the hybrid ring beam splitters (“HR1”, “HR2”,

“HR3”) and circulators for entanglement and measurement JPAs. During the teleportation

experiment, signals flow from bottom to top.

microwave components. As an example, we directly connect the JPA2 circulator and

HR1, since minimizing losses is especially important to avoid degradation of entanglement.

Bob’s directional coupler is mounted outside of the cryoperm shield and the coupled

port is connected to Alice via a 42 cm long superconducting coaxial cable. The input

port is directly connected to an output of HR1 via a 53 cm long superconducting coaxial

cable. We thermalize all JPAs, cables, and microwave components with annealed silver

wires. In addition, the second coupled port of Bob’s directional coupler and unused

ports of the circulators, are terminated by 50 Ω impedance loads, which are thermally

anchored to the MC plate with annealed silver strips. The 50 Ω impedance effectively

injects the respective signals at this port into an infinitely long transmission line and
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dissipates the energy to cryogenic environment [93]. For our teleportation experiment,

we use eight input lines and four output lines. We employ five of these input lines as

pump lines for our JPAs. Two of the remaining input lines are connected to JPA1 and

JPA2, respectively, and the last input line is used to inject the coherent input signal

into HR2. Each of these three input lines contains heatable 30 dB attenuators for Planck

spectroscopy, as described in Sec. 3.1.4. To guarantee reliable photon number calibration,

it is important to establish a weak thermal contact for these lines and to avoid any touches

with other components. The four output lines are employed for TMS state characterization,

calibration of the coherent input state, phase stabilization, and reconstruction of the

teleported state. We generate the pump tones and the coherent input signal with room

temperature SGS100A RF sources and measure the output signals with our FPGA-based

microwave receiver setup as described in Sec. 3.1.3. For the teleportation protocol, we

divide a single measurement trace of 400 µs into eight different parts (pulses). The first

pulse provides a reference for the state tomography. The remaining pulses control the

JPA pump sources as well as the RF input source. The pulse pattern is designed such

that we can simultaneously reconstruct all individual JPA parameters as well as the

coherent input signal and the teleported state within one single measurement trace. In

addition, during one of the pulses, we perform the teleportation protocol without pumping

the entanglement JPAs (“‘classical teleportation”). During the last pulse, we realize the

complete quantum teleportation protocol by simultaneously switching on the pump tones

for the entanglement and measurement JPAs, as well as enabling the coherent input signal.

A complete setup drawing is provided in Fig.A.2 in AppendixA.

To switch between different output lines, we use two cryogenic RF switches.7 The

location of these switches is indicated in the full setup drawing in Fig.A.2. The RF

switches contain ferromagnetic components which can lead to trapping of magnetic flux

vortices in the JPA ground planes. This flux trapping may degrade internal quality factors

of the JPAs [367, 368]. In addition, switching requires application of a short current pulse

and the induced magnetic field can destroy the DC flux calibration. Since it is necessary

to switch both RF switches during the experiment, we ensure that the switches do not

interact with our JPAs by mounting them outside of the cryoperm shield using a separate

OFHC-Cu holder, as shown in Fig. 6.2(a). To avoid any magnetic crosstalk between the

switches, we space them apart by 6 mm distance using an additional OFHC-Cu slab.

The switches are controlled by a custom-built switch driver described in Ref. 158. We

ground the cryogenic switches directly to the cryostat mass to save input lines. To change

between different input and output lines in our teleportation experiment, we use additional

switches at room temperature .8

7We use N1812UL 5-port switches from Agilent for this purpose.
8We use N1810TL 3-port switches from Agilent for this purpose. The switches are controlled by a
L4445A switch driver via a TCP connection to our measurement CPU.

https://www.agilent.com/
https://www.agilent.com/
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Figure 6.3: (a) Balancing of the TMS resource for microwave quantum teleportation. We fix the squeezing

angles of the entanglement JPAs, perform a two-dimensional pump power sweep and optimize

for maximal variance ratio ρ = vs,1vs,2/(va,1va,2), where vs,i (va,i) denotes the squeezed

(antisqueezed) variance in path i ∈ {1, 2}. To reduce the measurement time, we restrict

ourselves to the region where we expect this optimum to appear. This measurement has

been performed at ω0/2π = 5.45 GHz. Here, we observe a maximal variance ratio of ρ = 0.86
(purple star) for JPA input squeezing S = 4.5 dB. (b) Local purity µ of one TMS mode

and negativity N , quantifying the entanglement strength between both modes, as a function

of the JPA2 pump power. For each JPA2 pump power, the JPA1 pump power is chosen

such that we reach maximal ρ. We observe the expected monotonic decrease of the local

purity µ as the TMS state locally coincides with thermal noise. Simultaneously, N increases

monotonically. In the high pump power limit, we would approach a maximally entangled

state, µ → 0 and N → ∞ in the absence of practical experimental limitations. Solid lines

connecting data points are a guide to the eye.

6.2 Calibration and balancing procedure

Before we can realize the actual teleportation experiment, we need to perform multiple

calibration steps. These measurements include Planck spectroscopy for all four output

lines, as described in Sec. 3.1.4. To minimize the measurement time, we use our two-path

tomography setup for simultaneous detection of two Planck curves, implying that we

need to run two Planck sweeps. In addition, we perform characterization routines for

all involved JPAs, as described in Sec. 3.2.2. Next, we run a more advanced calibration

routine to correct for a finite pump crosstalk between the JPAs as well as for differences

in the electric path lengths. Finally, we calibrate the coherent photon number in the input

to-be-teleported signal to eventually calculate the teleportation fidelity.

Two-mode squeezing balancing As discussed in Sec. 2.2.2, an ideal TMS state locally

looks like a symmetric thermal state. Since we experimentally create our TMS states by

superposing two independent squeezed states, it is not guaranteed that both variances of
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the resulting TMS state coincide, e.g., due to asymmetries in the JPAs or in the involved

microwave components. In particular, since our circulators are effectively transparent

at the pump frequency 2ω0, the entanglement JPAs weakly affect each other via pump

crosstalk. Since quantum teleportation works best with a symmetric TMS resource, we

need to carefully balance our states. During this balancing routine, we fix the squeezing

angle for JPA1 (JPA2) to γ1 = 45◦ (γ2 = 135◦). Next, we estimate the required pump

powers to achieve a desired two-mode squeezing level from the individual squeezing

characterization of both JPAs. Following that, we sweep the pump power of both JPAs

in the region of expected balance and measure the variance ratio, ρ = vs,1vs,2/(va,1va,2),
where vs,i (va,i) denotes the squeezed (antisqueezed) variance in path i ∈ {1, 2}.9 For

fixed JPA2 pump power, we choose the JPA1 pump power which maximizes ρ. To

enable proper stabilization of the squeezing angles, we employ four pulses each having a

temporal length τ = 107 µs. Results of such balancing at ω0/2π = 5.45 GHz are shown

in Fig. 6.3(a), where each data point is averaged over 1.25× 106 time traces. We clearly

observe that, for each JPA2 pump power, there is a corresponding JPA1 pump power

at which we reach maximal ρ. At this maximum, we measure typical values ρ = 0.86.10
The pump powers, chosen for Fig. 6.3(a), correspond to squeezing levels ranging from

4.5 dB to 6.5 dB. Figure 6.3(b) shows negativity and local purity at the point of optimal

balancing as a function of JPA2 pump power. We clearly observe that the entanglement

strength increases with increasing pump power. In case of noiseless JPAs and perfect

balancing, the increase in negativity is described by N = max[0, e−r sinh r], according
to Eq. (2.133). Simultaneously, purity of the local mode decreases, as expected. For an

ideal TMS state, this decay is given by µ = sech 2r. In case we neglect all losses and

noise, the two-mode squeezing level ST coincides with the squeezing level S of the input

squeezed states. However, our cryogenic hybrid ring beam splitters have an insertion loss

of εHR = 0.4 dB. These losses lead to ST ≲ S, where the relative difference between S and

ST is approximately 10 % [78]. The deviation is sufficiently small to treat S as a direct

quantifier for the amount of two-mode squeezing in our resource.

Coherent photon number calibration Next, we calibrate the coherent photon number in

our teleportation setup, as described in Sec. 4.1. We choose the input of HR2 as a reference

point, indicated by the red dot in Fig. 6.4(a). First, we perform Planck spectroscopy to

obtain a photon number calibration for our reconstruction point. Following that, we sweep

the coherent signal power in a two-pulse measurement with a corresponding pulse length

of 208 µs. Here, we perform averaging over 1.8× 106 time traces. For each signal power,

we perform reference-state reconstruction to determine the number of coherent photons in

the signal. The result of this experiment is shown in Fig. 6.4(a). As a consistency check,

9We balance the TMS resource state via the outputs “Out 1” and “Out 2” shown in Fig.A.2.
10To the best of our knowledge, equality of this maximal ρ to the previous value found in Sec. 4.2 is a

coincidence.
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Figure 6.4: (a) Coherent photon number calibration of to-be-teleported signals. We vary the input power

of a coherent signal in a two-pulse measurement and use reference-state reconstruction to

obtain a calibration curve for the displacement photon number |α|2. To check for consistency,

we perform the measurement via two distinct outputs, as indicated in the inset and observe

a good agreement between them. (b) Reconstructed displacement phase. The calibration

measurement is performed with the target phase θ = 45◦, which corresponds to orange

triangles. The phase offset between both outputs results from different electrical path lengths.

Dashed lines are a guide to the eye.

we simultaneously measure the calibration curve via two different outputs, as indicated

in the inset.11 From a linear fit, we extract a relation of 1.54 aW per coherent photon

within our measurement bandwidth. We also observe an excellent agreement between

both signal paths. Figure 6.4(b) shows the reconstructed displacement angles. During this

measurement, the coherent phase is stabilized to θ = 45◦. In the second path, we record a

stable phase of 152± 0.6◦, indicating a relative phase shift of 107◦ due to the phase offset

of the hybrid ring beam splitter and differences in the electric path lengths.

Balancing of the Josephson mixer Analogous to the TMS state balancing, the quasiprob-

ability distributions of the JM output states are supposed to be symmetric as well. In

this case, the combined action of the two phase-sensitive measurement JPAs corresponds

to a TMS operation and the JM can be regarded as a single phase-preserving amplifier

with spatially separated signal and idler ports. Before performing balancing of the JM, we

toggle both cryogenic switches to a configuration which enables us to reconstruct Bob’s

output state at the directional coupler, as well as the JM idler.12 In order to reconstruct

our quantum states at the output of the directional coupler, we need to compensate

for additional losses of 3.7 dB in our photon number calibration, relative to HR1 input.

11This calibration measurement requires switching to the output lines “Out 3” and “Out 4” in Fig.A.2.
12Bob’s state is reconstructed via output line “Out 1” and the JM idler is measured via “Out 4” in Fig. A.2.
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Figure 6.5: Balancing and calibration scheme for microwave quantum teleportation. Following this

scheme, we balance the JM and the TMS resource states and take mutual JPA crosstalk into

account. First, we fix resource squeezing S, feedforward gain G, and input photon number

|α|2. In addition, we fix all JPA amplification angles close to their expected values. For fixed

TMS state parameters, we vary the JPA4 angle until we find an optimum φ∗
4 at which the

JM response, |α′|2, is independent of the displacement angle θ. Subsequently, we repeat the

same procedure with the pump power of JPA4. Next, we optimize the TMS resource with

respect to variance ratio and purity by varying the angle and gain values of JPA1. We repeat

the whole procedure until we converge to steady parameters.

Simultaneously, we shift the reconstruction point from the input of HR2 to the output of

HR3, which enables us to directly measure the JM idler. This is done by correcting the

respective PNCF by estimating extra 8.2 dB of losses. Since we operate both measurement

JPAs at large gain values, G≫ 1, we expect the effect of pump crosstalk to be significantly

larger, as compared to the entanglement JPAs. Thus, we perform the JM balancing

in two steps. In the first step, we roughly balance the JM in an analogous way as the

TMS resource by amplifying a coherent signal with approximately |α|2 = 4 coherent

photons. Within this procedure, we keep the pump power of JPA3 and JPA4 fixed and

sweep the respective amplification phases around the expected optimum. We reach a

maximal variance ratio ρ = 0.93. During this measurement, we keep the entanglement

JPAs switched on to account for their pump crosstalk. We measure a phase mismatch

of 58◦ between both JM paths. Correcting for the difference in electric path lengths is

especially relevant for our Bell measurement setup, since the JM only acts as a proper

interferometer in case of propagating waves in both paths under the same phase evolution

[246, 247]. Thus, we need to correct for a possible phase mismatch by adjusting relative

amplification angles of the measurement JPAs. We perform this sensitive balancing within

a set of additional fine calibration measurements. The corresponding calibration protocol

is depicted in Fig. 6.5 and consists of multiple steps. The main scope of this calibration

routine is to remove any dependence of Bob’s teleportation fidelity on the coherent phase

θ, which is assumed to be unknown in our experiment since we employ polar symmetric

codebooks. Prior to calibration, we fix the desired resource squeezing S, the feedforward

gain G, and the displacement photon number |α|2. In the first calibration step, we fix
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the pump power of both measurement JPAs, the amplification angle of JPA3, as well

as the TMS state parameters. Next, we simultaneously sweep the displacement phase θ

and the JPA4 phase. We then aim for the target phase φ∗
4 at which the displacement

photon number |α′|2, reconstructed at the output of the directional coupler, becomes

independent of θ. If such a region does not exist, we repeat the same measurement for

a different JPA3 phase. In case we find such an optimal phase, we fix the JPA4 phase

at φ∗
4. The result of such a calibration measurement at ω0/2π = 5.435 GHz is shown in

Fig. 6.6(a). In the second calibration step, we vary the pump power of JPA4 and measure

the amplitude response |α′|2. As in the first step, we aim for the target pump power P ∗
4

at which |α′|2 becomes independent of θ. Figure 6.6(b) depicts the outcome of such a

calibration step. In Fig. 6.6(c), we plot the result from the same measurement in a 2D

plot. We clearly observe that sinusoidal oscillations become flat at the pump power of

−34.4 dBm. During the third calibration step, we fix all JM parameters at their respective

optimal values. Since changing the JM parameters affects the TMS state balancing due

to the pump crosstalk, we need to recalibrate the TMS resource. This is done by fixing

the JPA2 parameters while we simultaneously vary the JPA1 pump power and squeezing

angle. Following that, we choose the JPA1 parameters such that variance ratio and purity

of the local single-mode states are maximized. The corresponding result is plotted in

Fig. 6.6(d). Since each calibration step affects all other steps, the whole procedure needs

to be repeated until we reach a steady state. However, we observe that, for most of our

JPA working points, one calibration cycle is sufficient in practice. To find an optimal

common working point for our JPAs, we repeat these measurements for various resonance

frequencies and simultaneously optimize for squeezing S generated by the entanglement

JPAs and for the degenerate gain G produced by the measurement JPAs.

6.3 Quantum teleportation results

In the following, we discuss results of our quantum teleportation experiment. In Sec. 6.3.1,

we demonstrate a successful coherent state quantum teleportation by exceeding the no-

cloning limit. In addition, we systematically investigate the fidelity dependence on the

resource squeezing and feedforward gain in Sec. 6.3.2. Next, we introduce a theory model

of our teleportation protocol which includes experimental imperfections in Sec. 6.3.3, and

determine various technically relevant quantifiers of our protocol, such as a classical bit rate

and practical Bell efficiency. In Sec. 6.4, we demonstrate that our quantum teleportation

protocol implements a scheme for Gaussian error correction [218].

6.3.1 Experimental teleportation fidelities

From our JPA calibration measurements, we find that ω0/2π = 5.435 GHz represents

a suitable working point. Following a proper calibration cycle, we run the complete
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Figure 6.6: Experimental results according to the calibration scheme, described in Fig. 6.5. (a) First,

we vary the JPA4 angle φ4 around the expected optimum and measure the JM interference

pattern. For φ∗
4 = 44◦, indicated by the green box, the measurement JPAs effectively amplify

orthogonal quadratures, implying that the JM acts like a phase-insensitive amplifier. (b)

JPA4 pump power calibration. Phase-independence is achieved at power P ∗
4 = −34.4 dBm,

as indicated by the green box. (c) Data from panel (b) replotted as stacked lines. Solid

lines are a guide to the eye. (d) Recalibration of the TMS resource. We vary the JPA1

amplification parameters and optimize for purity µ′ and variance ratio (not shown here). The

green box corresponds to the optimal calibration setting.

teleportation protocol and reconstruct the Wigner function of the teleported state at the

output of the directional coupler at Bob’s side. A particular result of such a measurement

for |α|2 = 2.7, θ = 45◦, G = 23 dB, and S = 4.5 dB, is plotted in Fig. 6.7. In this

parameter regime, the entanglement (measurement) JPAs have a corresponding bandwidth

of 11 MHz (4 MHz). We record the signal with our two-mode receiver with a SSB of

200 kHz. Figure 6.7(a) shows the Wigner function of the target state reconstructed at the

input of the JM within the coherent state calibration measurement. In Fig. 6.7 (b) we plot
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Figure 6.7: Results of the Gaussian Wigner tomography for the quantum teleportation of coherent

microwave states. Panel (a) shows the Wigner function of the input state with |α|2 = 2.7
coherent input photons. Panel (b) shows the Wigner function of the teleported state with

the teleportation fidelity F = 0.59, significantly exceeding the classical threshold Fc = 1/2.
In panel (c), we plot the corresponding Wigner function of the same protocol without the

entangled resource. In this classical scenario, we measure F = 0.46. In addition, we observe

that the state gets purified in the quantum case, manifesting in the narrower output Wigner

function.

the Wigner function of the teleported state and Fig. 6.7 (c) illustrates the classical result

without employing entanglement. Before measuring classical teleportation, we repeat

the calibration procedures for the JM, described in Sec. 6.2, but with the entanglement

JPAs switched off. We clearly observe that the final quasiprobability distribution becomes

sharper if we employ entanglement, which implies that our TMS resource purifies the

state. In fact, the final state in the quantum case has purity µ = 0.39 and we measure

fidelity F = 0.596± 0.004 with respect to the target state [78]. In the classical scenario,

we measure F = 0.46 < Fc and µ = 0.30. This result demonstrates successful quantum

teleportation of a single coherent state.

However, in case we attempt to employ quantum teleportation for applications including

information transfer, we need to employ a codebook, consisting of various input states.

As discussed in Sec. 2.2.6, this codebook forms a communication alphabet. Thus, we

perform a systematic study of the fidelity dependence on |α|2. Corresponding results

for G = 21 dB and G = 23 dB are shown inFig.6.8 for S = 4.5 dB. We observe that for

G = 21 dB, we exceed the no-cloning limit for |α|2 ≤ 1.1. For larger photon numbers, the

teleportation fidelity decreases due to compression of the measurement JPAs [107]. For

G = 23 dB, we exceed Fc for the codebook of coherent states with up to 7 displacement

photons and arbitrary displacement phases. In Fig. 6.9, we show the teleportation fidelity

results as a function of displacement phase, θ, for an input codebook consisting of up to

≃ 11 input photons. In this measurement, phase and power are discretized over an 18× 11
grid and Fig. 6.9 depicts an interpolation between respective measurement outcomes. For
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G = 23 dB (21 dB) we obtain an average fidelity F ≃ 0.61 ± 0.01 (F ≃ 0.72 ± 0.05) for
|α|2 ≤ 1.8. For both gain values, we significantly exceed the classical limit within statistical

error bounds. For G = 21 dB, we find an average fidelity of F = 0.689 ± 0.004 > Fnc

for fixed nd = 1.1. If we assume a truncated Gaussian codebook, restricted to |α|2 = 2
photons, Eq. (2.167) predicts a no-cloning threshold of FTG ≃ 0.98. As a result, in order

to reach unconditional security in our current quantum teleportation scheme, we would

need to improve the 1 dB compression point of our JPAs to higher values, |α|2 ≫ 1,
such that FTG → Fnc while preserving F > Fnc [312, 369]. As described in Sec. 3.2.2,

this can be achieved by employing multi-SQUID JPAs. Although the performance of

ideal quantum teleportation is not supposed to depend on the displacement phase θ, we

observe a weak oscillatory phase dependence of F in Fig. 6.9. This phase dependence is

an artifact from the imperfect balancing of the JM. As a result, the JM does not resemble

a phase-insensitive amplifier but shows a weak phase dependence. By inserting a relative

angle calibration error φ for each measurement JPAs with respect to its target quadrature,

an analogous calculation as in Sec. 2.3 reveals phase modulation of the displacement

photon number |α′|2 in the teleported state, according to

|α′|2 = |α|2 k(1 + sin2 2φ− 2 sin 2φ cos 2θ)︸                                        ︷︷                                        ︸
≡G(θ)

. (6.3)

By using the transformations

tanh u = 1− sin 2φ
1 + sin 2φ, ϵ = 2

√
k sin 2φ, (6.4)
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Figure 6.8: Experimentally determined quantum teleportation fidelity as a function of input displacement

power |α|2 for feedforward gain G = 21 dB (orange) and 23 dB (red). For G = 21 dB, we

exceed the asymptotic no-cloning bound and the classical threshold for a broad range of input

states. The black dashed line corresponds to the particular input state used for the Wigner

function reconstructions shown in Fig. 6.7. Orange and red dahes lines are guides to the eye.
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the angle dependent gain G(θ) can be expressed in elliptical coordinates according to [370]

G(θ) = ϵ2 cosh2 u cos2 θ + ϵ2 sinh2 u sin2 θ, (6.5)

where we observe that the gain curves correspond to ellipses with linear eccentricity ϵ.

Maximal and minimal gain values are given by

Gmax = ϵ cosh u = k(1 + sin 2φ)2, Gmin = ϵ sinh u = k(1− sin 2φ)2. (6.6)

Since we determine our teleportation fidelities with respect to the same input state, this

phase-dependent gain modulates fidelity with π-periodicity. This periodicity is reflected

by weak oscillations in Fig. 6.9. According to Eq. (2.157), this phase dependence affects

fidelity exponentially, which stresses the necessity of a proper calibration. A special

case occurs for φ = 45◦. In this case, both measurement JPAs amplify the same field

quadrature. The displacement vector then transforms as

d′ =
√
βΛd, Λ =

(
coshϕ − sinhϕ
− sinhϕ coshϕ

)
, (6.7)

where G = e2ϕ denotes the JM gain. In this case, the transformation of d is analogous to

the coordinate transformation of a relativistic particle moving with a Lorentz factor and

γ and effective velocity v

γ = G+ 1
2
√
G
, v = c

G− 1
G+ 1 , (6.8)
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up to the square root of the coupling β [371]. Resulting from the careful balancing in

our experiment, we have φ ≳ 0, indicating Gmax ≳ Gmin and, thus, only a weak angle

dependence. In Fig. 6.9, we specifically observe that the phase dependence becomes larger

in the limit of high |α|2, where the measurement JPAs already undergo compression.

This effect can be explained by the fact that, due to the phase-dependent gain, amplifier

compression itself becomes phase-dependent.

6.3.2 Fidelity dependence on feedforward gain and squeezing

So far, we have studied quantum teleportation for fixed resource squeezing and two different

feedforward gain values. However, as it can be seen from Fig. 6.8, the gain amplitude

sensitively determines the teleportation fidelity F . Thus, we perform a systematic

experimental study of teleportation fidelities on the gain and squeezing values. This

task can be straightforwardly achieved in our experimental setup by tuning the JPA

pump powers according to the prerecorded calibration curves for degenerate gain and

squeezing. The experimental results, corresponding to |α|2 = 1.1, are shown in Fig. 6.10(a)

for four gain and four squeezing values. The blue (green) plane corresponds to the classical

(no-cloning) fidelity limit. We exceed both thresholds in a broad range of parameters.

In addition, the teleportation fidelity strongly decays for G > 23 dB, which stresses

the importance of realizing the projection condition, k = Gβ/4 = 1. In contrast, the

fidelity only shows a weak dependence on S in our parameter regime. We find a maximal

teleportation fidelity of F = 0.689± 0.004 at G = 21 dB, where the gain value coincides

with the naive ideal theory prediction, Gopt ≃ β + 6 dB, as discussed in Sec. 2.3. However,

this optimum relies on the assumption S → ∞. In addition, microwave losses ε in the

signal path correct this optimal gain to G′
opt = Gopt + ε. From the impedance mismatch

of our RF cables, as well as from the technical specification of the corresponding passive

RF components, we estimate ε ≃ 2 dB, implying that we expect the optimum to be

located at G′
opt = 23 dB. The observation that the optimal feedforward gain is lower

than expected confirms the theoretical expectation that the optimal gain increases with

the increasing entanglement strength [250], as can be seen in Fig. 2.16(b). Since our

quantum teleportation fidelity sensitively depends on the photon number calibration, we

can estimate how uncertainties in the PNCF κ translate to errors in fidelity. In case

we change κ → κ ± 10 %κ and for the exemplary working point S = 6 dB, G = 21 dB,
we find F = 0.685+0.0014

−0.004 , implying that the relative error in fidelity is less than 1 %. To

take into account the more realistic loss estimates and the gain-dependent JPA noise

[cf. Eq. (2.78) and Ref. 85], we fit our experimental results with a theory model which

accounts for signal losses and JPA noise and is based on the steady-state input-output

formalism. This fit is depicted by the purple plane in Fig. 6.10(b) and reproduces the

experimental data as well as the observed maximum with reasonable accuracy. We note

that measuring Fig. 6.10 took us approximately two months. This stresses the necessity of
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Figure 6.10: (a) Experimental quantum teleportation fidelities F as a function of squeezing S and gain

G for |α|2 = 1.1 input displacement photons. Red bars correspond to the experimental

uncertainty. The light blue plane corresponds to the classical threshold F = 1/2 and

the green plane shows the asymptotic no-cloning limit, F = 2/3. Fidelity is maximal for

G = 21 dB and S = 6 dB. (b) Same data as in (a), but fitted with the theory model described

in Sec. 6.3.3 (magenta plane). We use the JPA noise and environmental temperature as fit

parameters. The model reproduces the location of the maximum.

our FPGA-based detection setup, described in Sec. 3.1.3. With the Acqiris card, acquiring

the measurement with the same precision would take more than one year, which is an

unrealistic cooldown time for our cryostats.

We provide a description of our simulation model as well as details about the fit in the

following paragraph. Before that, however, we verify that our teleported quantum states

are Gaussian. We do this by determining the corresponding cumulants κmn, according to

Eq. (3.6). As can be seen in Fig. 6.11, the Gaussian approximation is valid since cumulants

of order m+ n ≤ 2 exceed the higher order cumulants by an average factor of 7.2. In fact,

many of the cumulants of order m+ n ≥ 3 vanish within the error bars.

The quantum advantage in fidelity is directly related to the interference mechanism

between both TMS resource modes at Bob’s directional coupler. The quality of this

interference process depends on the consumption of quantum correlations in the protocol.

However, classical feedforward and Bob’s mode are not entangled after Bell detection.

Consequently, this correlation consumption needs to be quantified via the noise-robust

quantum discord D between JM idler and Bob’s final state (cf. chapter 5) according to

Eq. (2.138) [112]. We plot quantum discord in Fig. 6.12(a) and observe that D behaves

differently as a function of S for G = 25 dB, as compared to lower gain values. This

observation can be explained by the fact that G = 25 dB corresponds to the regime

k > 1. According to Eq. (2.188), this gain regime exhibits a significant deterioration of the
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Figure 6.11: Absolute values of cumulants κmn as a function of the measurement gain G and squeezing

levels for (a), S = 4.5 dB and (b), S = 6 dB. Error bars correspond to the respective

standard deviations. If not shown, the error bar is smaller than the symbol size. We

observe that cumulants of order m + n ≥ 3 are significantly smaller than cumulants of order

m + n ≤ 2, implying that the Gaussian approximation is valid. The solid and dashed lines

are guides to the eye.

interference mechanism between both TMS resource modes. As a result, a lower amount

of quantum correlations is consumed at the directional coupler, which eventually implies

larger residual quantum discord. For G ≤ 23 dB, we are in the regime k < 1, which is

reflected by decreasing of D with increasing S, especially visible for G = 19 dB. Thus,

increasing the squeezing improves the destructive interference in this case.

In the following, we analyze security of the protocol for the case where Alice employs

quantum teleportation for the transfer of a known coherent state |α⟩ to Bob, similar as it

is done in RSP for squeezed states [66]. In this case, we do not need to average over a

codebook of unknown input states, like in Eq. (2.164), and can directly determine how

much information about |α⟩ can be extracted by a potential eavesdropper Eve. In this

regard, we can draw an analogy between quantum teleportation and the one-time pad

encryption scheme. In this context, we interpret the teleported state as a message (M),

the entanglement distribution as a key and the feedforward signal as a publicly available

cipher (F) [221]. The protocol can then be considered as unconditionally secure if the

von Neumann entropy SM, associated with the message M, coincides with the conditional

von Neumann entropy SM|F in case we assume complete knowledge about the cipher F.

Similar as in Ref. 66 and in Ref. 112, we determine a normalized deviation

δ = SM − SM|F

SM
= I(M : F)

SM
, (6.9)

where we have employed Eq. (2.136). According to this quantifier, the protocol is secure if
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Figure 6.12: (a) Experimentally obtained D, shared by the teleported states from Fig. 6.10 and the

feedforward signal, corresponding to the data shown in Fig. 6.10. Note that the gain axis

is reverted compared to Fig. 6.10. For G < 25 dB, D decreases with increasing S, which

is especially visible for G = 19 dB. Consequently, quantum correlations are consumed to

purify the teleported state. (b) Normalized mutual information δ between the teleported

state and the feedforward signal. We find that δ decreases with increasing S, implying that

larger squeezing allows for less information about the teleported state to be extracted by

eavesdropping the feedforward signal. By comparing to Fig. 6.10, we observe that the point

of optimal fidelity does not lead to minimal δ. Red bars correspond to the experimental

uncertainty.

δ = 0, implying that mutual information I(M : F) between the message and the cipher

vanishes. We plot δ in Fig. 6.12(b) and find that the quantum teleportation security

increases with increasing S. However, minimal δ within our investigated parameter regime

is reached for G = 19 dB. Despite being close to each other, the regions of maximal fidelity

and minimal δ do not coincide. This finding indicates that despite Bob only achieves

a non-optimal fidelity, the fidelity of a potential eavesdropper can be disproportionally

smaller.

6.3.3 Simulation model including transmission losses and JPA noise

In this section, we discuss a theory model which takes signal losses and noise into account.

We model our quantum teleportation scheme in a stepwise way, as illustrated in Fig. 6.13.

The input state of the protocol in each path i is modelled by an operator f̂i, describing

a weak thermal state with noise photon number ni. The input noise photon numbers

n1 and n2 are defined by a combination of the environmental thermal noise and the

gain-dependent noise added by the entanglement JPAs. In the third path, i = 3, we start
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Figure 6.13: Scheme for simulation of the real-world quantum teleportation protocol. Each step consists

of either a unitary squeezing operation (Ŝ12, Ŝ34), a beam splitter operation (B̂1, B̂2, Ĉ), or a

non-unitary operation such as path losses (L̂1, L̂2, L̂3, L̂4, L̂5) or a JPA noise transformation.

The path losses are labelled with εi. The squeeze factors of the entanglement JPAs are r1, r2

with the respective squeezing angles are γ1, γ2. The degenerate gain of the measurement

JPAs is G3, G4 and γ3, γ4 denote the amplification angles for the Bell measurement. The

input state is reconstructed at the position, indicated by the orange dot. The blue dot

denotes the reconstruction point for the teleported state.

with the displaced thermal state

â = D̂(α)†f̂3D̂(α) = f̂3 + α. (6.10)

The number of noise photons n3 in the coherent input is related to purity µ = 1/(1 + 2n3).
Thus, we can formally write the 3-mode input state of the quantum teleportation protocol

as |n1;n2;α, µ⟩ ≡ |n1⟩ ⊗ |n2⟩ ⊗ |α, µ⟩.13 We divide the teleportation protocol into a block

structure consisting of alternating unitary and non-unitary operations. Between each

unitary operation in the ideal protocol, as seen in Fig. 2.15, we insert a non-unitary

block to model imperfections. The complete block structure is shown in Fig. 6.13, where

experimentally relevant parameters are written next to each operation. The losses are

modelled with a beam splitter model according to the operators [66]

L̂†
j


â1

â2

â3

 L̂j =


√

1− ε3(j−1)+1 â1 + √ε3(j−1)+1 v̂3(j−1)+1√
1− ε3(j−1)+2 â2 + √ε3(j−1)+2 v̂3(j−1)+2√
1− ε3(j−1)+3 â3 + √ε3(j−1)+3 v̂3(j−1)+3

 , (6.11)

with j ∈ {1, 2, 3, 4, 5}. The bosonic bath modes v̂3(j−1)+1 model environment, which we

assume to be in a weak thermal state with photon number nth. The power losses are

13Note that here, we do not use |n⟩ to denote photon number states but rather employ a symbolic
notation for a thermal state with photon number n which is assumed to be purified by a suitably
chosen environment.
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denoted by ε3(j−1)+3. The amplification process by the measurement JPAs is modelled

with a noisy squeezing operator acting on mode two and mode three, according to

Ŝ†
34


â1

â2

â3

 Ŝ34 =


â1

(â2 + ζ3) cosh r3 − (â†
2 + ζ∗

3 )e−2iγ3 sinh r3

(â3 + ζ4) cosh r4 − (â†
3 + ζ∗

4 )e−2iγ4 sinh r4

 , (6.12)

where the squeezing parameters r3 (r4) are related to the degenerate gain via G3 = e2r3

(G4 = e2r4) and the squeezing angle of JPA3 (JPA4) is denoted by γ3 (γ4). In the

following, we assume equal degenerate gain for both JPAs, G3 = G4 = G. The noise

added by JPA3 (JPA4) is modelled with a classical random variable ζ3 (ζ4). We assume

that JPA3 and JPA4 have equal noise properties, ζ3 = ζ4 = ζ, and assume ζ to obey a zero

mean Gaussian distribution with ⟨ζζ∗⟩ = n34(G) and ⟨Re(ζ2)⟩ = ⟨Im(ζ2)⟩ = n34(G)/2.
According to Fig. 2.15, the non-ideal teleportation protocol can be eventually expressed

by the operator

T̂ = ĈL̂5B̂2L̂4Ŝ34L̂3B̂2L̂2B̂1L̂1Ŝ12. (6.13)

The final state |Ψ⟩ of the three signal modes and the environment is given by

|Ψ⟩ = T̂ |n1;n2;α, µ⟩ ⊗ |nth⟩⊗15. (6.14)

In the following, we drop the terms corresponding to the environment. The moments of

the output signal b̂ can then be determined by [112]
⟨(b̂†)nb̂m⟩1
⟨(b̂†)nb̂m⟩2
⟨(b̂†)nb̂m⟩3

 = ⟨Ψ|


(â†)nâm

(â†)nâm

(â†)nâm

 |Ψ⟩, (6.15)

We assume that all quantum states are Gaussian, which implies that we only require

moments up to the second order. By defining the input covariance matrix

V (0) = V 1 ⊕ V 2 ⊕ V 3, V j = 1 + 2nj

4 12, (6.16)

we can write the transformation of V for a non-ideal teleportation protocol in analogy to

the ideal protocol from Sec. 2.3.1 as a Gaussian channel. To this end, we define the beam

splitter matrices B1 = B(1,2)(1/
√

2), B2 = B(2,3)(1/
√

2) as well as the matrices

J12 = J q ⊕ Jp ⊕ 12, J34 = 12 ⊕ J q ⊕ Jp, (6.17)
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which describe phase-sensitive amplification of entanglement JPAs (J12) and measurement

JPAs (J34). Furthermore, we define the rotation matrices

R12 = R1(γ1)⊕R2(γ2)⊕ 12, Ri(γi) =
(

cos γi sin γi

− sin γi cos γi

)
, (6.18)

R34 = 12 ⊕R3(γ3)⊕R4(γ4). (6.19)

To model the transmission losses, we define the corresponding matrices

Lj =
(√

1− ε3(j−1)+112
)
⊕
(√

1− ε3(j−1)+212
)
⊕
(√

1− ε3(j−1)+312
)
, (6.20)

and

Aj = 1
4(1 + 2nth)

[(
ε3(j−1)+112

)
⊕
(
ε3(j−1)+212

)
⊕
(
ε3(j−1)+312

)]
, (6.21)

with j ∈ {1, 2, 3, 4, 5}. Finally, we model the noise of the measurement JPAs according to

N 34 = n34(G)
2 [02 ⊕ 12 ⊕ 12] . (6.22)

We can express the imperfect teleportation protocol in Eq. (6.13) as a Gaussian channel

T = CL5B2L4R34J34R
†
34L3B2L2B1R12J12R

†
12, (6.23)

A = CL5B2L4R34J34R
†
34L3B2L2B1A1B

†
1L

†
2B

†
2L

†
3R34J

†
34R

†
34L

†
4B

†
2L

†
5C

†

+ CL5B2L4R34J34R
†
34L3B2A2B

†
2L

†
3R34J

†
34R

†
34L

†
4B

†
2L

†
5C

†

+ CL5B2L4R
†
34J34R34(A3 + N 34)R†

34J
†
34R34L

†
4B

†
2L

†
5C

†

+ CL5B2A4B
†
2L

†
5C

†

+ CA5C
†. (6.24)

The resulting final displacement vector d′ and the covariance matrix V ′ are given by

d′ = Td(0), V ′ = T V (0)T † + A, (6.25)

where d(0) denotes the initial displacement vector of the to-be-teleported state. The

transformations to obtain the reference displacement vector d and covariance matrix V

from d(0) and V (0)

d = T̃d(0), V = T̃ V 0T̃
† + Ã, (6.26)

with

T̃ = L2B1R12J12R
†
12, Ã = L2B1A1B

†
1L

†
2 + A2. (6.27)

In the next step, we determine a theoretically expected teleportation fidelity Ft between
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Figure 6.14: (a) quantum teleportation fidelity predictions from our theory model, using the experimental

parameters from Tab. 6.1. The gray dashed box indicates the experimentally investigated

regime. We observe that this regime is close to the expected optimum. We expect further

increase of fidelity by improving the resource squeezing. (b) Prediction of the quantum

teleportation fidelity for an extended parameter space. In the limit of S ≫ 1, the region

of high fidelities narrows down around the projection condition, Gβ/4 = 1. (c) Predicted
quantum discord D for an extended parameter space. The values of D are approximately

anticorrelated to fidelity, since high fidelity requires consumption of quantum correlations.

(d) Normalized mutual information δ between a teleported state and feedforward signal.

In regions of high fidelity, δ becomes small since mutual information is reduced due to

correlation consumption. In agreement with the experimental results in Fig. 6.12(b), regions

for maximal F and minimal δ are close to each other but do not coincide.

input state, corresponding to the third mode of the state (d,V ), and the first mode

of (d′,V ′), according to Eq. (2.157). To produce the fit shown in Fig. 6.10(b), we use

the least-square approach, where we model the JPA noise dependence by Eq. (2.78) and

treat the coefficients χ1, χ2, and the environmental temperature T as fit parameters.

As a result, we minimize the distance between the experimentally determined fidelities
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Table 6.1: Model parameters used for the quantum teleportation protocol fit described in the main text.

The loss values εi are estimated from individual losses of various components. The quantities

χ1, χ2, and T are used as fit parameters and extracted by minimizing Eq. (6.28).

χ1 χ2 T (mK) β (dB) ε1 (dB) ε2 (dB) ε3 (dB)
0.0158 0.2271 71.7 -15 0.36 0.35 0

ε4 (dB) ε5 ε6 (dB) ε7 (dB) ε8 (dB) ε9 (dB) ε10 (dB)
0.5 1.1 0 0 0.64 0.63 0

ε11 (dB) ε12 (dB) ε13 (dB) ε14 (dB) ε15 (dB) f0 (GHz) nd
0.84 0.88 0 0.5 0.7 5.435 1.1

µ
0.98

{F (Si, Gi)} for squeezing Si and degenerate gain Gi and the theoretically predicted

values Ft(χ1, χ2, T, {x}). Here {x} is the parameter set including the JPA1 and JPA2

squeezing Si, the degenerate measurement gain Gi the amplification angles γi as well as

the constant system parameters such as path losses and coupling strength β. Thus, we fit

the measurement data by minimizing the function

L(χ1, χ2, T, {x}, {Fi}) =
∑

i

|Ft(χ1, χ2, T, {x})− F (Si, Gi)|2. (6.28)

The parameters used in the numerical model are summarized in Tab. 6.1. The parameters

χ1, χ2, and T are extracted from the fit routine and losses are estimated from the data

sheets of the respective passive microwave components. The loss values ε3, ε6, ε7, ε10

and ε13 are set to zero since they have been artificially introduced to keep the block

matrix structure which simplifies the numerical analysis. As can be seen from Tab. 6.1,

RF losses are non-negligible and eventually limit the teleportation fidelity. In future

experiments, these losses can be significantly decreased by employing superconducting

RF components. In particular, superconducting hybrid ring beam splitters [372] would

improve the maximal fidelity of 0.72, predicted by our theory model, to 0.78. These beam

splitters can be fabricated using conventional superconducting thin film technology and

would require a modified circuit design for our samples as well as a proper even/odd

mode analysis [158, 373, 374]. Since we observe reasonable agreement between data and

model in Fig. 6.10(b), we use our theoretical model to predict teleportation outcomes for

squeezing and gain regimes which are not yet reachable in experiment. The corresponding

results are shown in Fig. 6.14. We clearly observe that we expect a further increase of the

fidelity to F ≃ 0.8 in case we increase squeezing to S ≃ 8 dB. Figure 6.14(b) shows the
simulated extrapolation of our teleportation experiment for up to 30 dB squeezing. We see

that the optimal gain converges towards the expected value of 23 dB in the limit S →∞.

With increasing S, the high-fidelity region becomes narrower due to the increasing impact

of the e2r terms [cf. Eq. (2.190)] in case of a finite gain mismatch from the optimum. The
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Figure 6.15: Maximal teleportation fidelity as a function of (a) resource squeezing S and (b) feedforward

gain G. Experimental parameters correspond to those listed in Tab. 6.1. “Reduced” parame-

ters correspond to ten-fold reduction εi → εi/10, χi → χi/10. We observe that our theory

model reproduces the non-differentiable behavior predicted in Sec. 2.3 if the condition k = 1
is met. The transition gain between attenuation and amplification regime is indicated by

the red arrows. The orange areas indicate the experimentally investigated regime.

calculated quantum discord between the feedforward and teleported states is shown in

Fig. 6.14(c) and the δ-quantity, Eq. (6.9), is plotted in Fig. 6.14(d). We observe that the

behavior of quantum discord and δ qualitatively coincides with our experimental results

shown in Fig. 6.12.

Next, we analyze the error budget of our quantum teleportation protocol using the

theory model. From our fit, we determine a fidelity F = 0.682 for S = 6 dB, G = 21 dB
[78], which is close to the experimentally determined value. We describe the input state

as a pure coherent state, containing |α|2 = 1.1 photons. We now employ our theory model

to iteratively idealize the protocol at this specific working point, which enables us to

determine the loss in fidelity due to each imperfection. In case we would perform the

experiment at zero temperature, fidelity would increase to 0.689. If we neglect all losses,

fidelity further increases to F = 0.738. Without any JPA noise, we would reach F = 0.80.
The difference to unity is then mainly limited by finite squeezing. For S = 20 dB, we
would obtain F = 0.984. In case we further decrease β and assume the perfect projection

criterion Gβ = 4, we obtain F = 0.99.
Finally, we numerically analyze how to increase the fidelity F at the optimal point.

We employ our theory to algorithmically determine the maximally achievable fidelity as

a function of squeezing [Fig. 6.15(a)] and gain [Fig. 6.15(b)]. We compare the fidelity

for our experimental parameters with the case of reduced losses (εi → εi/10) and noise

(χi → χi/10), as well as with the combined case (εi → εi/10 and χi → χi/10). We

observe that a maximal fidelity of ≃ 0.95 can be reached in case we reduce losses and noise

parameters by a factor of 10. In particular, we observe that for our current parameters,
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reducing microwave losses improves the quantum teleportation fidelity stronger than

suppressing the JPA noise. In Fig. 6.15(b), we reproduce the non-differential behavior

predicted in Sec. 2.3.1 and demonstrate that the corresponding phase transition-like

behavior is resilient against losses and noise. As expected, the transition gain depends on

the losses but not on noise, and is located within the experimentally accessible gain range.

Projection condition including JPA noise In our theoretical treatment of quantum

teleportation in Sec. 2.3.1, we have discussed how we can asymptotically implement a

projective phase space measurement if we combine multiple Gaussian operations in the

projective limit, Eq. (2.176). However, since in the ideal protocol all involved operations

are Gaussian and unitary, this method only enables us to approximate a projective

measurement with an arbitrary accuracy. In a practical realization of analog quantum

teleportation, finite noise of the measurement JPAs turns the JM into a non-unitary

device, which indicates that we indeed effectively implement a projective measurement

already at finite gains G ≫ 1. This fact is directly linked to our investigation of the

chained orthogonal phase-sensitive JPAs in Sec. 4.2, in particular to Eq. (4.42), where

we observe that the JPA noise plays a crucial role for balancing the power in both

signal quadratures. We now perform a Gedankenexperiment and chain two of our actual

measurement JPAs. The first JPA performs a strong phase-sensitive amplification J on

the Gaussian input state (d,V ) and thereby approximates a projection with respect to the

amplified quadrature. Displacement then transforms like d′ = Jd. With the second JPA,

we reverse the operation of the first JPA such that we obtain a final displacement d′ = d.

However, in case both JPAs add n noise photons, the covariance matrix transforms as

V ′ = V + n

2 12 + n

2 (J †J)−1. (6.29)

In case n , 0, the variance of the quadrature deamplified by the first JPA is dispropor-

tionately amplified by the second amplifier, implying that the phase space distribution of

the fluctuations in the final state is elliptically distorted. We specifically observe that,

in case the large axis of this ellipse covers the variance σ2 of the input codebook, we

effectively lose all information about the initially deamplified quadrature. According to

Eq.(6.29), this is the case if nG ≳ 2σ2. For our current experimental parameters, we

obtain σ2 ≤ 2.96, which is in reach with current experimental parameters. Consequently,

the finite JPA noise can be regarded as essential for performing a phase space projection

already at finite gains G≫ 1.

Bell efficiency of the Josephson mixer So far, we have introduced the JM as an

analog Bell measurement device which enables the detection of two-mode symmetric

(antisymmetric) quadradure superpositions p+ (q−) [cf. Eq. (2.179)]. In the following,

we investigate a Bell efficiency of the JM, which quantifies how well our detector can
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distinguish between different CV Bell states. Since our protocol is fully deterministic,

we can distinguish between all possible input directions and reach the Bell efficiency of

unity in case of ideal quantum efficiency η = 1 of our measurement JPAs [219]. However,

the Bell efficiency decreases as a function of η. We demonstrate the impact of quantum

efficiency on the Bell efficiency within a simplistic geometric model. A fundamental idea

behind this model is depicted in Fig. 6.16. Within this model, we assume that the input of

our Bell detection setup is a symmetric state with variance vin and zero displacement. We

operate the JM with orthogonal amplification angles and large gain, G≫ 1. As indicated
in Fig. 6.16(a), for any global phase (rotation angle) of the JM measurement JPAs, the

output of the JM is a symmetric state. Next, we consider the Bell measurement along the

phase φ, relative to the q-axis, as shown in Fig. 6.16(b). We assume the JM to be in the

steady state. Thus, broadening of the variance by ∆v due to the finite JPA noise leads to

an extra uncertainty ∆φ in the detected direction, which can be expressed, as

(vin + ∆v) cos(φ+ ∆φ) = vin cosφ, (6.30)

according to Fig. 6.16(b). Within this model, two directions for Bell detection, indicated

in Fig. 6.16(c), become indistinguishable. Next, we use Eq. (2.32), to express quantum

efficiency of the measurement JPAs as η = vin/(vin + ∆v) [107]. From the condition

cosφ ≤ 1, we find from Eq. (6.30) that there is a critical angle cosφc = η so that only

directions φc ≤ φ ≤ π/2 can be reliably distinguished. Then, a relative angle deviation is

given by
φ+ ∆φ

φ
= arccos(η cosφ)

φ
. (6.31)

Now, we can define the Bell efficiency B as a normalized average relative angle uncertainty.

By exploiting the polar symmetry of the JM output with respect to π/2, we can express

B by the integral

B(η) = 2
π

∫ π
2

arccos(η)

arccos(η cos z)
z

dz, (6.32)

which needs to be evaluated numerically. From our fit parameters in Tab. 6.1, we find

η = 0.914 for G = 21 dB, leading to a reasonably large Bell efficiency B = 0.802 in our

experiment.

Teleportation bit rate Next, we would like to quantify an amount of classical information

which can be sent via our quantum teleportation protocol and calculate an associated

classical bit rate R. We focus on the phase θ of our coherent states, since in a practical

application, we would fix the power |α|2 and employ phase modulation for information

encoding. To estimate R in our protocol, we use the Shannon-Hartley equation for

the channel capacity, R = 2B log2(1 + SNR), where the bandwidth B/2π = 200 kHz is

determined by our SSB FIR filter [78, 277, 375]. We express SNR as SNR = ∆θ2/σ2
θ ,

where ∆θ is the available range of coherent phases and σθ is the standard deviation of
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Figure 6.16: Scheme for modelling the Bell efficiency of the Josephson mixer (JM). We attempt to employ

the JM to distinguish between two orthogonal phase space directions, as shown in panel

(a). Finite JPA noise leads to an uncertainty of ∆φ for phase detection, as shown in panel

(b). In this simplified geometric picture, R corresponds to the variance of the phase space

distribution, which is broadened by d due to imperfect quantum efficiency. Consequently,

the detector cannot distinguish among the directions φ and φ + ∆φ, as shown in panel (c).

θ. We find a lower bound for σθ, using the quantum Cramér-Rao bound [376], which

relates the quantum Fisher information FQ to a lower bound of the estimation error of

θ as σ2
θ ≥ 1/FQ and can be saturated by a suitable measurement choice. The quantum

Fisher information FQ for phase estimation for a Gaussian state is given by

FQ = 4µ|α|2
(
λ cos2 γ + 1

λ
sin2 γ

)
+ 1

1 + µ2
(1− λ2)2

λ2 , (6.33)

where λ = e−2r and γ denotes the squeezing angle [377]. For our working point, we find

FQ = 4µ|α|2 ≃ 0.85. Since we employ a polar symmetric codebook, we have ∆θ = 2π,
which results into the upper bound for the achievable bit rate R = 1.95 Mbit s−1. In

the fidelity region 1 > F > Fnc, we can achieve an unconditionally secure bit rate

Rus, satisfying R > Rus > 0. For F < Fnc, we have Rus = 0 [378]. Since R depends

on the measurement bandwidth, which is a purely technical quantity, an alternative

measure to quantify the classical channel capacity of our protocol is the spectral efficiency

ηs = R/(2B), which solely depends on our protocol and the chosen operation point.

Consequently, we obtain ηs = 4.88. We can compare this number to the spectral density

associated with the Gaussian QKD protocol investigated in Sec. 5.3. In this case, we

consider a noiseless scenario and rewrite Eq. (5.27) as [263, 379]

R = 2BIs(A : B) = B log2

(
1 + 4σ2

e−2r

)
= B log2

(
1 + 2REb

Be−2r

)
, (6.34)

where Eb corresponds to the required energy per classical bit. Assuming an irreversible

protocol due to the reconciliation procedure in QKD, the fixed signal power leads to
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maximal R if we operate at the Landauer-limit, Eb = kBT ln2/(ℏω) [380]. In the latter

expression, we express Eb in units of signal photons at frequency ω. From Eq. (6.34), we

obtain the implicit equation

ηs = 1
2 log2

[
1 + ηs

4kBT ln2
e−2rℏω

]
. (6.35)

To obtain a nontrivial solution ηs > 0, we require squeezing of at least e2r > ℏω/(2kBT ),
which corresponds to the Shannon-limit [379]. In other words, we need to “squeeze” the

crossover temperature Tcr = ℏω/(2kB) of the Planck curve below T . For our quantum

teleportation working point, according to Tab. 6.1, we find ηs ≃ 0.8. In particular,

reaching the same spectral efficiency as for our quantum teleportation protocol would

require squeezing of S ≃ 23.7 dB. Thus, we conclude that our determined maximal

spectral efficiency for quantum teleportation is significantly larger than for Gaussian QKD

protocols which involve less ancillary modes for comparable squeezing level.

6.4 Teleportation-based Gaussian error correction

In Sec. 6.3.2, we have demonstrated that losses in the signal path act as a renormalization

of the optimal measurement gain G. In this section, we demonstrate that quantum

teleportation can be employed to correct for arbitrary Gaussian errors in the feedforward

channel [65]. We exploit the JM for amplification with gain G≫ 1, which implies that the

analog feedforward signal contains nff ≫ 1/2 photons and can be regarded as a classical

signal. For such classical states, loss channels can be fully compensated by amplification

channels, as shown in Sec. 2.2.4. In addition, as demonstrated in chapter 4, the Friis

equation implies that, in the high gain limit, the overall noise level is dominated by the

noise added before the first amplification stage. To verify this intuition, we reconsider the

quantum teleportation protocol in the framework of Sec. 2.3.1, but with finite losses εent

in the entanglement distribution to Bob and finite losses εff in the feedforward channel

(corresponding to ε13 and ε14 in Fig. 6.13) [238]. In fact, we find that, in the projective limit,

displacement transforms as dout =
√
kεffdin, where kεff = (1− εff)k. Thus, displacement

matching requires kεff = 1. In this case, teleportation fidelity can then be expressed as

F = 2
C(r, 1− εent) + 2 + coth

(
ℏω

2kBT

)
(εent + βεff)

. (6.36)

We observe that the losses εent in the entanglement distribution channel directly enter the

interference function C(r, k) and effectively lead to a gain mismatch between both modes

in the TMS resource. As considered in Sec. 2.3.1, the resulting power mismatch degrades

the efficiency of the destructive interference process for the quduties at Bob’s directional

coupler and quantum physics forbids to compensate for εent by using local operations.
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In the limit εent → 1 and T → 0, we find F = 2/(3 + cosh 2r) ≤ 1/2 [cf. Eq. (8.8)]. In

contrast, we observe that feedforward losses εff enter Eq. (6.36) only in combination with

the coupling β. In fact, for r →∞ and εent = 0, Eq. (6.36) reduces to

F = 2
2 + βεff coth

(
ℏω

2kBT

) = 1
1 + βεffS(ω, T ) , (6.37)

where S(ω, T ) denotes the thermal noise spectral density, coupled into the feedforward

channel. We observe from Eq. (6.37) that we can decrease the impact from S(ω, T ) by

decreasing β while maintaining kεff = 1. This result even holds in the high loss limit,

εff → 1. In fact, according to Eq. (6.37) we can achieve quantum teleportation beyond the

classical limit for temperatures below

Tc = ℏω

2kBarcoth (2/β) ≃
ℏω

kBβ
. (6.38)

Furthermore, Eq. (6.37) can be employed to determine the bath temperature Tnc, cor-

responding to the asymptotic no-cloning limit, Tnc ≃ Tc/2. For our actual experimental

parameters, β = −15 dB and ω/2π = 5 GHz, we find Tc ≃ 7.6 K. We predict that, even

in the high loss limit, it is possible to transmit the feedforward signal though a liquid

Helium bath with our setup. We observe from Eq. (6.38) that the value of Tc can be

raised to arbitrarily high values by further decreasing β. In fact, we observe that when

the feedforward signal is transmitted through a thermal channel, according to Eq. (2.147),

quantum teleportation enables us to send coherent states with fidelity F → 1. Thus, if
Alice and Bob have access to a suitable quantum memory [381, 382] for storing the TMS

resource, our quantum teleportation protocol enables both parties to establish an ideal

quantum channel, although they might be physically separated within a noisy environment.

This result demonstrates the advantage of quantum teleportation as compared to direct

quantum state transfer, since the latter would rely on a physically lossless and noiseless

quantum channel. The technical limitation of the quantum teleportation protocol is the

maximization of the degenerate gain G of the measurement JPAs, which is necessary

to satisfy the projection condition kεff = 1. In practice, we are eventually limited by

compression of the measurement JPAs. Corresponding predictions based on our theory

model described in Sec. 6.3.2 are shown in Fig. 6.17. We treat the protocol as ideal and

only consider loss and noise in the feedforward channel. In addition, we assume that the

JM gain is always chosen such that kεff = 1. Figure 6.17(a) corresponds to β = −15 dB
and it can be seen that, in the high loss limit, fidelity becomes independent of εff as

described by Eq. (6.38). Figure 6.17(b) corresponds to β = −30 dB and demonstrates

that we can shift the tolerable bath temperatures to values exceeding the liquid nitrogen

(LN2) threshold by further decreasing the coupling β. In Fig. 6.17(c), we demonstrate

that we can increase the overall fidelity if we increase the resource squeezing S, whereas
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Figure 6.17: Teleportation fidelity as a function of environmental feedforward temperature T and feed-

forward losses εff . Solid blue lines indicate temperatures corresponding to liquid nitrogen

(LN2), liquid Helium (LHe), and the mixing chamber (MC) of a dilution cryostat. Solid

white line, dashed white line, and dotted-dashed white line, respectively, correspond to the

classical fidelity threshold, the asymptotic no-cloning limit, and the upper bound for the

truncated Gaussian no-cloning limit for the case Ns = 100 with optimized σ according to

Eq. (2.166). In panels (a)-(c), we treat the protocol as ideal apart from the feedforward

imperfections. In addition, we assume that we always meet the projection criterion k = 1.
Panel (a) corresponds to our experimental values for resource squeezing and Bob’s coupling,

S = 6 dB, β = −15 dB. We find that, in the high loss limit, the critical temperature at

which we exceed the classical fidelity threshold is already higher than the technically relevant

threshold of LHe. We can push this threshold to even higher temperatures by further

decreasing β, as it can be seen in (b). Panel (c) shows that by increasing S, we can improve

the overall fidelity. For the plot shown in panel (d), we employ our theory model with the

parameters from Tab. 6.1 for fixed gain G = 21 dB. Even in this non-ideal scenario, we can

achieve resilience towards losses and noise in the analog feedforward signal.
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S only slightly affects the functional dependence of fidelity on εff and T . In Fig. 6.17(d),

we simulate our protocol including JPA noise and realistic losses using the parameters

listed in Tab. 6.1. In constrast to the ideal scenario, we do not fix kεff = 1, but keep G
and S constant, as we would also do in experiment. In this situation, fidelity still shows

a certain resilience towards εff and T , but we observe a cutoff in the region εff ≃ 10 dB,
which results from residual e2r terms in the interference function since feedforward losses

implicitely change the power balance in the resource state if we do not adjust the JM

gain properly. Thus, satisfying the projection condition is crucial in case we employ our

protocol for Gaussian error correction.

Correction of phase shifts in the feedforward Next, we investigate whether we can

correct for phase errors in the feedforward channel in coherent state teleportation. Such

phase shifts would include operations such as the analog Fourier gate, which would

transform p → q, q → −p [47, 383]. We generally describe such a phase shift by a

rotation R(ϕ) in the feedforward channel and investigate whether such a phase error can

be corrected if we change the amplification angle of the measurement JPAs. We allow for

a general rotation M(φ) in Eq. (2.171), according to

Jp →M (φ)JpM (φ)†, J q →M(φ)J qM(φ)†. (6.39)

For the final displacement, we the find

dout =
√
β

2 M (φ)(Jp + J q)M (φ)†R(ϕ)din =
√
kR(ϕ)din, (6.40)

implying that we cannot correct for R = R(ϕ). This result is intuitive since the mea-

surement JPAs amplify orthogonal quadratures, so that the complete JM acts as a

phase-insensitive amplifier. Thus, its action should not depend on φ, since it takes the

role of a global phase. The situation changes for the covariance matrix transformation

at the directional coupler since, within the interference process, φ can be regarded as a

relative phase shift with respect to the TMS state phase and should influence Bob’s final

covariance matrix. Indeed, we find

V out = 1
4
[
(1 + k) cosh 2r12 + k12 −

√
k sinh 2r(RMσzM †σz + σzMσzM †R†)

]
.

(6.41)

A direct calculation shows[
σzM (φ)σzM (φ)†R(ϕ)†

]†
= R(ϕ)M (φ)σzM (φ)†σz = R(ϕ)M (2φ). (6.42)

Thus, by choosing φ = −ϕ/2, it is possible to perfectly compensate for phase errors in the

feedforward channel regarding the interference process in the covariance matrix. Thus,
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a quantum advantage by employing entanglement is still possible, since we can purify

the final state with respect to the two quduties under the condition k = 1. In this case,

fidelity depends on the phase error according to

F = exp
[
−4|α|2 sin2 ϕ

2

]
. (6.43)

For a Gaussian codebook, the average fidelity is given by F̄ = 1/(8σ2 sin2 ϕ
2 + 1), which

eventually approaches zero for σ2 →∞. Thus, due to the phase modulation in Eq. (6.43),

phase errors cannot be fully compensated.



Chapter 7

Microwave quantum local area network

based on a cryogenic link

In this chapter, we discuss our cryogenic hardware platform to realize a quantum channel

for microwave quantum communication experiments conducted between two separated

laboratories. This hardware platform consists of a cryogenic millikelvin link which

connects two dry dilution refrigerators, Alice and Bob, over a distance of 6.6 m between

the center points of the cryostats. The cryogenic link has been designed and assembled

in collaboration with Oxford Instruments NanoScience (OINT) within the European

Quantum Flagship Project “Quantum Microwave Communication and Sensing” (QMiCS).

In Sec. 7.1, we introduce the system and discuss its design and installation. Next, in

Sec. 7.3, we discuss operation, as well as the cooldown performance, of the cryogenic

link and investigate heat transfer in the system.1 This system can be used for Bell

tests [384] or for applications which require magnetic components and superconducting

circuits, well decoupled from each other, within the same cryogenic environment. Potential

applications are interferometric experiments regarding detection of gravitational waves

[385] or dark matter axions [324, 386]. In addition such a cryogenic link can be employed

for implementing experiments requiring localized heating.

7.1 System design and assembly

Our cryogenic link has been developed and fabricated at OINT in close collaboration with

WMI. In Sec. 7.1.1, we discuss design and assembly of the entire system at WMI. In

Sec. 7.1.2, we describe modifications of the thermometry for the Bob cryostat, which

enables reliable temperature readout and control. Section 7.1.3 is dedicated to the

technical modifications of the Alice cryostat, which were required to sustain an additional

heat load from the cryogenic link.

1The first full assembly and the first successful cooldown has been collaboratively realized within two
Master’s projects together with W.Yam and S.Gandorfer. The corresponding Master’s theses can be
found in Ref. 238 and Ref. 282.

177

https://nanoscience.oxinst.com/
https://qmics.wmi.badw.de/
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Figure 7.1: Schematic illustration of the cryogenic link connecting two dilution refrigerators over a

distance of 6.6 m, measured between the center points of the respective cryostats. The center

tube of the link contains a 6 m long superconducting transmission line. A third auxiliary

cryostat, Eve, helps reducing the temperature of the important 50 K and 3.5 K shields via an

additional PTR and allows for future extensions to a star-shaped QLAN.

7.1.1 Design and assembly of the cryogenic link

Figure 7.1 schematically illustrates the structure of our cryogenic link. The link consists

of four segments and a cold network node (CNN) in the center, which we refer to as Eve

in the following. The tube structure of the link segments resembles the respective shield

structure of our dilution refrigerators. Eve contains an additional pulse tube refrigerator

(PTR) to stabilize temperatures of the first PTR stage (PT1) and second PTR stage (PT2)

segments in the center.2 In addition, Eve is equipped with a radiation shield connected

to the still segment of the cryogenic link. However, in contrast to Alice and Bob, Eve

neither has a dilution unit, nor a Joule-Thomson (JT) or 1 K stage. Including Eve, the

total link length corresponds to 6 m from flange to flange. The innermost tube, connected

to the respective mixing chamber (MC) shields of Alice and Bob, is planned to host three

superconducting coaxial cables, which form the microwave quantum channels between

distant communication parties. A computer-aided design (CAD) drawing of the system

is provided in Fig. 7.2(a). The drawing shows the outer vacuum (OVC) shield structure

of Alice, Bob, and Eve as well as the stainless steel (SS) OVC tube of the cryogenic link

which has an outer diameter of 20.5 cm. Each segment of the link arm is supported by a

height-adjustable frame, constructed from aluminum profile rods 3. In addition, Fig. 7.2(a)

shows the corresponding item frames for Bob and Eve. A photograph of the assembled

cryogenic link is shown in Fig. 7.2(b). The fully assembled system consists of 60 shield

segments, 60 adapter components, ∼ 2200 screws, 14 large O-rings, 26 medium sized

O-rings and ∼ 50 small O-rings.4

2Eve features a PT415-RM PTR from Cryomech, operated with a CPA1110 compressor.
3We use aluminum profiles from item Industrietechnik GmbH for this purpose.
4The large O-rings correspond to the BS389 standard. A reference for the medium sized O-rings is the
BS270 standard.

https://www.cryomech.com/
https://de.item24.com/index.html
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In the following, we discuss the relevant steps to assemble the link. We start from

the center of the cryogenic link, which contains three 6 m long coaxial superconducting

transmission lines, which we each realize by joining three 2 m long superconducting coaxial

NbTi cables.5 The coaxial cables and related superconducting joints for connection have

been developed and provided by KEYCOM Corp. and exhibit an attenuation coefficient

of α = 2.1 dB km−1 at 6 GHz [387]. This loss value is currently limited by the joints

connecting the coaxial cables and not by fundamental limitations, such as the surface

resistance Rs of NbTi superconductors [69, 388]. Due to the comparably high critical

temperature of NbTi, Tc ≃ 10 K, we can approximate Rs ∼ exp (−1.764Tc/T ) [389], which
means that Rs becomes negligibly small in our temperature range T ≃ 100 mK. The

superconducting transmission line is supported by 13 holders, which are equidistantly

spaced inside the mixing chamber tube at intervals of 0.5 m. The central support structure,

positioned directly underneath Eve, is shown in Fig. 7.3(a). The frame of each support

holder consists of polyether ether ketone (PEEK). PEEK has been chosen due to its

comparably low thermal conductivity at low temperatures, which enables excellent thermal

decoupling of the cables from the MC tube [390]. At the same time, the rigidness of

PEEK guarantees stable mechanical support and, in terms of machining, is beneficial over

alternative low thermal conductivity polymers such as polytetrafluoroethylene (PTFE)

[283]. Top and bottom of the PEEK holder are tip-shaped to minimize the contact surface

to the MC tube, which further reduces the thermal coupling and minimizes respective

mechanical friction. The superconducting cables are clamped into supports made from

gold-plated oxygen-free high conductance (OFHC) copper. This OFHC copper support

is connected to the PEEK bearing structure by SS joints, which guarantees additional

thermal decoupling. The whole structure is thermalized by two silver wires with a diameter

of 1.5 mm which are screwed to each OFHC copper support and attached to the MC plate

of Alice and Bob. The silver wires run in parallel to the coaxial cables and are made from

segments, each connecting consecutive copper supports. As a result, thermal coupling

of the transmission line to the MC stage is sufficiently weak to allow for a localized

heating of the center. We employ a PID control architecture, consisting of a 100 Ω and

a RuO2 thermometer on the central support holder, as shown in Fig. 7.3(a). This setup

turns our QLAN cables into a well controlled thermal channel. During insertion of the

superconducting coaxial cables, the support structures and thermalization wires have been

attached to the cables in-situ. In addition, the procedures of cutting the cables to the

correct length, crimping the SMA connectors to the cable ends, and performing proper

time-domain reflectometry (TDR) tests have been realized directly following the insertion

process. Figure 7.3(b) shows the SMA connectors of the superconducting coaxial lines, as

well as the two silver wires used for thermalization. A photograph showing the insertion

process of the transmission line, which has been realized via a push and pull method, is

5The transmission lines and the support structure have been developed in close collaboration with
Dr.Matti Partanen.

https://keycom.co.jp/index.html
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Figure 7.2: (a) CAD drawing of the cryogenic link and the OVC shields of Alice, Bob, and Eve. Image

courtesy of Oxford Instruments. (b) Photograph of the installed cryogenic link, taken in

the Eve lab. More details regarding a lab plan are provided in Fig. 7.5. The Eve cryostat is

designed with four ports to enable potential connection of additional link arms. One of these

ports, covered by a blind flange, is visible on the photograph (“QLAN port”).

provided in Fig. 7.3(c). To properly design the length of the thermalizations as well as of

the NbTi cables, connecting the superconducting transmission lines to our experimental

setup, we need to compensate for thermal contraction during the system cooldown. For

this, we compare the contraction of NbTi, silver, and OFHC copper. For NbTi, thermal

length contraction can be accurately predicted by empirical relations of the form

LT − L293

L293
=
(
a+ bT + cT 2 + dT 3 + eT 4

)
× 10−5, (7.1)

where LT (L293) denotes the length at room temperature T (293 K) and the polynomial
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Figure 7.3: (a) PEEK holder for the superconducting coaxial cables passing through the cryogenic link.

A RuO2 sensor and a 100 Ω heater are installed for controlled local heating. (b) Cross section

of the cryogenic link, reveiling the shield structure. This photograph shows the SS OVC

shield, the four inner radiation shields (PT1, PT2, Still, MC), the crimped SMA connectors of

the superconducting transmission line, as well as the two silver wires used for thermalization.

(c) Photograph taken during the insertion process of the cables into the link. (d) Photograph

showing the microwave connection between one of the dilution fridges and the cryolink

transmission line. (e) Photograph showing the principle of connecting the cryogenic link to

the cryostat shields via half cylindrical shells (“link adapter”).

coefficients are known from literature [391]. A similar expression exists for OFHC copper

[392]. Since such a relation is not available for silver, we determine the thermal contraction

within the Grüneisen theory [393], where we determine internal energy E and phononic

heat capacity C using the Debye model. We define xD ≡ ΘD/T , where ΘD is the Debye

temperature [69]. The relative length contraction for a given temperature T , compared to

T = 0 K, can be expressed as

LT − L0

L0
= αT

E(xD)
C(xD) = αT

ΘD

xD

D3(xD)
4D3(xD)− 3B(xD) , (7.2)
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where D3(x) is the third Debye function [69, 394] and B(x) = x/(ex − 1) is the Bernoulli

generating function [163]. The expected relative thermal contraction, as a function of the

cryogenic link temperature, is plotted in Fig. 7.4(a). We use silver for thermalizing the

transmission line due to its higher thermal conductivity at low temperature compared

to OFCH copper. The length of the thermalization wires is chosen appropriately to

compensate for the contraction mismatch of 1.6 cm with respect to NbTi. In addition to

thermal contraction, we plot the temperature dependent thermal conductivity λ of PEEK

and of our transmission line in Fig. 7.4(b). For PEEK, we employ the empirical relation

λP[W/(m · K)] = 18.7 × T 1.47 × 10−4 [390]. In case of silver and NbTi, we neglect the

phononic contribution to heat transfer as it follows a cubic temperature dependence. For

our NbTi cables, we furthermore take into account that, in the superconducting state, the

energy gap ∆(T ) modifies the electronic thermal conductance λn corresponding to the

normal conducting state, since Cooper pairs do not contribute to electronic heat transport

[389]. The modified heat conductivity can be expressed as λs = y(T )λn, where the index

“s” (“n”) denotes the superconducting (normal) state and the temperature dependent

factor y(T ) can be determined within the BCS-theory (cf. AppendixE) [395–398].6 As

it can be seen from Fig. 7.4(b), thermal conductivity of our transmission line can be

neglected at temperatures T ≲ 1 K. At temperatures below 1 K, thermal conductivity

of the superconducting coaxial cable is eventually determined by the PTFE dielectric

[399], which is typically on the order of 1 × 10−3 W K−1 m−1 ≪ λAg. Consequently,

thermalization of the transmission line is fully determined by the silver wires.

In the following, we discuss the shield structure inside of our cryogenic link. The

corresponding cross section is shown in Fig. 7.3(b). The MC and still tubes are constructed

from electropolished copper; the PT2 and PT1 tubes are fabricated from aluminum. All

tubes are divided into four segments, as illustrated in Fig. 7.1, and thermally decoupled

from each other by foam and spacers made from G-10 glass epoxy. The MC tube

containing our transmission line has an inner diameter of 5.2 cm. Below the Eve cryostat,

the corresponding two segments of the MC tube have different cross sections, such that

they can be plugged into each other. In this way, the effects of thermal contraction or

expansion are compensated. These two MC shield segments are thermalized to each other

by annealed silver. In contrast to the MC tube, still, PT2 and PT1 are directly attached

to Eve’s respective radiation shields. Mechanical flexibility of the tubes is ensured by SS

bellows. Due to low thermal conductivity of SS, the bellows are thermally shorted by

flexible copper braids, which are shown in Fig. 7.3(b) and Fig. 7.3(d) for the PT1 tube. To

reduce the risk of thermal links between different shields, the braids are fixed to respective

tubes using Kevlar strings and PTFE tapes.

Next, we describe how to close the system. In the first step, we mount the shields of

the individual cryostats. Each set of shields contains proper orifices for connection of

the link arms, which need to be carefully aligned. Then, we attach cylindrical adapter

6Here, I would like to thank Prof. Dr.Dietrich Einzel for fruitful discussions.
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Figure 7.4: (a) Relative thermal contraction (LT − L293)/L293 for OFHC copper, NbTi, and silver as a

function of temperature. When cooling from room temperature (293 K) to MC temperature,

the superconducting transmission line contracts by 1 − 2 cm. In case of silver, thermal

contraction has been determined from the Grüneisen theory using the Debye model [69, 393].

For copper, the relative difference between the Grüneisen model and the empirical relation in

Eq. (7.1) is 2.5 %. (b) Thermal conductivity of PEEK and electronic thermal conductivity

NbTi as a function of temperature. For the calculation, we assume a critical temperature of

10 K and a corresponding λn = 0.5 W m−1 K−1 [400].

shells with diameters matched to the respective tube size of the cryogenic link arm, as

indicated in Fig. 7.3(d). Following that, we connect the experimental setups in Alice and

Bob to the transmission line by gently bending the respective RF cables to fit through

the MC adapters. In addition, we fix the silver thermalizing wires for the transmission

line to the respective MC plates of Alice and Bob. After mounting the cables, we connect

the cryogenic link arms using two half cylinder shells per shield. For the MC shield, we

employ molybdenum washers to create a thermal contraction mismatch with respect to

the SS screws, which keeps the connection tight at cryogenic temperatures. The gap

between the respective shells is carefully covered with aluminum tape to minimize radiative

heat leaks. In addition, we cover the PT1 connection with 40 layers of superinsulation

foil. Following that, we close the OVC adapters using Viton O-rings, which we carefully

grease prior to installation.7 Since the OVC tube consists of rigid SS, the system requires

careful prealignment which can be realized with a laser positioning system. In addition,

the system is designed with additional degrees of freedom to adjust relative orientation

between the link and the cryostats. Bob and Eve are mechanically suspended via an

aluminum slab. The latter allows for approximately 1 cm of lateral position adjustment

and can even compensate for height mismatches. The orientation of Alice can be changed

by properly adjusting the height of the air bearings on top of the triangular support frame

7We use BS270 Viton O-rings and silicone high vacuum grease from Wacker AG for this purpose.

https://www.wacker.com/cms/de-de/home/home.html
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Figure 7.5: Schematic illustration of the cryogenic link installation, distributed over three laboratories.

The spatial proportions of the room dimensions are real (scale 1:96). The purple star marks

the position from which the photograph in Fig. 7.2(b) has been taken.

[288] and by exploiting the oversized washers at the connection to the support frame. In

this way, the we can move Alice in lateral direction by multiple centimeters. For future

scalability, e.g., for distributed quantum computing applications [401], the cryostat shields

contain additional orifices for a potential connection of more link arms. We close these

holes with suitable blanks and Viton O-rings. An additional connection port for Eve

can be seen in Fig. 7.2(b) and allows for potential extension of the system to form star-

or square-lattice shaped network geometries [402]. After properly closing the system, a

careful leak test demonstrates that we can make the system tight up to a 4He leak rate

of 5 × 10−8 mbar l s−1. Since the full experimental setup covers three laboratories, it is

difficult to display the overall system on a single photograph. Instead, we schematically

illustrate the arrangement of our setup in Fig. 7.5.

7.1.2 Upgrading thermometry for the cryogenic link

We read out thermometers inside our cryogenic link via the resistance bridges in Alice and

Bob lab, described in Sec. 3.1.1. For measuring of the center temperature Tcenter of the

transmission line and for potential PID control, we employ an AVS-48 resistance bridge

in Bob lab. In addition to that, we read out the sensors inside the Eve cryostat using

a MercuryiTC temperature controller from OINT, and the center temperature of the MC
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tube below Eve is measured by a second AVS-48 bridge. Since this elaborate thermometry

requires a sufficient amount of sensors for millikelvin temperatures, we use the Bob fridge

to calibrate additional RuO2 sensors prior to the first cooldown of the cryogenic link.

To this end, we apply a heater power P to sweep the MC temperature Tmc of Bob and

compare the temperature dependence of the respective resistance values against a well

calibrated reference sensor. The result of such a calibration measurement for five different

sensors is shown in Fig. 7.6(a). We observe that sensors 2− 4 are suitable to be used as

accurate resistance thermometers due to monotonic behavior and steep slope in the region

20− 50 mK. On the other hand, sensor 1 is non-monotonic and sensor 5 is flat around

25 mK, implying that it is not optimal to employ these two sensors for thermometry at

low temperatures. We can additionally use such a calibration run to check whether the

MC thermometer in Bob is properly calibrated at low temperatures.

From the enthalpy balance in the MC, it can be shown that [285, 403, 404]

Q̇mc = ṅ3
(
95T 2

mc − 11T 2
hex

)( J
mol ·K2

)
, (7.3)

where Q̇mc denotes the cooling power of the MC, ṅ3 is the 3He circulation rate, Tmc

corresponds to the steady-state temperature, and Thex denotes the temperature of the

inflowing 3He/4He mixture from the counterflow heat exchangers. Base temperature T0 of

the cryostat is reached in case Q̇mc exactly compensates for the heat leak Q̇l. In case we

assume a proper precooling Thex ≃ Tmc, the applied heater power P satisfies the relation

P (Tmc) = 84ṅ3
(
T 2

mc − T 2
0

)
. (7.4)

Thus, if the MC thermometer is properly calibrated, we expect that P shows a parabolic

dependence on the detected MC temperature. In case we know that the sensor is

properly calibrated above a certain temperature threshold Tt, we can fit Eq. (7.4) to the

temperatures beyond this threshold and check whether measured temperatures T < Tt

obey the predicted quadratic dependence. Deviations at lower temperatures indicate

that the thermometer is not calibrated sufficiently well. In Fig. 7.4(b), we find that all

detected temperature points lie on the parabola. From the fit, we find a base temperature

T0 = 19 mK and a circulation rate ṅ3 = 631 µmol s−1. In addition, the parabola method

enables us to detect the heat leak of Bob from the offset, Q̇l ≃ 19.1 µW. Resulting

from the large number of resistance bridges, pumps, and PTR compressors in the Eve

lab, operated with strong currents, it is of crucial relevance to ensure that there is no

crosstalk between different thermometry devices, e.g., due to ground loops. Such crosstalk

has emerged between the two resistance bridges in the Bob lab. In addition, since the

Lakeshore resistance bridge for Bob and the corresponding preamplifier initially have

been positioned multiple meters away from the cryostat, the unshielded cables connecting

cryostat and preamplifier can pick up sufficient noise to deteriorate thermometry results.
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Figure 7.6: (a) Measured calibration curve for 5 new RuO2 sensors. The orange arrow marks the flat

region around 25 mK rendering sensor 5 less useful. (b) Equilibrium MC temperature of Bob

as a function of applied heater power (dots). The solid line corresponds to a fit based on the

expected quadratic dependence, which enables one to extract the 3He circulation rate and

the MC base temperature.

Consequently, a reliable sensor readout is only possible with comparably high excitation

voltage, Vex = 200 µV. At base temperature, this excitation voltage causes an increase of

a few millikelvin in the thermometer readings. In case we want to reliably resolve low

temperatures, we need to minimize this excitation voltage. For a well-coupled sensor at

the MC plate, we obtain a temperature uncertainty

∆T = R0V
2

ex

190ṅ3T 2
mcR

2
0 + V 2

ex

(
∂R
∂T

) ∣∣∣∣
T =Tmc

+O[(∆T )2], (7.5)

since the sensor voltage disturbs thermal equilibrium. Here, R0 corresponds to resistance

for the hypothetical Vex = 0. The partial derivative of the sensor calibration curve R(T ),
determines how a resistance change due to dissipated heat translates into an effective

uncertainty in temperature. As a result, we install an analog low-pass filter for each

twisted pair of thermometry wires on the fridge top, in analogy to Fig. 3.2. The filters are

placed inside a shielded aluminum box and we mount the preamplifiers for our resistance

bridges directly on top of these boxes. To manufacture the required PCBs for the filter,

according to the design in Ref. 245 and Ref. 296, we print the circuit layout onto overhead

transparencies and use the resulting pattern for optical lithography.8 The circuit structure

is developed in an NaOH bath and etched with FeCl3. In addition, we shield all relevant

cables using grounding wires and establish common ground between all preamplifiers,

filters, and cryostat. These modifications eventually enable us to reduce the excitation

8We use a Bungard 120206E33 FR4 Photo Resist PCB for this purpose.

https://www.bungard.de/en/
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Figure 7.7: Alice fridge PTR upgrade. (a) Adapter component between the PT2 plate and the copper

braids used for mechanical decoupling. A photograph of these braids is provided in panel (b).

(c) Adapter plate between the second stage of the PT420 cold head and the copper braids.

(d) Photograph of the original thermal coupling component for comparison.

voltages for thermometry with our RuO2 sensors by one order of magnitude, Vex = 20 µV.

7.1.3 Upgrading Alice with a PT420 cold head

According to estimations of OINT, the cryogenic link adds an additional heat load of

0.5 W to each PT2 plate of Alice and Bob. This load comes on top of the precooling

requirements for Alice’s dry 1 K-pot and dilution circuit. Alice’s PT410-RM cold head

provides a PT2 cooling power of 1 W, which we have found to be insufficient to sustain a

stable operation of the Alice fridge [288]. As a result, we have decided to upgrade Alice

with a PT420-RM cold head to gain an additional 1 W of PT2 cooling power. Since the new

cold head has different geometric dimensions compared to the old one, we need to redesign

the thermal coupling from the cold head to the PT2 plate of the cryostat. In addition,

we need to open the precooling, 1 K, and mixture circuits. Photographs of the elements

forming the new thermal coupling are provided in Fig. 7.7. The central component is

shown in Fig. 7.7(a) and consists of a massive block of gold-plated OFHC copper with

large surface areas to establish a strong thermal contact between cold head and PT2

plate. The top of the element is dodecagonally shaped to enable flexible mounting of

additional components such as DC looms, which need to be properly thermalized at the

PT2 stage. Since pressure oscillations in the PTR translate to mechanical vibrations of

the cold head, we need to mechanically decouple the cold head from the cryostat, since

our superconducting quantum chips might be susceptible to mechanical noise. We realize

this mechanical decoupling at the PT2 stage using copper braids, which are shown in

Fig. 7.7(b). These copper braids are twisted in a specific way to ensure quasi-metallic

thermal contact. In this way, we maintain strong thermal coupling between the cold head
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Figure 7.8: Alice fridge PTR upgrade. (a) CAD drawing for the integration of the PT420 cold head into

the cryostat. (b) Photograph showing the front view of the mounted PT420 cold head as well

as the resoldered helium circuits. (c) Photograph showing the corresponding back view.

and PT2 plate.9 For the PT1 plate, we use the braids from the previous design of Alice

[288]. Figure 7.7(c) shows the adapter plate connecting the cold head and the copper

braids. Due to the restricted space resulting from the dense twisting of the braids, we

employ counterbores for the screws, fixed to the cold head from the bottom. To establish

optimal thermal contact, it is necessary to tighten these screws with sufficiently high

torque. On the other hand, since the threads in the cold head consist of soft copper and

we use SS M5 screws, it is possible to damage the thread in case one applies excessively

strong torques. By conservation of energy, it can be shown that torque M relates to force

F in the screw by [405]

M = F
d2

2

[
tan (φ+ ρ′) + µh

dh

d2

]
, (7.6)

where d2 is the screw pitch diameter, dh is the effective diameter of the screw head

and µh is the friction coefficient related to the screw head surface. For a metric thread,

the pitch angle φ and the friction angle ρ′ can be expressed via tanφ = P/(πd2) and

tan ρ′ = 2µt/
√

3, where P denotes the slope of the screw and µt is the friction coefficient

of the thread [406]. From Eq. (7.6), we can calculate the tension σ in the copper thread

of the PT2 plate [407]. To avoid plastic deformation of the thread, we have to fulfill the

condition σ ≤ νRe, where Re is the 0.2% elastic yield point of copper and 0 ≤ ν ≤ 1 is a

safety factor [405]. The torque is then bounded by

9The copper braids have been provided by OINT and we acknowledge numerous fruitful discussions with
OINT regarding the redesign of our cold head coupling.
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M ≤ νγRe

2
πDd2H1 [d2 tan (φ+ ρ′) + µkdk]

P
, (7.7)

where γ denotes the fraction of load-bearing threads, D is the thickness of the PT2 cold

head plate and H1 is the thread depth. By inserting the corresponding dimensions for an

M5 screw and the PT2 plate under the conservative assumption µt = µh = 0.2, we find

the relation M [Nm] ≤ 0.101× νγRe[MPa]. With the conventional choice γ = 0.7 and a

relatively large safety margin ν = 0.5, we find for soft copper (Re typically ∼ 150 MPa)
that M ≲ 5.3 N m [405]. As a result, we tighten the screws with 5 N m.10 Apart from

the copper braids, all the copper components have been annealed at 700 ◦C for a time of

21 h at a pressure of 5× 10−5 bar with atmospheric gas composition,11 and gold-plated

afterwards. Figure 7.7(d) shows our previous thermal coupling component, also visible in

Fig. 3.1, for comparison [288].12 A CAD drawing 13 for the redesigned coupling is provided

in Fig. 7.8(a). A front view of the installed PT420 cold head is shown in Fig.7.8(b) and

Fig.7.8(c) shows the corresponding back view. To optimize the thermal contact, we apply

a thin layer of vacuum grease to all contact surfaces.14 To evenly distribute the force

over the whole surface, we additionally employ SS brackets for the screws instead of

conventional washers. For optimal precooling of the inflowing gas, we install the heat

exchangers for the 1 K pot and for the mixture circuit directly at the cold head adapter

plate before the braids. Furthermore, to ensure sufficient precooling, the 1 K circuit is

spirally coupled to the cold head. In addition, we cover the heat exchangers with a

radiation shield as shown in Fig. 7.8(c) to protect them from radiation leaking from room

temperature environment. This radiation leak is caused by the fact that the PT1 plate

needs to be mechanically decoupled from the cold head. This requirement implies that

it is not possible to install a rigid radiation shield for the gap between cold head and

cryostat. To lower the impact of this heat leak, we clamp rolled superinsulation into

this gap and fix it with aluminum tape. The heat exchanger for the precooling circuit is

directly attached to the component shown in Fig. 7.7(a). In the next step, we resolder the

precooling circuit, 1 K circuit, and 3He/4He circuit using Copper-nickel capillaries. The

capillaries are connected using soldering sleeves fabricated from copper.15 To properly

place the CPA1114 compressor required for the operation of Alice’s new cold head, we

need to modify the structure of Eve lab and install an additional maintenance door, see

Fig. 7.5. In addition, we coil up the 20 m long 4He SS flex-lines connecting compressor

10A torque of 5 N m has also been advised by Cryomech.
11The annealing has been performed at the Kristalllabor at the Physics Department of TU Munich.
12After dismantling, the component has been gold-plated at Metallveredelung Gebrueder Wigl GmbH

and transformed into an exhibit.
13For CAD as well as for technical drawing, we use Autodesk Inventor 2019.
14We use Apiezon N high thermal conductivity vacuum grease for this purpose.
15We use L-PbSn40(Sb)/zh solder, together with Castolin flux for this purpose. To avoid formation

of cold leaks in the long term, the soldering procedure requires careful handling and cleaning with
distilled water. Tinol flux can be used as an alternative.

https://www.cryomech.com/
https://www.wigl-gmbh.de/
https://www.autodesk.com/
https://apiezon.com/
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and cold head and fix them on the ceiling of Eve lab by an item frame.16 Furthermore,

we attach the motor for Alice’s cold head to the cryostat frame using a suitable adapter

plate.17 After the soldering procedure, we perform 4He throughput tests as well as careful

leak tests. To measure the heat distribution over our redesigned thermal coupling, we

install two additional RuO2 thermometers at the PT2 stage, one on top of the cold head

(T1) and the second one directly below the copper braids (T2). The conventional PT2

Cernox thermometer is located on the plate, far away of the cold head. The black RuO2

probes for sensors T1 and T2 are directly exposed to radiation and not protected by a

radiation shield, like for the radiation-shielded Cernox sensor. Thus, T1 and T2 enable us

to directly measure the effect of the aforementioned radiation leak with respect to the

OVC shields. In the next step, we perform a test cooldown for the Alice cryostat with the

new cold head. We reach a minimal MC temperature of 12 mK and a steady-state PT1

(PT2) temperature of 49.2 K (3.1 K). With sensor T1 (T2), we reach a final temperature

of 4.1 K (5.8 K). As expected, these temperatures are higher compared to the PT2 plate

readings, due to thermal radiation. The temperature difference between T1 and T2 can

be explained by the fact that the impact of radiation on both sensors depends on the

view factor and thus the solid angle of the radiation leak with respect to the sensor.

Since the sensors have a resistance of approximately 3 kΩ in the regime at 4 K, we can

simultaneously employ them as heaters and investigate the resulting PT2 temperature as

a function of the applied power.18 The result of such a measurement is shown in Fig. 7.9(a)

and we extract linear power dependence. This behavior can be understood by considering

the result for the PT2 cooling power Q̇PT2 derived in Ref. 408. Using phasor analysis one

obtains

Q̇PT2 = Rp1|ṁ|
p0M

TPT2 cos θ, (7.8)

with the gas constant R = 8.314 J mol−1 K−1, molar mass M , equilibrium pressure p0,

pressure modulation amplitude p1, and phase difference θ between mass flow and sinusoidal

pressure oscillation. From the measurement, we find that in case the cryogenic link is

attached and adds an additional heat load of 0.5 W, we expect a PT2 temperature of

approximately 3.6 K, sufficiently low to condense 4He. As a result, we expect the cooling

power provided by the PT420 cold head to be sufficient to enable stable operation of the

cryogenic link. Since the result in Eq. (7.8) is valid for any quasi-ideal working gas with

adiabatic index γ = 5/3, additional 33 % of cooling power could be gained by operating

the PTR with 3He [409, 410]. In practice, this approach is not chosen due to economic

limitations. In addition, we determine the impact of the heat load added by our four

HEMT amplifiers in Alice. As it can be seen from Fig. 7.9(b), the MC temperature

increases to 21 mK and the steady-state PT2 temperature increases by 20 mK. As a

16For careful adjustment of the flex-line position at the ceiling, we have constructed a movable tripod
using three hydraulic jacks.

17We use ten 5/16-24UNF screws for this purpose.
18We use a UNIWATT NG 304 Labor Netzgerät from PEWA Messtechnik GmbH for this purpose.

http://www.pewa.de/
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Figure 7.9: (a) Experimentally determined PT2 temperature as a function of applied heater power on the

PT2 stage. The power P = 0.5 W, estimated to be added by the cryogenic link, correspond to

TPT2 = 3.6 K. This temperature is expected to be sufficiently low to ensure stable operation

of the system. Dashed lines are a guide to the eye. (b) Evolution of the MC and PT2

temperatures after we apply a heat load expected for the HEMT amplifiers. Lines are a guide

to the eye.

result, the influence of the HEMT amplifiers on the effective precooling of the mixture

can be neglected. To enable more heat load estimations during operation of the cryogenic

link, we install separate heaters on the PT2 stage of Alice and Bob. Resulting from

the comparably large targeted heating powers, we choose a significantly higher heater

resistance of 1 kΩ, compared to our conventional 100 Ω heaters. This choice is done to

minimize power dissipation in the BeCu DC loom, which shows a typical resistance of

100 Ω. In the Bob cryostat, we install a separate PT2 heater which is not integrated into

the DC loom but separately connected to the OVC shield via manganin wire.

7.2 Cooldown procedure and operation

Here, we investigate the cooldown procedure and the performance of our cryogenic link.

We compare four different types of cooldown, listed in Tab. 7.1. The first type of cooldown

(CD1) has been performed prior to the previously described modifications, using Alice’s

old PT410 cold head. The second type of cooldown (CD2) corresponds to Alice’s test

cooldown discussed in Sec. 7.1.3. The third cooldown type (CD3) for the cryogenic link

has been performed after installation of the PT420 cold head. The fourth cooldown type

(CD4) corresponds to a repetition of CD3 after further optimizing thermal isolation

between adjacent cryostat shields and after attaching additional superinsulation foil

layers at strategically relevant positions. Following a full assembly of the system as

well as successful leak tests, we first start the PTRs for Alice, Eve and Bob. Eve and

Bob are operated via a Python script running on Bob’s control CPU. For Bob, the

cooldown procedure follows the standard Triton cooldown protocol, implying that Bob
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Table 7.1: List of different cooldown categories for Alice. Case CD2 describes a test cooldown for Alice

without the cryogenic link attached.

List of cooldown categories
Category Alice cold head comment
CD1 PT410 no further optimization
CD2 PT420 Alice only
CD3 PT420 no further optimization
CD4 PT420 optimized regarding superinsulation and thermal

isolation

starts precooling with the 3He/4He mixture as described in Sec. 3.1.1. Eve features a

closed precooling circuit based on 4He and cryogenic sorption pumps. Next, we start the

precooling procedure for Alice, which we realize manually via a dedicated 4He circuit and

pressure up to 4.5 bar. The following precooling procedure takes approximately three days

during which Alice’s precooling pressure needs to be adjusted manually. The corresponding

pressures, forming the optimal trade-off between proper coupling of the lower temperature

stages to the PT2 stage and minimizing heat leaks to the room temperature stage, have

been empirically determined over multiple cooldowns.

Figure 7.10 shows Alice’s PTR temperatures during precooling for each cooldown, listed in

Tab. 7.1. The sudden jumps in temperature correspond to a manual change of precooling

pressure and insets show the respective final temperature in the steady-state regime.

During our first cooldown of the entire cryogenic link with the PT420 cryocooler (CD3),

we reach a final temperature of 59 K (4.6 K) on the PT1 (PT2) stage. Despite significant

improvement in comparison to the PT410 cold head, where we have reached a PT2

temperature of 6 K, the final PT2 temperature still exceeds the threshold for helium

liquefication (4.15 K at normal pressure). As a result, the dilution cycle only starts

up in Bob fridge, which has an efficient JT cooler in the mixture line. In Alice, the

mixture condenses and the 1 K pot runs without external load, but the mixture cycle

does not start up in a self-supporting way for higher throughputs. Thus, we further

optimize the system by optimizing the thermal isolation between the link shields. In

this regard, it turns out that the copper braids over the PT1 shield belllows, visible

in Fig. 7.3(b), have touched the OVC shield, and have thus created a weak thermal

short. To solve this problem, we have tightened the braids to the SS bellows using wax

strings. Furthermore, we have reduced the impact of thermal radiation by covering the

SS bellows with additional Mylar superinsulation. Following these modifications, the heat

load is eventually sufficiently low to allow for stable circulation of the 3He/4He mixture.

Cooldowns following these adaptations fall into category CD4 and we observe that, in

the scenario shown in Fig. 7.10, we reach a steady-state temperature of 49 K (3.6 K) for

PT1 (PT2). We observe excellent agreement with the estimated heat load, added by the

cryogenic link, as shown in Fig. 7.9(a). From the steady-state temperatures in Fig. 7.10,
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Figure 7.10: (a) Alice PT1 temperature for various cryolink cooldowns with the PT410 cold head (red),

the PT420 cold head (blue), and the PT420 cold head after optimizing thermal isolation

(magenta). The cyan line shows data from the “Alice only” test cooldown with the PT420

cold head described in Sec. 7.1.3. The inset shows steady-state temperatures. (b) Respective

results for the Alice PT2 plate.

we observe that the final PT1 temperature is determined by the thermal leak to the OVC

shield at the link adapter, whereas the final PT2 temperature is determined by the cooling

power provided by the cold head. The temperature curves in Fig. 7.10 additionally reveal

a different heat exchanger design for the PT410 and PT420 cryocoolers. For the PT410

model, PT1 temperature drops significantly faster, as compared to PT2. The situation

is reversed for the PT420 cold head, which is crucial for our purposes, since we need to

optimize for minimal PT2 temperatures. Following the precooling procedure, we start

helium condensation as well as dilution cooling. Since Bob starts to empty his precooling

circuit at a MC temperature of ≃ 10 K, it is crucial to properly evacuate Alice’s precooling

circuit at significantly higher temperatures, ideally above 15 K. Otherwise, Bob liquefies

the helium used for precooling on Alice’s side and creates irreversible thermal shorts

between the MC and still stage. After emptying Alice’s precooling circuit, we keep Alice

in idle mode and wait for Bob to start with JT cooling. Bob has sufficient cooling power

to cool Alice’s MC to ≃ 500 mK over the link. A typical cooldown curve of the MC

stage is provided in Fig. 7.11(a). After Bob has cooled Alice below LHe temperature, we

can subsequently start the 1 K circulation of Alice and condense the 3He/4He mixture

on Alice’s side. This process typically takes approximately 6 h. Alice’s condensation is

thereby effectively supported by the Bob cryostat. The overall cooldown procedure takes

about 80 h, as shown in Fig. 7.10. Figure 7.11(b) shows the final temperature profile of

the MC section of the cryogenic link for CD1, CD3 and CD4. In case of CD1, the

cooling power provided by the PTR is insufficient to operate Alice’s 3He/4He cycle. Even

in this case, Bob manages to hold Alice’s MC at a steady temperature of 506 mK over
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Figure 7.11: (a) Temperature evolution of the MC stage during a cooldown of category CD4. Before we

condense the 3He/4He mixture on Alice’s side, we wait until Bob’s JT cooler precools Alice

to temperatures significantly below LHe. (b) MC temperature Tmc in the cryogenic link. In

case of CD1, it has not been possible to operate the dilution cycle of Alice. For CD3, Alice

could only be operated via the TMP backing pump, leading to significantly reduced cooling

power. Red, blue, and magenta dashed lines are a guide to the eye.

the 6 m long MC tube. For CD3, we have sufficient cooling power to sustain 3He/4He
circulation, but only via Alice’s TMP backing pump and not by the TMP itself, what

leads to significantly lower cooling power compared to conventional operation. In this case,

we reach a final temperature of 111 mK on Alice’s side. By reducing the heat leaks at the

link adapters prior to CD4, we can operate Alice with the TMP, leading to a minimal

MC temperature of 33 mK with a suitable still heater configuration. We reach a minimal

temperature of 52 mK in the center of the cryogenic link, which coincides with the center

of Eve. However, to stabilize the condensation pressures, we usually operate Alice without

a still heater, leading to a steady-state temperature of approximately 50 mK. Bob reaches

a base temperature of 21 mK.

7.3 Heat transfer over the cryogenic link

For the successful cooldown of the cryogenic link in CD4, we investigate the heat transfer

through the system by selective heating of specific sections. Such an investigation is of

crucial relevance in case we apply our system to artificially generate thermal channels.

In addition, such measurements can become of particular interest for potential future

experiments to determine effects emerging from quantization of heat conductivity [411–413].

In addition, we investigate the lifetime limitations for our cryogenic system, which so far

limit the length of particular cooldowns to approximately three weeks. The temperature

T (r, t) of a specific temperature stage in the cryogenic link is determined by the heat



7.3 Heat transfer over the cryogenic link 195

balance equation [414, 415]

ρc
∂T (r, t)
∂t

−∇ [λ(r)∇T (r, t)] = gr(r)
[
T 4

r − T (r, t)4
]

︸                        ︷︷                        ︸
radiation

+
∑
k,l

gk [Tk − T (rl, t)]︸                       ︷︷                       ︸
coupling to higher stages

+ gf [Tf − T (r, t)]︸                 ︷︷                 ︸
fluid

+
∑

i

q̇iδ(r− ri)︸               ︷︷               ︸
local heating

, (7.9)

where ρ, c and λ(r) denote density, specific heat, and thermal conductivity of the shield.

The first term on the right side describes heat load via thermal radiation from the radiation

shield with the temperature Tr which is assumed to be constant. The position-dependent

geometric prefactor gr(r) depends on the view factor with respect to the radiation leak, as

well as on the emission coefficients of the respective material of the shield and its effective

surface area [415]. In practice, we minimize gr(r) by using superinsulation foil and by

properly closing all radiation leaks. The second term on the right side describes heat

added by direct thermal conduction between respective temperature stages, where index

k labels the stage and index l denotes the location at which we couple to stage k. During

precooling, we artificially increase this contribution whereas we attempt to minimize it

during operation. The third term corresponds to convective heat flow due to a fluid with

temperature Tf and the fourth term results from local heating with specific power q̇i using,

e.g., a PID control architecture. In the following, we experimentally study heat transfer

within the MC stage. In this case, Eq. (7.9) needs to be solved under the boundary

condition that the cooling power at the mixing chamber positions of Alice and Bob is

determined by Eq. (7.3). In addition, we numerically solve Eq. (7.9) for heat transport over

our QLAN cable. First, we vary the center temperature Tcenter of our superconducting

transmission line inside of the cryogenic link. The results of this measurement are plotted

in Fig. 7.12(a). We clearly observe that MC temperatures of Alice and Bob, as well as

the temperature of the MC tube inside the Eve cryostat, show an approximately linear

increase as a function of Tcenter. We conclude that thermal conduction via the MC tube

is the dominant source of heat transfer in this case. We explain the deviation from

linearity for the Eve MC tube by a comparably strong temperature dependence of the

thermal conductivity of PEEK, as shown in Fig. 7.4(b). To realize a stable platform

for quantum experiments, we stabilize our sample stage in Alice to 70 mK. We choose

a slightly higher value than the MC base temperature to achieve robustness towards

temperature fluctuations in the cryogenic link. As it can be seen in Fig. 7.12(a), for our

entanglement JPAs (JPA1 and JPA2) the sample stage temperature is independent of the

temperature of the transmission line up to Tcenter ≃ 300 mK. Since within our frequency

range, this temperature already corresponds to the Johnson-Nyquist regime [cf. Fig 3.7(b)],

we can use the cryogenic link to verify influence of local environmental thermal noise

in a superconducting environment. Following that, we stabilize the temperature in the
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Figure 7.12: (a) Effect of PID stabilization of the center temperature Tcenter of our transmission line

on the MC tube. The PID control architecture is installed on top of the central support

holder [cf. Fig. 7.3(a)]. We detect the respective steady-state MC stage temperature and the

Alice sample stage temperature (JPA1 and JPA2). Except for the latter, we observe an

approximately linear increase of the steady-state temperatures, implying that heat transfer

is dominated by thermal conductance. The thermometer “Eve MC tube” is fixed at the

outside of the MC tube below Eve. Lines are a guide to the eye. (b) Time evolution of

Tcenter and the MC temperature after heating to Tcenter(t = 0) = 1 K and then switching

off the heater. Lines are a guide to the eye. (c) Stress test for the cryogenic link. We

stabilize the center at Tcenter = 4 K and find that condensation of Alice breaks down after

20 min. We fit Alice’s data with an exponential (solid gray line) and Bob’s with Eq. (7.11)

as described in the main text (orange line). Dashed lines are a guide to the eye. (d) Still

heater test for Alice, demonstrating that we can reach a minimal MC temperature of 33 mK.

Lines are a guide to the eye.

center of the transmission line to Tcenter = 1 K and measure temperature relaxation in the

transmission line as well as at the MC in Alice and Bob after switching off the heating.

The corresponding results are shown in Fig. 7.12(b). We find that the temperature of the

transmission line relaxes to equilibrium within 10 min. In contrast, the MC stages of Alice
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and Bob require approximately 30 min to reach equilibrium due to their comparably large

heat capacity. The data shown in Fig. 7.12(c) corresponds to a stress test of our cryogenic

link. During this test, we have investigated for how long we can stabilize the center

temperature at Tcenter = 4 K, such that the cryogenic link effectively forms a thermal

channel resembling a LHe bath. We find that, within approximately 20 min, the MC

stages in Alice and Bob heat up to 380 mK. At this point, we need to switch off the heater

since the condensation pressure for Alice’s 1 K circuit as well as for the 3He/4He circuit

reach critical values.19 Similar as in Fig. 7.12(b), Bob relaxes back to equilibrium within

30 min, whereas Alice cools down slower since a significant fraction of the 3He/4He needs

to be recondensed on the Alice side. In addition, this finding indicates that our system is

asymmetric regarding cooling power. In contrast, Alice and Bob show similar behavior

during the warm-up (data not shown), implying that the cryogenic link is symmetric with

respect to thermal conductivity and heat capacity. As it can be seen in Fig. 7.12(c), we can

model the cooling curves of Alice and Bob. Alice can be accurately fitted by an exponential

decay, implying approximately constant cooling power of the MC in the temperature

regime 150 − 350 mK, which results in a Newton-like cooling law. For Bob, we fit the

cooldown for temperatures below 100 mK. In this case, we consider Eq. (7.9), evaluated at

the position of Bob’s MC. Thus, we turn the corresponding boundary condition, Eq. (7.3),

into an additional source term. In addition, we assume that the heat balance is dominated

by conductive heat transfer. Consequently, the temperature of Bob’s MC satisfies the

differential equation
dT

dt
= g[Te − T (t)]− aT (t)2, (7.10)

where Te corresponds to an effective environmental temperature associated with the heat

leak. The constants a and g are used as fit parameters. By defining the auxiliary function

h(x) = x+ g/(2a), the solution of this Riccatti type equation [163] can be expressed as

T (t) = h(T∗)
[
h(T0) + h(T∗) tanh[ah(T∗)t]
h(T∗) + h(T0) tanh[ah(T∗)t]

− 1
]

+ T∗, (7.11)

where T∗ denotes the steady-state temperature and T0 = T (0). We observe from the fit in

Fig. 7.12(c) that the asymptotic cooldown behavior of Bob follows Eq. (7.11). In a second

stress test for the cryogenic link, we turn off Eve’s PTR while not modifying Alice and

Bob. We find that the system remains operational for 20 min under these circumstances.

Figure 7.12(d) shows the result from a still heater test for Alice and we find that the base

temperature of Alice can be significantly reduced by heating the still. The lowest observed

temperature at still heater power of 200 µW is 33 mK and corresponds to the temperature

value shown in Fig. 7.11(b) for CD4. The temperature downtrend in Fig. 7.12(d) indicates

possible lower temperatures for higher still heater power. The practical lower bound

19We are limited by the maximal exhaust pressure of 1 bar for the NeoDry 60E Kashiyama 1 K pump as
well as for the 80C Edwards scrolls pump in the mixture circuit.
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for Alice’s MC temperature is determined by the condensation pressure in the 1 K and
3He/3He circuits, which monotonically increases as a function of the still heater power

and is required to be below 1 bar. We find that the temperature TEve, measured at the

outside of the MC tube below Eve, is effectively independent of Alice’s base temperature.

If we assume a constant specific heat load q̇ over the MC tube, we find

TEve = TA + TB

2 + q̇l2

8λ , (7.12)

where TA (TB) denotes the temperature of Alice (Bob), l corresponds to the link length,

and λ denotes the thermal conductivity of the MC tube. Consequently, the heat load added

by heating the still, approximately compensates for the reduction of Alice’s temperature.

Heat transfer over the QLAN transmission line Next, we investigate the spatial

heat distribution along our superconducting transmission line. To enable photon number

calibration over the cryogenic link, the QLAN cables are connected to heatable attenuators

on the Alice side. During the first successful cooldown of category CD4, we measure

a steady-state attenuator temperature of 102 mK, as well as Tcenter = 121 mK in the

center of the transmission line. Since these temperatures are comparably high, we

increase the thermal coupling of the attenuator to the MC plate before the following

cooldown of type CD4, leading to an attenuator temperature of 46 mK. Following

this modification, the temperature of the cable in the center reaches a steady value of

Tcenter = 110 mK. In general, the measured center temperature reaches its minimum

shortly after cooldown, before we switch on our RF devices. The minimally recorded

temperature corresponds to Tcenter = 97.4 mK. These elevated temperatures, especially

the attenuator temperatures prior to the increase of thermal coupling, indicate that the

cryogenic link adds a significant level of thermal radiation inside the MC tube. The high

attenuator temperature is then explained by the fact that the heatable 30 dB attenuator

can be well approximated as a black body, whereas the copper MC shields almost perfectly

reflect thermal radiation. Consequently, in case of a radiation leak of the MC shield

structure, the heatable attenuators form the dominant heat sinks. To determine the

temperature profile of the transmission line, we consider the steady state of Eq. (7.9) and

treat the transmission line as quasi-1D object of length l. In addition, we assume that

thermal coupling to the MC is dominated by the silver wires with thermal conductivity

λAg and cumulative cross section AAg. We have

−λAgAAg
∂2T

∂z2 =
(N−1)/2∑

n=−(N−1)/2
q̇[T (z)]δ

(
z − nl

N − 1

)
︸                                           ︷︷                                           ︸

coupling of PEEK to MC tube

+Pr[T (z)]︸       ︷︷       ︸
radiation

+ Phδ(z)︸     ︷︷     ︸
center heating

. (7.13)
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We model thermal coupling of the N = 13 PEEK support holders to the MC tube with a

finite Dirac-comb due to their tip-shaped geometry. The radiative heat transfer Pr[T (z)]
depends on the view factor Fr→t between radiation leak (r) and transmission line (t). The

corresponding expressions are given by [415]

q̇[T (z)] = λP[T (z)]AP

hP
[Ttube − T (z)], Pr[T (z)] = σ[T 4

r − T 4(z)](
1−εr
Arεr

)
+
(

1−εt
Atεt

)
+ 1

ArFr→t

, (7.14)

where Ttube corresponds to the temperature of the MC tube, assumed to be constant,

and AP (hP) denotes the respective cross section (height) of the PEEK support holders

and σ = 5.67 × 10−8 W m−2 K−4 is the Stefan-Boltzmann constant. The quantities Ar

(At) and εr (εt) denote the area and integral emissivity associated with the radiation

leak. The last term in Eq. (7.13) corresponds to possible heating of the center with power

Ph. We numerically solve Eq. (7.13) using a finite-difference method. In this regard,

we make two approximations. Since the conditions in Eq. (7.14) imply that Eq. (7.13)

becomes nonlinear, we apply the approximation Pr = ⟨Pr[T (z)]⟩, where ⟨· · · ⟩ implies

an average over the temperature profile of the cable. The effect of this approximation

is small since radiation emitted by the transmission line can be neglected due to the

low temperature of the cable. In addition, we approximate λP[T (z)] = λP[⟨T (z)⟩]. We

update these averages in an iterative approach and repeat the numerical routine for M

times, where we determine the averages ⟨· · · ⟩ for iteration step j from the solution in step

j − 1. We repeat the procedure until we converge, which is sufficient for M = 50 in our

case. A third approximation is related to boundary conditions. As previously mentioned,

Eq. (7.13) needs to be solved for fixed MC cooling power, a quantity depending on the

solution itself. For our numerical solution, we approximate these boundary conditions

with Dirichlet conditions, implying that we fix temperature at the boundaries. To estimate

the error made by this approximation, we compare our numerical routine to a special

case where Eq. (7.9) can be solved analytically. This case corresponds to the dependence

of the temperature Tcenter on local heating of the center with specific power p ≡ Ph/AAg.

In case we neglect any energetic loss apart from direct thermalization to the MC stage,

the respective cooling power q̇ of Alice and Bob adjusts in a way that the global energy

balance between sources and sinks is satisfied, p = −2q̇. As a result, we can rewrite

Eq. (7.9) without any boundary conditions as

∂T

∂t
− κ∂

2T

∂z2 = − p

2ρc [δ(z − l/2) + δ(z + l/2)] + p

ρc
δ(z), (7.15)

where κ ≡ λAg/(ρc). We assume that, prior to switching on the heater at t = 0, the
system is in thermal equilibrium at T = T0 for −∞ < z < ∞, where we neglect any

boundary effects emerging from the finite link length in the initial condition. The solution



200 Chapter 7 Microwave quantum local area network based on a cryogenic link

can be determined via the Green’s function [416]

G(z, t) = 1√
4πκt

e− z2
4κt (7.16)

as

Tcenter(t) = T0 +
∫ t

0
dt′
∫ ∞

−∞
dz′G(z′, t− t′)

[
p

ρc
δ(z′)− p

2ρc(δ(z′ − l/2) + δ(z′ + l/2))
]

= T0 + p

ρc

∫ t

0
ds [G(0, s)−G(l/2, s)] . (7.17)

The result can be expressed as

Tcenter(t) = T0 + p

ρc

√
t

πκ

(
1− e− l2

16κt

)
+ pl

4κρcerfc
(

l

4
√
κt

)
, (7.18)

where erfc(x) denotes the complementary error function. For the steady state, we find

the simple expression

lim
t→∞

Tcenter(t) = T0 + Phl

4λAgAAg
. (7.19)

The factor of 4 here results from the symmetry of the system: half of the heater power

flows over each half of the link length. This result can be directly compared to the

center temperature obtained with our numerical routine for this specific scenario. We

find typical deviations of 1 − 2 %, which correspond to the approximation error of the

global energy balance by Dirichlet boundary conditions. Next, we use our numerical

model to determine the temperature profile for the realistic parameters and geometry.

The exact value of λAg is not known in our case since it sensitively depends on the purity

of the material, the annealing, as well as on the quality of the mechanically established

thermal contacts. Consequently, we do not know the residual resistivity ratio (RRR) at

low temperatures. For a conservative estimation, we assume λAg ≃ 1 W K−1 m−1, which

is significantly lower than values measured for high purity silver. We then find that our

experimental observations can be reproduced in case we consider a radiative heat load

of Pr = 0.52 µW. The corresponding results are shown in Fig. 7.13(a), where we take

Alice’s heatable attenuator temperature and Bob’s MC temperature as Dirichlet boundary

conditions. Stars correspond to the measured temperature values. We have determined

Pr = 0.52 µW such that the orange curve matches the experimental center temperature.

Our calculation predicts a center temperature of Tcenter = 111.9 mK, which is close to the

measured value of 110 mK. In Fig. 7.13(b), we plot the expected temperature profile for

the case where we apply an additional local heat load in the center. A possible origin for

radiation leaks into the MC shield is the fact that the MC tube consists of two separate

segments, as described in Sec. 7.1.1. Since these segments are only mechanically plugged
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Figure 7.13: (a) Numerical solution of the heat equation for different thermal coupling of the transmission

line on Alice’s side. We take into account heat transfer by direct thermal conductivity as

well as radiation. Stars correspond to experimentally measured temperatures for cooldowns

of category CD4 each. As Dirichlet boundary conditions, we employ the recorded heatable

attenuator temperature for Alice and the MC temperature for Bob. (b) Numerically

determined temperature profile under constant local heating of the link cable center with

power Ph.

into each other, there is a significant gap at the connection point.

In future experiments, the impact of this radiative heat load can be reduced by covering

the inside of the MC shields with SiC-based absorption coating [417]. Furthermore, we

can insert additional black absorbers into the orifices for the link adapters. Note that it is

expected that the center temperature of the transmission line is higher, as compared to

the center temperature of the MC tube. The reason for this is a comparably weak coupling

of the transmission line via the two silver wires establishing the thermal anchoring. In

order to revert this situation and make the transmission line colder than the MC tube,

we need to make the thermal anchoring stronger than the thermal contact established by

the MC tube itself. For our geometry, this would require a silver rod with a thickness of

2 cm, which would be equivalent to 178 of our silver wires. This estimation is based on

the assumption of equal RRR, implying that the corresponding thermal conductivities

satisfy λCu/λAg ≃ 55/76 [283].

Within this work, the cooldown time of a single cryolink cooldown has been limited

to three weeks. During an exemplary cooldown cycle of the cryogenic link, we observe

a continuing loss of cooling power at the PT1 and PT2 stages. The corresponding PT1

temperature for three different cooldowns of category CD4 is plotted in Fig. 7.14(a). We

observe that, for cooldowns in April and March, slopes for the temperature uptrends

approximately coincide. The offset between both curves results from the fact that we

have added more superinsulation to multiple specific locations in the system between both

cooldowns. In contrast, we find that the slope is significantly higher for the cooldown
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Figure 7.14: (a) Measured temperature uptrend of the PT1 stage for three cooldowns of category

CD4. The corresponding thermometer has been installed on top of Alice’s PT1 plate. (b)

Experimentally reproduced temperature uptrend in case we only operate the PTRs and

keep all helium cycles evacuated (green dots). The orange line corresponds to a fit according

to the model behind Eq. (7.27), where we treat the quantity k as the only fit parameter.

in July. After 3 weeks, the cooling power is not sufficient to operate our dry 1 K pot,

which is necessary to provide precooling of the 3He/4He mixture. As an initial possible

explanation, we assume that the effective loss of cooling power results from formation

of a fluid which enters the heat balance, Eq. (7.9), as an additional source term. This

idea has been ruled out by installing multiple custom-built charcoal sorption pumps in

the system which have not led to any observable impact.20 In the following, we give a

possible alternative explanation for this effect. After warming up the system after three

weeks, we detect an OVC pressure of 0.7 mbar at room temperature. In a careful analysis

involving using an external cold trap followed by application of a mass spectrometer, we

find that the largest fraction of this gas has a liquefication point above LN2 temperature

and only a small fraction of the gas consists of 4He. By logging the OVC pressure of the

evacuated system at room temperature, we find a comparable accumulation of gas over

time which does not contain any 4He. Cooling down the entire system only with the PTRs

with evacuated helium cycles leads to the same result, this time with 4He. Consequently,
the helium emerges from a cold leak of the PTR cold head. Next, we analyse the origin

of this gas. One explanation can be outgassing of the superinsulation, especially due to

trapped moisture. An additional source for slow gas accumulation is diffusion through the

significant amount of O-ring seals (cf. Sec. 7.1.1). From the diffusion equation, it can be

20The sorption pumps have been constructed from charcoal glued to an OFHC support using blue
stycast 2850 FT mixed with OFHC copper powder. Before installation, we have removed trapped
moisture by heating the sorption pumps to 150 ◦C, which is well below the autoignition temperature
of our charcoal.
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shown that the total gas permeation rate into the system can be expressed as

V̇ =
∑

y

∑
x

gKxpxNyfy, (7.20)

where px and Kx denote atmospheric partial pressure and permeation coefficient for gas

x. The index y corresponds to the type of O-ring seal, where Ny denotes the number of

O-rings of type y. The factor fy takes the geometry of the O-ring trench into account,

which determines the effective diffusion cross section and length. The grease factor g

takes possible O-ring lubricant into account and takes typical values of g = 0.7 in case we

properly apply vacuum grease [418]. Further assuming that the O-ring is pressed into an

elliptical shape, we can express the form factor as

fy = π2

2
Dy + dy

d2
y arccos

(
h2

y+g2
y+2hygy

d2
y

) √d4
y − (hy + gy)4, (7.21)

whereDy is the diameter of the O-ring, dy corresponds to the cross-sectional diameter of the

O-ring, hy denotes the trench depth and gy denotes the clearance gap [419]. According to

Ref. 420, the permeation rate strongly depends on ambient parameters such as temperature.

For our Viton O-rings, permeation is especially high for polar molecules, such as water. In

literature, we can find values up to KH2O = 216×10−8 sccm s−1 bar−1 cm−1. We determine

the partial atmospheric pressure of water by the August-Roche-Magnus equation [421]

pH2O = φH2Opv = 0.0061094 · φH2O · exp
(

17.625T [°C]
T [°C] + 243.04

)
bar, (7.22)

where pv denotes the vapour pressure of water and φH2O corresponds to the relative

humidity. In the following, we assume T = 25 ◦C and φH2O = 0.67 [422]. In addition,

we investigate permeation of H2O, N2 and O2 and neglect all remaining atmospheric gas

contributions due to their low partial pressures. Using the permeation coefficients in

Ref. 420, we find
V̇N2

V̇H2O
= 0.119, V̇O2

V̇H2O
= 0.078. (7.23)

Increase in pressure over a time interval ∆t is then given by

∆p = patm

Vl
V̇H2O

(
1 + V̇N2

V̇H2O
+ V̇O2

V̇H2O

)
∆t, (7.24)

where Vl denotes the volume of the cryogenic link. Using a well-defined test volume, we

find Vl = 870± 291 l, where the comparably large uncertainty results from the small size

of the test volume and from the calibration uncertainty of our OVC pressure gauges.

After three weeks, we thus expect an estimated pressure increase by ∆p = 1.3 mbar. This
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value exceeds our detected pressure increase. However, resulting from the corresponding

simplifications and uncertainties, we expect our estimation to be reliable regarding the

order of magnitude. Hence, this result is a strong indicator that gas accumulation in the

OVC mainly results from a diffusion of water through the O-rings. Next, we investigate

how a gas accumulation leads to effective loss of cooling power. We assume that the water

vapor may form an ice layer on the PT1 shields, which degrades the effective reflection

properties of our superinsulation. Since ice shows an integral emissivity of ε∗ = 0.98
and thus resembles a black body [423],21 it crucially changes the emissivity of our Mylar

superinsulation, εs = 0.05. For our model, we employ the simplistic approximation that

the ice layer forms on top of the superinsulation. In addition, we assume that the covering

rate of ice is proportional to the uncovered surface, leading to an exponential relation.

Consequently, we assume that the effective emissivity of the PT1 shield changes like

εf(t) = (1− e−kt)ε∗ + e−ktεs, (7.25)

where k corresponds to the ice formation rate. Next, we consider the net radiative heat

fluxes Q̇r→f from the room temperature shield to the fluid film as well as Q̇f→PT1 from

the fluid film through the superinsulation. Since the trend is slow, we make an adiabatic

approximation and assume that the system is in thermal equilibrium at any time, implying

that these net heat fluxes are always in balance with the cooling power PPT1 on the

PT1 stage [256], which we approximate to be independent of temperature within our

temperature region of interest, 45− 55 K. Thus, we have

Q̇r→f = Q̇f→PT1 = PPT1. (7.26)

Next, we employ the relation for net radiative heat transfer, Eq. (7.14), under the assump-

tion that OVC shield and PT1 shield are close to each other such that their surface areas

approximately coincide, which also implies a view factor of one. The time-dependent

solution can be expressed as [285]

TPT1(t)4 = T 4
r + (T 4

0 − T 4
r )η(t), η(t) = 1− εr[εf(t)− εs]

εf(t)[εs + εr(N + 2− εs)]
, (7.27)

where N = 40 denotes the number of superinsulation layers, εr = 0.2 denotes the emissivity

of the OVC aluminum shields [423], and Tr = 298 K corresponds to the lab temperature.

We use Eq. (7.27) to fit the thermal uptrend for our test cooldown during which we have

solely operated the PTRs and treat k as the only fit parameter. We choose this specific

cooldown since, in this case, we do not need to take into account the heat load due to helium

condensation, which would devalue our approximation that the heat load is dominated

by radiation. The result is shown in Fig. 7.14(b) and we find kfit = 6.53 × 10−10 s−1.

21Note that we perform a rough approximation by employing the bulk emissivity ε∗ = 0.98 of ice. The
realistic emissivity of a thin ice film could be notably different.
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We find that our model is suitable to describe the experimental data and additionally

reproduces the flattening of the temperature curve after ≃ 9 days. In addition, we plot the

expected result for k = kfit/2 and for k = 2kfit. In the steady state, when all surfaces are

is covered with ice, our model would predict a saturation temperature of 116 K. However,

the realistic saturation value is expected to be significantly lower since our model does

not take into account that the cooling power at the PT1 stage eventually increases with

temperature. Interestingly, the now quite plausible assumption that the temperature

uptrend results from ice explains the absence of any impact of our charcoal pumps. In

addition, our model explains the different slopes in Fig. 7.14(a) due to higher ambient

temperatures in July, which exponentially alter the atmospheric vapor pressure of water

due to the August-Roche-Magnus equation.

To prolong the lifetime of our system, our system has undergone multiple modifications.

As an example, to circumvent the problem that our 1 K circuit performance is limited

by the maximally sustainable exhaust pressure of 1 bar of the pump, we have tested to

operate the cryogenic link via an external 4He bottle at the 1 K condensation line and

have consequently connected the pump exhaust to our 4He recovery line. This solution

does not improve the cooling power of our 1 K pot. In addition, we have attempted to

operate our 1 K pot with condensation pressures up to 3 bar, which has not improved

the cooling performance either but has eventually led to instabilities in the suction

pressure due to superfluid oscillations [285]. As a suitable long term solution to decrease

the heat load on our 1 K pot in future experiments, we have installed an additional

counterflow heat exchanger for the inflowing 3He/4He mixture on top of the still, with the

intention to decouple the temperature of the mixture flowing into the 1 K pot from the

PT2 temperature uptrend.22 In a test cooldown with Alice only, we find that employing

this heat exchanger reduces the temperature of the 3He/4He mixture at the input of

the 1 K condensation line from 3 K to 2 K. In case we assume that this temperature

difference acts as an offset and the heat exchanger does not affect the aforementioned

temperature uptrend, we expect a lifetime improvement for our cryogenic link by roughly

six weeks. However, during this test cooldown, we observe that the temperature uptrend

rate at the exhaust of the heat exchanger is reduced by a factor of four. If the Alice

cryostat would perform similarly in case we attach the cryogenic link, we would expect a

lifetime improvement by multiple months which is sufficiently long for any state-of-the-art

microwave quantum communication experiment.

22We thank Dr.KurtUhlig for numerous fruitful discussions and for coiling the heat exchanger.





Chapter 8

Microwave quantum communication

over a quantum network

In this chapter, we combine results from chapter 6 and chapter 7 and realize microwave

quantum teleportation over our cryogenic link. In Sec. 8.1, we introduce our experimental

setup. Next, in Sec. 8.2, we demonstrate successful microwave entanglement distribution

and quantum state transfer over the cryogenic link. We exploit the experimental capability

for localized heating of separate parts of our experimental setup and prove that quantum

properties are preserved for microwave signals propagating along thermal channels, as long

as these channels stay superconducting. In Sec. 8.3, we present experimental results for

microwave quantum teleportation between two remotely spaced dilution refrigerators with

a teleportation fidelity of 0.55±0.03 for coherent states with up to |α|2 = 4.5 displacement

photons.1

8.1 Setup for inter-fridge quantum communication

Our experimental setup is schematically depicted in Fig. 8.1 and is similar to the one

described in Sec. 6.1. In contrast to our intra-fridge experiment, we keep the JM setup

in the Alice refrigerator and install the directional coupler (β = −15 dB) in the Bob

cryostat, such that the feedforward signal generation and local displacement operation

are realized in different laboratories, spaced apart from each other by 6.6 m. To enable

quantum state transfer and classical communication between both parties, we transmit

the TMS idler and the analog feedforward signal through our cryogenic link via our

QLAN cable. The corresponding superconducting coaxial cables on Alice’s and Bob’s sides

are designed with significant length redundancy and connected to the superconducting

coaxial transmission lines in the cryogenic link in-situ after installation of the cryostat

shields and the link adapters before attaching the link arms. These cables are bent in

an S-shape to compensate for thermal contraction [cf. Fig. 7.4(a)] and the connection

1The measurements presented in this chapter have been collaboratively performed within two Master’s
projects together with W.Yam and S.Gandorfer. The corresponding Master’s theses can be found in
Ref. 238 and in Ref. 282.
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is established via SMA female-female adapters. Following the directional coupler, the

resulting signal is amplified by a HEMT amplifier in the Bob cryostat and guided back

to Alice’s lab using room temperature RF cables, where it is either detected by the

heterodyne two-path receiver, described in Sec. 3.1.3, or by a VNA. The signal is then

processed and reconstructed in Alice’s lab. As indicated in Fig. 8.1, we can heat the

entanglement distribution channel and the feedforward line during the experiment. Thus,

by employing a PID control architecture, we can artificially create well defined thermal

channels and systematically investigate effects emerging from thermal environment. During

our work on inter-fridge quantum communication, we have replaced the NEC JPAs in

the setup with VTT chips, where we employ double-SQUID JPAs as measurement JPAs

and single-SQUID JPAs for entanglement generation. One of the main differences of this

setup to the intra-fridge quantum teleportation experiment is the significant mismatch

in propagation lengths regarding the entanglement distribution between Alice and Bob,

since the TMS resource state is generated in the Alice cryostat. Thus, the mode arriving

at Bob’s directional coupler can be delayed, as compared to the TMS mode at Alice’s

detection setup. The effect of such finite-time delays and correlations has been investigated

in Ref. 83. To investigate the effect of this retardation on teleportation fidelity, we consider

the lossless and noiseless protocol with a propagation delay τ in the shared resource

between Alice and Bob [83]. The interference function is then altered to

C(r, k, B, τ) = (1 + k) cosh 2r − 2
√
k sinc (2Bτ) sinh 2r, (8.1)

Alice
Feedforward generation 

Bob 
Local displacement

TMS idler
d =  m6.6

Input
VNA/

Receiver

T = 50 mKTMS generation

Entanglement sJPA β
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Feedforward
 =  ml 6.6
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Figure 8.1: Experimental setup for the inter-lab microwave quantum teleportation experiment. The

TMS idler and the analog feedforward signal are distributed from Alice to Bob via the

superconducting NbTi transmission lines inside the cryogenic link. The receiver is physically

located in Alice lab and can process both the teleported signal from Bob (“QLAN”) and

the feedforward signal from Alice (“Local”). The heater and thermometer symbols indicate

the temperature control at the center of the link. All other symbols are as in Fig. 6.1 and

Fig.A.2.
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where B denotes the single-sideband (SSB) measurement bandwidth. Next, we let k = 1
and optimize Eq. (8.1) with respect to r, which leads to the final covariance matrix

V out = 1
2

√
1− sinc2 (2Bτ)12 + 1

412. (8.2)

If we assume that τ corresponds to the full distance l = 6.6 m between Alice and Bob, we

obtain τ = nrl/c ≃ 30.2 ns, where nr = 1.37 denotes the refractive index of PTFE [424]

due to the dielectric in the superconducting transmission lines. According to Eq. (8.2), we

obtain a teleportation fidelity of 0.98 in absence of any other imperfections, which implies

that the finite length of the cryogenic link itself does not lead to a practically relevant

fidelity limitation in contrast to the previously discussed losses or noise.

8.2 Quantum state transfer and entanglement distribution

Before realizing microwave quantum teleportation, we demonstrate that we can use our

cryogenic link to perform standard JPA characterization measurements as discussed in

Sec. 3.2.2. First, we measure the DC flux characteristic and the nondegenerate gain

of one of our entanglement JPAs.2 The hybrid ring beam splitter used to create the

TMS resource enables us to simultaneously measure local transmission at Alice’s side and

transmission through the QLAN cable. A comparison between both measurements is shown

in Fig. 8.2, where we find good agreement between the local and QLAN measurements

of flux tuning of the JPA resonance frequency. In Fig. 8.2(b), we compare the detected

nondegenerate gain as a function of applied pump power Pp, referred to the JPA input.

We find that both curves coincide especially in the limit of G≫ 1. For low pump powers,

we find that the gain for QLAN transmission is on average higher by 0.5 dB and shows

significantly less scatter, as compared to Alice’s local results. This result is due to the

fact that the HEMT amplifier in Alice has been in use for multiple years prior to this

measurement and degraded over time, adding nH ≃ 25.82 ± 1.11 noise photons.3 In

contrast, we have installed a new HEMT amplifier with significantly lower noise photon

number nH ≃ 8.35± 0.41 in the Bob output line, implying that we would need to take at

least three times more averages on the Alice side to achieve the same SNR between both

paths. However, both measurements shown in Fig. 8.2 are obtained with identical VNA

settings within a measurement bandwidth of 10 Hz. Next, we demonstrate experimental

transfer of squeezed microwave vacuum states over the QLAN cable. We do not correct

the measured squeezing levels for the hybrid ring beam splitters in the setup to directly

compare the locally reconstructed squeezing level on Alice’s side and the squeezing level

2We use an NEC JPA for this purpose. The data shown in Fig. 8.3 and Fig. 8.4 has been measured in a
separate cooldown before installation of the VTT JPAs.

3We remark that this photon number only corresponds to an effective amplifier noise since it has been
determined within our standard photon number calibration procedure. To obtain a more accurate
result, we would need to employ the 2D Planck spectroscopy, as described in Sec. 3.3.
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Figure 8.2: (a) Flux dependence of the resonant frequency ω0 of one of our entanglement JPAs, simul-

taneously detected directly at Alice’s side (local) and on Bob’s side over the cryogenic link

(QLAN). Lines are a guide to the eye. (b) Comparison of locally detected nondegenerate JPA

gain G and nondegenerate gain measured over the cryogenic link. For both measurements, we

find excellent agreement between both results, which demonstrates successful implementation

of our QLAN microwave channel. Data scatter (red circles) in the local measurements in the

regime of low gains results from degradation of the corresponding HEMT amplifier.

of the state transferred over the QLAN. The fluctuations coupled to the second input

port of these hybrid ring beam splitters, set a fundamental limitation to the maximally

observable squeezing level Smax as well as the maximal bath temperature Tmax to detect

squeezing. Assuming the squeezed signal passes ℓ symmetric beam splitters in a thermal

quantum network, we have

Smax = 10 lg
(

1 + 1
Mℓ

)
, Tmax ≤

ℏωs

kB lnMℓ+1
, (8.3)

where Mℓ = 2ℓ − 1 are the Mersenne numbers. For our case, ℓ = 1, we find Smax ≃ 3 dB
and Tmax ≃ 0.238 K at a signal frequency ωs/2π = 5.435 GHz. Due to the additional heat

load added by the cryogenic link, we stabilize our samples at 70 mK≪ Tmax instead of

the 50 mK used in our intra-fridge experiments. Our results from quantum state transfer

are plotted in Fig. 8.3, where we plot squeezing level and purity as a function of pump

power. We measure a maximal squeezing level of 2.1± 0.05 dB with corresponding purity

µ = 0.320 ± 0.002. For the exemplary case where we allow for a PNCF uncertainty

κ→ κ± 0.2κ, the uncertainty in squeezing level is given by S = 2.1−0.6
+0.9 dB. Hence, our

result of measuring a positive squeezing level is robust with respect to our photon number

calibration. If we correct for a weak thermal state incident to the other hybrid ring port,

we estimate squeezing levels of up to 8.3± 0.5 dB at the JPA output (before the hybrid

ring beam splitter). Note that the locally reconstructed squeezing level on Alice’s side is
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Figure 8.3: (a) Transfer of squeezed states over the cryogenic link. As in Fig. 8.2, we compare the local

state (red) and the state transmitted via the transmission line (blue, orange). The directly

detected squeezing level S0 is limited to 3 dB due to vacuum incident to an idle port of the

entangling hybrid ring beam splitter. The orange curve corresponds to the scenario where

we correct for this beam splitter, indicating that we reach squeezing levels up to 8.3 dB. (b)

Purity µ of the squeezed states from (a) as a function of the pump power, referred to the

JPA input. Lines are a guide to the eye.

systematically lower by ≃ 0.5 dB, as compared to the squeezing level of the transmitted

state. Since squeezing corresponds to phase-sensitive amplification with low gain, this

artifact is consistent with the scatter of Alice’s local gain observed in Fig. 8.2(b) and,

again, results from Alice’s degraded HEMT amplifier. This finding stresses the fact that

a reliable reconstruction of small signal variances requires a stable detection chain. In

contrast, the purity µ of both states coincides, as it can be seen in Fig. 8.3(b), because µ

only depends on the product of both variances. Next, we repeat the squeezed quantum

state transfer experiment for various temperatures of up to 1 K in the center of the QLAN

transmission line. We employ the PID control architecture introduced in Sec. 7.1. The

result of this measurement is shown in Fig. 8.4, where we show the squeezing level S and

the purity µ. We quantify entanglement between Alice’s and Bob’s signals by means of

negativity. Although, we do not distribute a balanced TMS state in this experiment,

splitting a squeezed state via a hybrid ring beam splitter still results in entangled output

modes due to the incident signal-idler correlations [77]. For noiseless JPAs, the negativity

is related to the squeeze factor r via Nsq = (er − 1)/2. When comparing to the negativity

NTMS of a TMS state with squeezing level r in Sec. 6.2, we find the relation

NTMS = 2Nsq(Nsq + 1). (8.4)

As it can be seen in Fig. 8.4(d), we measure Nsq > 0 within the entire temperature range

of the QLAN center. Consequently, we do not observe the sudden death of entanglement
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Figure 8.4: Squeezed state transfer with NEC JPAs. (a) Squeezing level S as a function the QLAN

center temperature. The quantity S0 thereby corresponds to the squeezing level at base

temperature (Tcenter = 120 mK) as in Fig. 8.3. Panel (b) shows the purity µ of the transmitted

squeezed states and panel (c) the resulting negativity Nsq between Alice’s and Bob’s modes,

demonstrating successful entanglement distribution over the QLAN. Panel (d) shows the

temperature Ta of the heatable attenuator as a function of Tcenter. The comparably high Ta

results from a weak thermal coupling to the MC plate. Attenuator temperature fluctuations

directly translate to fluctuations of S, µ, and Nsq, since Ta lies significantly above the

Johnson-Nyquist threshold Tκ. Solid and dashed lines connecting data points are a guide to

the eye.

(cf. Sec. 5.1), expected at temperature Tsd = ℏωs/(kB ln 2) ≃ 376 mK, within the entire

investigated parameter space, although an ambient temperature of 1 K corresponds to 3.4
photons at our signal frequency. This observation demonstrates that the superconductor

isolates the electromagnetic modes in the cable from the environment, in agreement with

the fluctuation-dissipation theorem, Eq. (2.148). As long as the environment is significantly

colder than the critical temperature of our superconductor, T ≪ Tc ≃ 10 K, we can neglect
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Figure 8.5: Squeezed state transfer with VTT JPAs and improved thermal coupling for the heatable

attenuators (cf. Fig. 7.13). In this case, Ta < Tκ for Tcenter < 400 mK. In this temperature

regime, S, µ, and Nsq are approximately independent of the center temperature, even for

Tcenter ≫ Tκ, as predicted by the fluctuation-dissipation theorem. Solid and dashed lines

connecting data points are a guide to the eye.

the surface resistance of our transmission line, implying a vanishing dissipation spectrum

ε(ω) for our propagating signals. Thus, the phononic environmental temperature and the

mode temperature in the superconducting cable are decoupled from each other and the

thermal fluctuation spectrum in the QLAN is effectively limited by the temperature Ta

of the heatable attenuator. We observe that, up to temperatures of Tcenter ≃ 0.6 K, the

reconstructed state parameters fluctuate without any statistical correlation to Tcenter. We

attribute these fluctuations to temperature fluctuations of the heatable 30 dB attenuator,

implying that the JPA input state corresponds to a thermal state with varying photon

number. These photon number fluctuations translate to fluctuations of the respective

squeezing level for fixed pump power. For verification, we plot the corresponding average

attenuator temperature Ta for each temperature set point Tcenter during the measurement
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in Fig. 8.4(d). Since we are already in the Johnson-Nyquist regime, T > Tκ, as discussed

in Sec. 3.1.4, we also need to account for these temperature changes in the reference-state

reconstruction. In general, we observe that the heatable attenuators are comparably hot,

Ta > 100 mK. This result is due to the fact that we employ the same thermal coupling of

our attenuators to the MC plate as in our intra-fridge experiments in Sec. 6.3. However,

the employed silver ribbons connecting the heatable attenuators to the MC [cf. Fig. 3.7(a)]

are too thin to bear the additional radiative heat load from the cryogenic link. For

Tcenter ≳ 0.6 K, we observe an overall degradation of all state parameters, since the sample

stage starts to heat up [cf. Fig. 7.12(a)], implying that we increase thermal noise coupled

via normal conducting RF components, such as circulators. At Tcenter = 1 K, the sample

stage has a temperature of 123 mK. Next, we improve the thermal contact of our heatable

attenuators by using thicker annealed silver ribbons. In addition, we install cryogenic RF

filters in our input lines to remove high frequency noise.4 After replacing the NEC JPAs

with VTT samples, we repeat the squeezed state transfer experiment. The corresponding

results are shown in Fig. 8.5. As it can be seen in Fig. 8.5(d), Ta is significantly lower

than in Fig. 8.4 and is well-correlated with the center temperature. As a result, we can

resolve the saturation regime of the Planck curve in our photon number calibration. As

long as we maintain Ta ≲ Tκ, we are effectively limited by the quantum noise emitted

by the attenuator, implying that S, µ, and Nsq are de facto temperature-independent,

which is especially visible for S0 ≲ 2 dB. This finding indicates that, for the realization

of large thermal quantum networks [425], we do not necessarily require a millikelvin

connection. As an important consequence, implementing a microwave link at significantly

higher temperatures, potentially by exploiting high-Tc superconducting cables [426], can

be regarded as an economic solution for large scale applications.

8.3 Analog inter-fridge quantum teleportation

In this section we demonstrate coherent state quantum teleportation over the QLAN

prototype. In the first step, we discuss balancing of the TMS resource, as well as the

JM over the cryogenic link. For all measurements presented in this section, we employ

single-SQUID VTT JPAs for entanglement generation and double-SQUID VTT JPAs for

Bell measurements. To suppress the pump crosstalk, we replace the respective circulators

for entanglement JPAs and measurement JPAs by broadband circulators with 20 dB
isolation over the frequency range 4− 12 GHz.5 The results from TMS state balancing

between Alice and Bob over the cryogenic link are depicted in Fig. 8.6(a). We reach

a maximal squeezing of 6.5 dB and a maximal variance ratio of ρ = 0.93. Due to the

broadband circulators, this value is significantly higher compared to the value of 0.86
observed in Sec. 6.2 and is eventually limited by the intrinsic asymmetry of the used

4We use tubular low-pass filters with filter window 12− 26 GHz from K&L Microwave for this purpose.
5We use QCY-G0401201AS circulators from Quinstar for this purpose.

https://www.klfilterwizard.com/
https://quinstar.com/
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We measure a decrease of µ and a simultaneous increase of NTMS. This finding indicates that

the TMS state asymptotically approaches a maximally entangled state. Lines are a guide to

the eye.

hybrid ring beam splitter. In Fig. 8.6(b), we show purity and negativity of the TMS

state as a function of the pump power. In analogy to Fig. 6.6(a), local purity decreases

and, simultaneously, negativity increases with increasing pump power. Next, we measure

the interference pattern of the JM over the cryogenic link, which is necessary for the

realization of the JM balancing step. We apply an input signal with photon number

|α|2 = 2.1 and phase θin = 45◦. Simultaneously, we fix the gain of the measurement JPAs

at G = 22 dB and vary their respective amplification angles, φ3 and φ4. We reconstruct

the resulting state at the output of Bob’s directional coupler and calculate the fidelity

with respect to a coherent state with displacement angle θin. The JM transforms the

displacement vector via

M(φ−, φ+) =
(

coshϕ+ sinhϕ cosφ− cosφ+ − sinhϕ sinφ+ cosφ−

− sinhϕ sinφ+ cosφ− coshϕ− sinhϕ cosφ− cosφ+

)
, (8.5)

where e2ϕ ≡ G, φ− ≡ φ3 − φ4, and φ+ ≡ φ3 − φ4. The phase modulation of the

displacement photon number at the directional coupler is given by

|α′|2 = |α|2k2

3 + cos(2φ−) + 4 sinφ+ cosφ−, θin = π
4

3 + cos(2φ−)− 4 sinφ+ cosφ−, θin = 3π
4

. (8.6)

In case θin = π/4, the maxima are located at (φ3, φ4) = (πn + π/4, πm + π/4) and

(φ3, φ4) = (πn+ π/4, πm+ π/4), with n,m ∈ Z. The minima can be found at (φ3, φ4) =
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(πn − π/4, πm − π/4) and (φ3, φ4) = (πn + 3π/4, πm + 3π/4). In case θin = 3π/4, the
respective maxima and minima are swapped. This result, combined with the π−periodicity
of the interference pattern, can be observed in Fig. 8.7. Note that the predicted maxima

in displacement, according to Eq. (8.6), do not exactly correspond to maxima in fidelity,

which are determined by the condition |d− d′| = 0 for |α|2 ≫ 1. In addition, we observe

that the phase offsets for the maxima/minima do not reproduce the predicted value of

±π/4, which results from different interferometric path lengths in the JM in this specific

measurement. This observation stresses the necessity of the careful calibration procedure

described in Sec. 6.2.

After performing this calibration, we perform coherent state quantum teleportation

over the cryogenic link as described in Sec. 6.3.1. The result of this measurement for

S = 3 dB and G = 22 dB is shown in Fig. 8.8(a). In the next step, we evaluate our

teleportation results in the scope of practical security. We consider the attack depicted

in Fig. 8.9. For this type of attack, we assume that the classical feedforward channel is

public, whereas the quantum channel for entanglement distribution is not accessible for a

potential eavesdropper, Evelyn. Alice’s goal is to employ the teleportation protocol to

securely transmit a coherent state |α⟩ to Bob. Evelyn can copy the feedforward signal

using a beam splitter and subsequent amplification without changing Bob’s result, as

demonstrated in Sec. 6.4. Next, Evelyn copies Bob’s setup and employs her own directional

coupler with coupling βe, but with vacuum instead of the resource state. In this way, she
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obtains her final state

V e = 1
4
[
2ke cosh2 r + 1

]
12, de =

√
ked, (8.7)

where ke ≡ Gβe/4. The fidelity with respect to Alice’s input state is given by

Fe = 1
ke cosh2 r + 1

exp
[
− (
√
ke − 1)2

ke cosh2 r + 1
|α|2

]
. (8.8)

In case Evelyn chooses ke = 1, she obtains Fe = 2/(cosh 2r+3). Evelyn’s fidelity is related

to Bob’s teleportation fidelity Fb via

Fe = 1− 1
1 + 4Fb(1− Fb) . (8.9)

In the classical scenario, Evelyn measures Fe = 1/2. In this case, Bob’s and Evelyn’s
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settings are fully symmetric and both of them suffer from two quduties. However, since

Evelyn has no access to the nonlocal sinh 2r terms in the TMS resource, the situation

between Bob and Evelyn becomes asymmetric in case we employ entanglement. Since the

nonlocal terms of the TMS resource act as a unique “key” for the interference mechanism,

Evelyn cannot purify the state at her directional coupler. Instead, Evelyn is forced to

amplify the local cosh 2r contribution which superposes the feedforward signal. Thus,

the purity of Evelyn’s state drastically reduces with increasing r. In the asymptotic

case, r ≫ 1, Evelyn’s fidelity in Eq. (8.8) is given by Fe ≃ 4e−2r/k and asymptotically

approaches zero, implying that, from a practical point of view, the protocol becomes secure

in case F drops below the measurement uncertainty of Evelyn. In addition, Evelyn’s

fidelity is directly related to the mutual information between the analog feedforward

and teleported signals as described by Eq. (6.9). We observe that Fe → 0 when δ → 0.
At the same time, Evelyn’s fidelity is inversely correlated to Bob’s teleportation fidelity.

In addition, Alice and Bob can distribute their phase reference publicly since security

solely relies on the resource squeezing, which asymptotically degrades Evelyn’s SNR to

zero. Although the realistic type of attack in Fig. 8.9 is of high relevance for quantum

communication over long distances, unconditional security is not yet guaranteed if we

attempt to employ analog teleportation in combination with cryptographic wrapper

protocols, e.g., for QKD applications. In this case, in order to achieve a finite bit rate,

Alice needs to sample her unkown input states from a specified codebook, implying that

the no-cloning limit quantifies whether communication is secure.

As a verification, we plot our quantum teleportation results for |α|2 = 4.5 input photons

in Fig. 8.8(b) in direct comparison to the classical result, where entanglement is absent.

The observed π-periodic oscillations are described by Eq. (8.5) and correspond to the

phase modulation due to imperfect balancing of the JM.6 We measure an average quantum

teleportation fidelity of Fq = 0.55 ± 0.03 and a classical fidelity Fc = 0.46 ± 0.01. In

comparison, in our intra-fridge teleportation experiment with the NEC JPAs in chapter 6,

comparable squeezing and gain parameters correspond to a significantly lower fidelity

F = 0.476± 0.004 for |α|2 = 4.3 due to compression. This finding reveals the advantage

of using double-SQUID JPAs in the JM. Solid lines in Fig. 8.8(b) correspond to the theory

model, as described in Sec. 6.3.3. We find a good agreement between the experiment and

theory for noise parameters χ1 = 0.0315 and χ2 = 0.315. From the phase modulation,

we extract a deviation by 12.3 % from orthogonality for the measurement/entanglement

JPAs. We observe that the theory model predicts a higher classical fidelity as well as

larger oscillation amplitude as compared to our measurements. This finding originates

from the fact that the power of the TMS state adds to the power of the coherent input

state, which enhances the impact of phase-dependent compression and is not included in

6Within this experiment, it has not been possible to ensure more accurate calibration of the JM since
our measurement time has been restricted to three weeks, resulting from the continuous loss of cooling
power for the pulse tube stages, as described in Sec. 7.3.
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eavesdropper, Evelyn, can interact with the feedforward signal via a symmetric beam splitter

followed by a phase-insensitive amplifier, in order to extract information on the teleported

state. Evelyn then attempts to copy Bob’s setup by employing her own directional coupler

with coupling βe.

the linear theory model. In addition, we integrate Evelyn into our simulation and optimize

her maximally achievable average fidelity with respect to her coupling βe. We find this

optimum to be βe = −16.9 dB. We plot Evelyn’s fidelity for the quantum case as well

as for the classical case in Fig. 8.8(b). We observe that Evelyn’s classical fidelity (0.530)
exceeds the classical teleportation fidelity, implying that the classical protocol is not secure.

Note that the fact that Evelyn can realistically detect a fidelity slightly above 1/2 is a

result from losses and noise as well as from the projective limit approximation (β → 0).
Additional deviations from ideal model conditions originate from the imperfect purity,

µ = 0.96, of the coherent input state. However, in case we employ entanglement, the

teleportation fidelity increases as expected, whereas Evelyn’s average fidelity (0.518) drops
below Bob’s mean teleportation fidelity. Thus, although we do not exceed the no-cloning

limit in our inter-lab quantum teleportation experiment, the protocol can be regarded as

secure with respect to the attack described in Fig. 8.9. If we theoretically assume that we

could optimize Bob’s fidelity with respect to squeezing for our experimental parameters,

we find a maximal Fb = 0.592. This fidelity corresponds to the squeezing level S = 6.26 dB
and is limited by the gain-dependent JPA noise. Evelyn’s corresponding fidelity is given

by Fe = 0.479, see Fig. 8.8(b). As shown in Sec. 2.3.1, for ideal quantum teleportation,

switching on entanglement increases fidelity for any displacement as long as we ensure

k = 1. On the other hand, this is not necessarily true if k , 1. In this case, we have to

take into account that resource squeezing impacts fidelity via two competing mechanisms.

On the one hand, increasing the squeezing optimizes the destructive interference of the

two quduties. On the other hand, detuning k , 1 implies that we cannot perfectly remove
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the local quasi-thermal noise of the TMS resource, which manifests as a e2r dependence.

This effect becomes larger in case the TMS state itself is noisy. It can then appear that

it is more beneficial to accept pure vacuum fluctuations at the directional coupler input,

compared to an impure TMS mode.

In the following, we experimentally demonstrate that the working point choice crucially

affects the relation between quantum fidelity Fq and classical fidelity Fc as a function of

input power |α|2. We define a relative quantum advantage of our teleportation protocol as

Ψ = (Fq−Fc)/Fq. In Fig. 8.10(a) we plot the experimentally determined Ψ corresponding

to the experimental results shown in Fig. 8.8(a). Figure 8.10(b) shows the results from

an inter-lab teleportation experiment, performed with S = 3.7 dB and G = 30 dB,
corresponding to a significant detuning from the ideal projection condition, k > 1. By

comparing the results of both experiments, we observe that Ψ increases with |α|2 in one

case, but decreases in the other case. To understand this effect, we express the power

dependence of Ψ as

Ψ(r, k, n0, |α|2) = 1−B(r, k, n0) exp
[
−|α|2 (

√
k − 1)2

1 + k

(
B(r, k, n0)− 1
B(r, k, n0)

)]
, (8.10)

where the function

B(r, k, n0) ≡
1
2

[
1 + 1 + 2n0

1 + k
C(r, k)

]
(8.11)

depends on the squeeze parameter r, the noise n0 in the TMS state, and the renormalized

gain k. Apart from that, we treat the teleportation protocol as ideal throughout this

investigation. The function B(r, k, n0) ∈ [1/2,∞) determines the qualitative behavior of

quantum advantage. In addition, we observe from Eq. (8.10) that, in case k , 1, we always
find |α|2 > 0 where Ψ = 0, i.e., quantum advantage changes sign. In case we employ an

infinitely large input codebook, we aim for an increase of relative quantum advantage with

|α|2. This is the case if we employ the quantum correlations in a sufficiently efficient way

to gain more purity by destructive interference of the quduties, compared to antithetical

effects which degrade the purity. These effects include the noise added by the entanglement

JPAs and the amplified e2r contributions from the resource state due to detuning of k

from one. From Eq. (8.10), we find that the quantum advantage increases as a function of

the displacement photon number if we exploit the quantum correlations in the TMS state

in a sufficiently efficient way to satisfy 1/2 ≤ B(r, k, n0) ≤ 1. In combination with the

result C(r, k) ≥ C(r∗, k) = |k − 1| from Sec. 2.3.1, we find the noise threshold

nt = 1
2

(
k + 1
|k − 1| − 1

)
. (8.12)

Thus, Ψ can only increase as a function of |α|2 in case the noise in the TMS state satisfies

n0 ≤ nt. We find that if we meet the exact condition k = 1, Ψ becomes independent of |α|2

and we can reach Ψ > 0 for any finite n0. In this from a practical point of view artificial
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case, the JPA noise simply acts as a renormalization of the squeezing level, implying

that in case 0 < C(r, 1) = 2e−2r < ε for ε > 0, we can reach 0 < (1 + 2n0)C(r, 1) < ε

by increasing the squeeze factor r → r + ln
√

1 + 2n0. However, this is not generally

true for k , 1 since in this case, the cosh 2r and sinh 2r contributions in the interference

function are not balanced. In this general case, the purity of the TMS resource matters

significantly and noise cannot be compensated by simply increasing r. Throughout most

of our teleportation experiments, we find a monotonic increase of quantum advantage Ψ
with |α|2, which implies that we exploit quantum correlations in the TMS resource in our

favor.

In summary, we have employed a cryogenic link connecting two dilution cryostats over

a distance of 6.6 m to demonstrate successful inter-lab quantum teleportation of coherent

microwave states. We have performed the experiment for up to |α|2 = 7 displacement

photons and measure a quantum advantage for our protocol within most of the investigated

parameter regimes. For the specific input photon number |α|2 = 4.5, we find a quantum

teleportation fidelity of 0.55 ± 0.03 and a corresponding classical fidelity of 0.46 ± 0.01
in the absence of entanglement. We have demonstrated a security advantage of our

protocol in case we employ entanglement. Furthermore, we have proven robustness of

entanglement distribution via superconducting cables towards thermal environmental noise.

Our experiments show the practical feasibility of microwave quantum communication

over thermal quantum networks. As a result, our work forms a building block towards

distributed quantum computing applications, e.g., by employing continuous-variable states

to generate Gottesman-Kitaev-Preskill (GKP) qubits [383]. An alternative approach
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are hybrid protocols such as quantum teleportation of qubit states with TMS states as

entangled quantum resource [265, 266].



Chapter 9

Conclusion and outlook

9.1 Summary

In this thesis, we have experimentally demonstrated successful quantum teleportation of

propagating continuous-variable microwave states between two separated laboratories. We

have employed the Josephson parametric amplifier (JPA) as our main microwave quantum

building block, which enables the implementation of three-wave mixing via a nonlinear

Josephson inductance. We have exploited the resulting phase-sensitive amplification

process to produce squeezed microwave vacuum states. We have subsequently exploited

this process to generate two-mode squeezed (TMS) states and, thus, generated an entangled

quantum resource for microwave quantum communication protocols. Due to the low energy

of the microwave photons, compared to photons in the optical regime, we have decided

to realize our experiments in a fully analog configuration. The complex microwave

teleportation experiments have required a number of preparatory steps in theory and

experiment. From a theoretical point of view, we have first derived how the interplay

between phase-sensitive JPAs and directional couplers can be used to realize an analog

phase space projection operation. On this basis, we have formulated quantum teleportation

in the framework of the Gaussian analog projector formalism. In addition, we have

investigated quantum teleportation for various different types of communication alphabets.

Regarding experimental techniques we have realized an FPGA-based setup for efficient

Wigner tomography. This approach has improved the averaging rate in our measurements

by a factor of 8 as compared to our previous implementations with analog-to-digital

converters and data postprocessing on a CPU. Furthermore, we have investigated single-

and multi-SQUID JPAs, demonstrating improved compression properties of the latter.

Due to the importance of the amplification process for advanced microwave quantum

communication experiments, we have investigated the quantum efficiency of our JPAs. This

number is of high relevance for quantum communication applications, since it determines

many practically important quantities, such as bit rates, fidelities, or Bell efficiency. Our

results reveal that, in contrast to nondegenerate amplification of narrowband signals,

quantum efficiency is not bound by the standard quantum limit (SQL) if the input signal

is sufficiently broadband. This observation matches our theoretical prediction. For an

223
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amplification of broadband thermal states, we have experimentally found a maximal

quantum efficiency of 0.69± 0.02 with nondegenerate JPAs. Here, we have also studied

how serially concatenated JPAs can improve quantum efficiency of the overall amplification

chain. Finally, we have investigated 2D Planck spectroscopy as an accurate method for

photon number calibration.

Another topic of central relevance to quantum communication is the understanding of

quantum correlations. In addition to entanglement, which has been thoroughly investigated

in previous works [83], we have employed quantum discord as a more general and robust

measure for quantum correlations. We have studied information flow between the TMS

modes and environment. In quantum communication experiments, quantum discord can

be employed to measure consumption of quantum correlations, which is directly related

to how efficiently quantum resources are being exploited.

In the next step, we have demonstrated the, to the best of our knowledge, first experi-

mental implementation of deterministic intra-fridge quantum teleportation of propagating

microwave states. Specifically, we have used a TMS quantum resource to teleport coherent

states with a displacement photon number of 1.1 over a distance of 42 cm. For the Bell

measurement, we have employed two separate JPAs in the Josephson mixer configuration.

The achieved teleportation fidelity of F = 0.689± 0.004 significantly exceeds the asymp-

totic no-cloning limit. We have performed a systematic experimental study of teleportation

fidelity as a function of the resource squeezing and feedforward gain. Furthermore, we

have used the input-output formalism to develop a theory model which enables us to

reproduce the experimental data with reasonable accuracy. In addition, we have analyzed

bit rate, security, and correlation consumption of our protocol and interpreted the analog

quantum teleportation protocol in the scope of Gaussian error correction.

As a crucial prerequisite for extending our teleportation range over multiple laboratories,

we have set up two new laboratories for quantum communication experiments (Eve lab and

Bob lab). Together with the preexisting Alice lab, we have connected all three laboratories

by constructing a 6 m long cryogenic link containing three superconducting transmission

lines. By carefully optimizing the cryogenic setup, we have reached a minimal center

temperature of 52 mK for the mixing chamber stage of our cryogenic link. To enable

stable operation of the system, we have upgraded our home-built dilution cryostat in Alice

lab with a more powerful pulse-tube refrigerator. To benchmark the performance of the

system, we have performed multiple heat transport tests. Eventually, we have combined

the intra-fridge quantum teleportation setup and the cryogenic link to realize inter-lab

quantum communication. We have implemented successful entanglement distribution over

the cryogenic link and verified the fluctuation-dissipation theorem. In the end, we have

realized the inter-lab quantum teleportation with fidelity of 0.55 ± 0.03 for a coherent

state with a displacement photon number of 4.5. In a practical security analysis, we

have demonstrated that the security of the protocol improves in case we increase the

entanglement strength.
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9.2 Outlook

The work done within the framework of this thesis, both in terms of cryogenic installations

and propagating quantum microwave communication technology, forms a basis for future

realization of larger scale superconducting microwave quantum networks. In a first step,

we could employ our experimental setup to teleport displaced squeezed thermal states,

which can be interpreted as universal Gaussian quantum teleportation. This approach

could then be used for cryptographic Gaussian protocols, such as teleportation-based

quantum key distribution (QKD). In addition, we could realize analog dense coding by

reverting the direction of signal flow in our setup. Furthermore, our demonstration of

entanglement preservation in a superconducting system, even at elevated temperatures,

motivates further research in the direction of thermal quantum networks. In such a

scenario, one would implement quantum channels at temperatures exceeding, e.g., the

LHe threshold, which would be an important step for many real-world applications of

microwave quantum networks. In this way, one could significantly simplify our quantum

communication hardware what is relevant from an economic point of view.

So far, we have focused on continuous variable (CV) quantum systems. However, in

case we want to use our quantum communication protocols for distributed quantum

computing, we require an interface to the discrete variable (DV) regime. In future

experiments, we could modify our setup to realize hybrid quantum teleportation, where

one employs the TMS resource for teleportation of DV quantum states, such as qubit

or Fock states [265, 266]. One way to generate such a CV-DV interface is to exploit a

TMS state for the generation of entanglement between remote qubits using a quantum

steering protocol [427, 428]. In conclusion, our research has demonstrated the experimental

feasibility of unconditionally secure microwave quantum local area networks (QLAN).

Such a QLAN could ultimately be employed for distributed superconducting quantum

computing. In the long term, we envision that superconducting quantum networks can be

eventually employed for quantum internet applications by linking the microwave QLAN

to long-range quantum channels. Despite the more demanding cryogenic setup, microwave

QLAN technology naturally overcomes one key bottleneck for networked superconducting

quantum computing: the microwave-to-optics conversion. Despite massive efforts over

the last decade, actual quantum efficienies are still in the 10−5 range here [70], orders

of magnitude away from gate fidelities with multiple nines required for quantum error

correction.
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Figure 9.1: (a) Simulation results for inter-lab quantum teleportation over our cryogenic link with an

analog room temperature feedforward. The plot shows the expected teleportation fidelity as

a function of the feedforward losses εff at room temperature. The maximum corresponds

to k ∼ 1. For the simulation, we use the parameters from Tab. 6.1. In addition, we assume

realistic input attenuation for the cryostat as well as a state-of-the-art HEMT amplifier

adding 7 noise photons. The simulation predicts a maximal quantum (classical) fidelity of

0.596 (0.51). (b) Expected quantum teleportation fidelity with open-air feedforward. The

quantity D denotes the aperture of the parabolic transmitter (Alice) and receiver (Bob)

antenna. The antenna aperture determines the maximal antenna gain according to Eq. (9.3).

In case a lower gain is required to satisfy the projection, we can always achieve k = 1 by

adding more attenuation at Bob’s receiver. This gain regime is indicated by the flat plateaus.

In case the parabolic antenna gain is insufficient to reach k = 1, we find rabid decay of

the teleportation fidelity. We find a maximal teleportation fidelity of F = 0.64 in this case.

Furthermore, fidelity is limited by geometric effects due to isotropic propagation in free space

and shows no significant dependence on weather conditions. The atmospheric path losses for

different weather conditions are modelled based on the information in Ref. 429, as described

in AppendixG.

In the near term, we suggest two follow-up experiments related to coherent state

quantum teleportation. In the first experiment, we consider using a room temperature

microwave feedforward for quantum teleportation. For the second experiment, one can go

one step further and perform an open-air feedforward distribution.

Quantum teleportation with room temperature feedforward Here, we propose to

perform a modified version of the inter-fridge quantum teleportation experiment described

in chapter 8, but with the analog feedforward signal being transmitted through a coaxial

cable at room temperature as shown in Fig. 9.1(a). At the same time, we implement

the entanglement distribution via a cryogenic superconducting link. Nevertheless, the

room temperature feedforward significantly simplifies the experimental set-up and open

interesting use cases in the area of QKD. In this context, the entangled resource is treated
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as a private, secure channel, while the feedforward signal represents the public channel.

We combine the results from the security analysis presented in Sec. 8.3 with the error-

correction interpretation from Sec. 6.4. To maintain coherence of our quantum states, we

need to protect the setup from thermal noise entering through the RF lines. Thus, before

we couple the feedforward to Bob’s directional coupler, the signal needs to undergo a

significant input attenuation εin = 50 dB, discussed in Sec. 3.1.1. This attenuation needs

to be compensated on Alice’s side by cryogenic amplifiers. In our case, we assume that

the corresponding gain is provided by the JM with G = 21 dB and a cryogenic HEMT

amplifier [84] with GH = 40 dB and nH = 7 noise photons. In addition, we employ a room

temperature RF amplifier with Grt = 15 dB, which we for now assume to be noiseless. In

linear units, the projection condition to match input and output displacement is given by

βGGHGrt = 4(1− εA)(1− εff)(1− εin), (9.1)

where εA corresponds to the losses on Alice’s side, before the JM and εff are the feedforward

losses. In our theory, we use the loss and noise parameters listed in Tab. 6.1, and assume

6 dB of resource squeezing. In addition, we assume εff of feedforward losses which couple

to a thermal bath at room temperature and the cryostat attenuations forming εin to their

respective cryostat stage temperatures. Figure 9.1(a) shows the result of this model for

teleportation of a coherent microwave state with |α|2 = 2 displacement photons. Maximal

fidelity is obtained in the regime where we meet the condition k = 1. Our model predicts

that we can reach a maximal quantum teleportation fidelity of 0.606 and a maximal

classical fidelity of 0.512 with state-of-the-art parameters. To further optimize fidelity,

it can be beneficial to chain different types of cryogenic amplifiers. As investigated in

Sec. 2.1.5, the gain distribution between these amplifiers determines the overall noise in

the feedforward.

Quantum teleportation with open-air feedforward In a more advanced future experi-

ment, Alice does not need to transmit the feedforward signal through a cable, but could

directly emit it through open-air using a suitable antenna [430, 431]. This scenario is

especially relevant in case Alice and Bob have the capability to store their entangled

resource modes in a quantum memory for consumption during the protocol, implying

that establishing a cryogenic connection between both communication parties becomes

obsolete [218]. We assume that Bob uses an equivalent antenna on his side as a receiver.

Since the feedforward signal can be regarded as classical, it can be described using the

Maxwell equations, implying that Bob’s detected power at the receiver is determined by

the Friis antenna equation [362, 432]

Pr = PtGtGr

Lp

(
λ

4πd

)2

, (9.2)
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where Pt is Alice’s transmitted power, Gt (Gr) is the transmitter (receiver) antenna gain,

Lp denotes the path losses, λ the wavelength and d corresponds to the transmission

distance. The dependence Pr ∝ 1/d2 indicates a strong decrease of power with the

transmission distance and results from the isotropic emission of the signal into open-air

environment. Since these losses result from a purely geometric effect and do not couple

to any bath, we assume that they can be fully compensated by increasing the antenna

gain [362]. For our estimations, we assume that Alice’s and Bob’s antennae are parabolic,

implying [93]

Gr = Gt = eA

(
Dω

2c

)2
, (9.3)

where we assume an aperture efficiency eA = 0.67 and an effective antenna diameter

D. In addition, we assume that the antenna is designed to perfectly compensate for

the impedance mismatch between free space (377 Ω) and the circuit impedance (50 Ω)
[433]. The atmospheric losses εff are related to the distance d by the Lambert-Beer law,

εff = 10−γad/10, where γa denotes the atmospheric absorption coefficient. This coefficient

depends on the weather conditions and is determined in AppendixG by the information

provided in Ref. 429 and Ref. 362. Figure 9.1(b) shows the result from our model for

antenna apertures ranging between 3− 8 m and communication distances up to 1 km. We

assume a signal frequency ω/2π = 5.5 GHz, resource squeezing S = 6 dB and JM gain

G = 30 dB. In addition, we use the parameters from Tab. 6.1. Solid lines correspond

to ideal weather conditions, whereas the orange dashed (black dotted) line corresponds

to fog (rain) for an aperture D = 5 m. Thus, in accordance with Sec. 6.4, our protocol

is robust towards weather-induced imperfections in the feedforward channel. In fact,

after a distance of 1.2 km, fidelity is reduced by a factor of 0.46 % in case of rain, as

compared to ideal conditions. Similar as in Fig. 9.1(a), the fidelity is maximal in case the

gain compensates for the feedforward losses. In case the required gain is lower than the

maximal antenna gain, Eq. (9.3), we can always lower the effective gain by attenuating the

signal at the receiver antenna. This scenario corresponds to the flat plateaus in Fig. 9.1(b).

In case the projection condition k = 1 requires a higher gain than Eq. (9.3), the fidelity

decays rapidly with increasing distance. Consequently, the antenna aperture eventually

determines the maximal communication range. In the open-air scenario, the dominant

loss contribution arises from geometric factors and losses resulting from different weather

conditions can be neglected for intermediate distances. This stresses the robustness of our

protocol for open-air applications.
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Appendix A

Detailed setup drawings
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Figure A.1: Full setup drawing for the measurements related to quantum efficiency and chained JPAs, as

described in chapter 4.
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Figure A.2: Full setup drawing for the quantum teleportation experiment presented in chapter 6. The

complete scheme for inter-lab quantum teleportation, as described in chapter 8, is analogous

and differs only by the fact that feedforward and TMS idler are transmitted over the cryogenic

link. The teleported state is measured via output line “Out 1”. “Out 2” is used for TMS

state characterization and balancing, “Out 3” is employed for characterization of the coherent

to-be-teleported state and “Out 4” is used for stabilization of squeezing and amplification

phases. The blue dot indicates the reconstruction point for teleported states.





Appendix B

Loss measurements with chained JPAs

We consider a scenario where we chain 3 noiseless and JPAs with equal properties,

operated in degenerate mode. As we will see in the following, such an amplification chain

in principle allows us to detect unkown losses εx between the second JPA and the third

JPA by adjusting the known losses ε between the first JPA and the second JPA. The

advantage of this procedure is independence of the exact PNCF. We assume that all 3

JPAs amplify with the same squeeze factor r. Furthermore, we assume that the first 2

JPAs amplify with the same squeezing angle and that the third JPA amplifies with an

orthogonal squeezing angle. We now adjust ε independently such that the variances of

the final state coincide. Thus, if we manage to calibrate ε and control it via an external

control parameter (e.g., magnetic flux, temperature), we can use this configuration to

accurately determine losses at millikelvin temperatures. The operation principle of such a

device, depicted in Fig. B.1(b), resembles that of the Wheatstone resistance bridge [434],

V

R1 R3

R2 Rx

+
- r r r

ε εx

ρ
ρ ↔ V   ε ↔ R2    εx↔ Rx

(a) (b)

Figure B.1: (a) Wheatstone bridge setup for sensitive measurement of an unknown resistance Rx. In this

setup, we tune the resistance R2 until we balance electric potential, V = 0. Consequently, Rx

can be determined only from R1, R3 and R2. (b) Setup for sensitive loss measurement using

3 chained JPAs. Losses ε between the first and second JPA are assumed to be well known and

tunable and losses εx are assumed to be unknown. We operate all 3 JPAs with same squeeze

factor r. The first two JPAs amplify with the same squeezing angle and the third JPA is

operated with orthogonal squeezing angle. In analogy to the Wheatstone bridge, we tune ε

until the output state is balanced. This enables us to determine εx from ε, independently of

r and thus of any potentially imprecise PNCF.
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shown in Fig. B.1(a). In the Wheatstone bridge setup, we attempt to determine Rx and

therefore vary R2 to balance the electric potential such that we have V = 0, independently
of the bias voltage. The resistances then satisfy the condition RxR1 = R2R3. In our

suggested setup, voltage V is therefore analogous to the variance ratio ρ, the squeeze

factor r corresponds to the bias voltage and ε and εx assume the role of the tunable known

resistance R2 and the unkonwn resistance Rx, respectively. In the following, we determine

the squeezing-independent relation between losses at the balancing point. After the first

JPA, we obtain the variances

vs = e−2r

4 (1− ε) + ε

4 , (B.1)

va = e2r

4 (1− ε) + ε

4 , (B.2)

and after the second JPA

vss = e−2r

[
e−2r

4 (1− ε) + ε

4

]
(1− εx) + εx

4 , (B.3)

vaa = e2r

[
e2r

4 (1− ε) + ε

4

]
(1− εx) + εx

4 . (B.4)

After the third JPA, we find

vssa =
[
e−2r

4 (1− ε) + ε

4

]
(1− εx) + e2r εx

4 , (B.5)

vaas =
[
e2r

4 (1− ε) + ε

4

]
(1− εx) + e−2r εx

4 . (B.6)

We now tune ε such that the resulting state is balanced in phase space (this condition is

analogous to choosing the resistances such that the voltage V = 0 in the Wheatstone-setup).

We then obtain the condition

vssa = vaas, (B.7)

which can be rewritten as

2 sinh 2r [εx − (1− ε)(1− εx)] = 0. (B.8)

We observe that for any r > 0 we then have

εx = 1− ε
2− ε, (B.9)

independently of r. Since we can assume that variance balancing is independent of the

exact value of the PNCF, we find a condition for εx which only depends on ε.



Appendix C

Optimal gain distribution for noise

reduction of N chained JPAs

In this section, we analyze the optimal way to subdivide a gain g to N JPAs with equal

noise properties. Let gj denote the gain of the jth JPA. We then have the constraint

N∏
j=1

gj = g. (C.1)

From the Friis equation, we find the Lagrangian

L({gj}, λ) =
N∑

j=1
nJ(gj)

N∏
i=j

gi + λ

 N∏
j=1

gj − g

 . (C.2)

We calculate the gradient. ∂L/∂λ then reproduces the constraint Eq. (C.1). We further-

more obtain
∂L
∂gk

=
N∑

j=1

∂

∂gk

nJ(gj)
N∏

i=j

gi

+ λ
N∏

i=j,i,k

gi

=
N∑

j=1

∂nJ(gj)
∂gk

N∏
i=j

gi + nJ(gj)
∂

∂gk

N∏
i=j

gi

+ λ
N∏

i=j,i,k

gi (C.3)

= ∂nJ(gk)
∂gk

N∏
i=k

gi +
N∑

j=1
nJ(gj)

N∏
i=j,j,k

gi + λ
N∏

i=j,i,k

gi. (C.4)

If we assume a linear dependence of the noise on the gain, nJ(gi) = n′gi, we can solve the

systems of equations Eq. (C.4) analytically. We find

0 = 2n′g1 · · · gN + λg2 · · · gN , (C.5)

implying

λ = −2n′g1. (C.6)
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Furthermore, we find

0 = n′g2
1 · · · gi−1gi+1 · · · gN + n′g2

2 · · · gi−1gi+1 · · · gN

+ · · ·+ n′g2
i−1gi+1 · · · gN + 2n′g1gi+1 · · · gN + λg1 · · · gi−1gi+1 · · · gN . (C.7)

Via induction, we find the recursion relation

g2
i = 2gi+1. (C.8)

Thus, from gi =
√

2gi+1, we find

g1 = 21−21−i

g
( 1

2 )i−1

i , (C.9)

and inverted

gi = 2
(
g1

2

)2i−1

. (C.10)

This result allows us to write down a relation between the desired total gain g and the

gain g1 of the first amplifier

g =
N∏

i=1
gi =

N∏
i=1

2
(
g1

2

)2i−1

= (MN + 1)
(
g1

2

)MN

, (C.11)

with the Mersenne numbers MN = 2N − 1. In addition, we can determine all gains gi via

Eq. (C.10).
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Hybrid quantum teleportation

We study the theory of hybrid quantum teleportation. Within such a hybrid protocol, we

employ a TMS resource to teleport a qubit state. The description is based on Wigner

functions and follows the argumentation in Ref. 273. We assume that we operate in the

projective limit, Eq. (2.176). In this case, the loss- and noiseless quantum teleporta-

tion protocol transforms the Wigner function of the to-be-teleported state according to

Eq. (2.231). In case we insert the TMS Wigner function, Eq. (2.116), for the first two

modes, we can rewrite Eq. (2.231) as a convolution integral [273]

Wout(q, p) = 1
k

[
Win ⋆ G ξ(r,k)

2

] (
q√
k
,
p√
k

)
(D.1)

with the normalized interference function ξ(r, k) ≡ C(r, k)/k and a bivariate Gaussian

distribution

Gτ (q, p) = 1
2πτ exp

(
−q

2 + p2

2τ

)
. (D.2)

In the next step, we combine the density matrix formulation of qubit teleportation with

the Wigner function formulation. We assume we want to teleport a target state described

by density operator

ρ̂in =
∑
m,n

⟨m|ρ̂in|n⟩|m⟩⟨n|. (D.3)

We furthermore describe the Gaussian teleportation protocol by a superoperator T̂ ,

connecting input state and Bob’s final output state ρ̂out via

ρ̂out = T̂ (ρ̂in) =
∑
m,n

⟨m|ρ̂in|n⟩T̂ (|m⟩⟨n|). (D.4)

We expand each operator T̂ (|m⟩⟨n|) in the photon number basis

T̂mn ≡ T̂ (|m⟩⟨n|) =
∑
j,l

Tmn→jl|j⟩⟨l|. (D.5)
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The coefficient Tmn→jl describes the complex probability amplitude that the protocol

T̂ maps the input density matrix element |m⟩⟨n| to density matrix element |j⟩⟨l| [273].
Density matrix formulation is transformed to Wigner function description via Weyl

correspondence [147]. For the input state, we obtain

Win(q, p) = 1
2π

∫
dxeipx⟨q − x/2|ρ̂in|q + x/2⟩ =

∑
m,n

⟨m|ρ̂in|n⟩W |m⟩⟨n|(q, p), (D.6)

where we define

W |m⟩⟨n|(q, p) ≡ 1
2π

∫
dxeipx⟨q − x/2|m⟩⟨n|q + x/2⟩. (D.7)

These integrals can be found in literature [435],

W |m⟩⟨n|(q, p) = 1
2π

(−1)n
√

n!
m!2

m−n(α∗)m−nLm−n
n (4|α|2) exp(−2|α|2) 0 ≤ n ≤ m,

(−1)m
√

m!
n! 2

n−mαn−mLn−m
m (4|α|2) exp(−2|α|2) 0 ≤ m < n,

(D.8)

where α ≡ p + iq denotes the complex displacement and La−b
c (x) are the generalized

Laguerre functions. We furthermore apply Weyl correspondence to the output state,

Wout(q, p) = 1
2π

∫
dxeipx⟨q − x/2|ρ̂out|q + x/2⟩ (D.9)

=
∑
m,n

⟨m|ρ̂in|n⟩
1

2π

∫
dxeipx⟨q − x/2|T̂ (|m⟩⟨n|)|q + x/2⟩ (D.10)

=
∑
m,n

∑
j,l

⟨m|ρ̂in|n⟩Tmn→jl
1

2π

∫
dxeipx⟨q − x/2|j⟩⟨l|q + x/2⟩ (D.11)

=
∑
m,n

∑
j,l

⟨m|ρ̂in|n⟩Tmn→jlW
|j⟩⟨l|(q, p). (D.12)

From Eq. (D.1), we find

Wout(q, p) = 1
k

[
Win ⋆ G ξ(r,k)

2

] (
q√
k
,
p√
k

)
(D.13)

=
∑
m,n

⟨m|ρ̂in|n⟩
1
k

[
W |m⟩⟨n| ⋆ G ξ(r,k)

2

] (
q√
k
,
p√
k

)
. (D.14)

Since the expansions in Eq. (D.9) and Eq. (D.13) hold for arbitrary states, we obtain from

equating the coefficients

∑
j,l

Tmn→jlW
|j⟩⟨l|(q, p) = 1

k

[
W |m⟩⟨n| ⋆ G ξ(r,k)

2

] (
q√
k
,
p√
k

)
. (D.15)
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It then follows from orthogonality of the Laguerre functions that the transition probability

amplitudes are determined by the integral

Tmn→jl = 2π
∫
dq
∫
dpW |j⟩⟨l|(q, p)1

k

[
W |m⟩⟨n| ⋆ G ξ(r,k)

2

] (
q√
k
,
p√
k

)
. (D.16)

Next, we restrict to teleportation of pure qubit states

|ψ⟩ = cos θ2 |0⟩+ eiφ sin θ2 |1⟩. (D.17)

We formally split off the state leakage contribution

T̂mn =
∑
j,l

Tmn→jl|j⟩⟨l| = Tmn→00|0⟩⟨0|+ Tmn→01|0⟩⟨1|+ Tmn→10|1⟩⟨0|+ Tmn→11|1⟩⟨1|

+
∑

j,l≥2
Tmn→jl|j⟩⟨l|, (D.18)

where the last contribution corresponds to leaking out off the qubit Hilbert space, induced

by the teleportation protocol. The output state is then formally described by the density

matrix

ρ̂out = ρ00|0⟩⟨0|+ ρ10|1⟩⟨0|+ ρ01|0⟩⟨1|+ ρ11|1⟩⟨1|+ ρ̂≥2, (D.19)

where the coefficients are determined by the product of the initial qubit density matrix

elements and the probability of teleportation-induced mapping between respective density

matrix contributions, i.e.,

ρ00 = T00→00 cos2 θ

2 +T10→00e
iφ cos θ2 sin θ2 +T01→00e

−iφ cos θ2 sin θ2 +T11→00 sin2 θ

2 , (D.20)

ρ10 = T00→10 cos2 θ

2 +T10→10e
iφ cos θ2 sin θ2 +T01→10e

−iφ cos θ2 sin θ2 +T11→10 sin2 θ

2 , (D.21)

ρ01 = T00→01 cos2 θ

2 +T10→01e
iφ cos θ2 sin θ2 +T01→01e

−iφ cos θ2 sin θ2 +T11→01 sin2 θ

2 , (D.22)

ρ11 = T00→11 cos2 θ

2 +T10→11e
iφ cos θ2 sin θ2 +T01→11e

−iφ cos θ2 sin θ2 +T11→11 sin2 θ

2 . (D.23)

The state leakage contribution is given by

ρ̂≥2 =
∑

j,l≥2
ajl|j⟩⟨l|, (D.24)

where

ajl = T00→jl cos2 θ

2 + T10→jle
iφ cos θ2 sin θ2 + T01→jle

−iφ cos θ2 sin θ2 + T11→jl sin2 θ

2 . (D.25)
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The exact functional shape of ρ̂≥2 is not yet of interest and the effect of state leakage

manifests as a contribution to teleportation infidelity. Next, we determine the transition

probabilities Tmn→jl for j, l,m, n ≤ 1. In this case, we can explicitly integrate the

quasiprobability distributions and find for the population contributions

T00→00 = 2
k + 1 + C(r, k) , T00→11 = 2 C(r, k) + k − 1

[C(r, k) + k + 1]2 , (D.26)

T11→00 = 2 C(r, k)− k + 1
[C(r, k) + k + 1]2 , (D.27)

and

T11→11 = 2
[C(r, k) + k + 1]3 [(C(r, k)− k + 1)(C(r, k) + k − 1) + 4k] . (D.28)

For the coherences, we find

T00→01 = T00→10 = 0, T00→01 = T00→10 = 0, (D.29)

T01→00 = T10→00 = T01→11 = T10→11 = 0, (D.30)

T10→01 = T01→10 = 0, (D.31)

and

T10→10 = T01→01 = 4
√
k

[C(r, k) + k + 1]2 . (D.32)

We find that for transitions between coherences, we have Tmn→jl = 0 as long as m , j

and n , l, implying that the ideal teleportation protocol is phase-preserving and does not

induce phase flip errors. The Uhlmann fidelity between input and output is given by

F = ⟨ψ|ρ̂out|ψ⟩ = cos2 θ

2ρ00 + cos θ2 sin θ2e
iφρ01 + cos θ2 sin θ2e

−iφρ10 + sin2 θ

2ρ11. (D.33)

A simple calculation shows

ρ00 = 2
C(r, k) + k + 1 −

4k sin2 θ
2

[C(r, k) + k + 1]2 , (D.34)

ρ11 = 2
[C(r, k) + k + 1]3

[
C2(r, k)− 1 + k(C(r, k) + 3) + k(C(r, k) + k − 3) cos θ

]
,

(D.35)

ρ01 = ρ∗
10 = 4

√
k

[C(r, k) + k + 1]2
e−iφ cos θ2 sin θ2 . (D.36)
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The resulting fidelity can then be expressed as

F (r, k, θ) = f1(r, k) + f2(r, k) cos θ + f3(r, k) cos 2θ, (D.37)

where

f1(r, k) = k
3
2 +
√
k[C(r, k) + 1] + 2C(r, k)[C(r, k) + 1] + 2k[C(r, k) + 3]

[C(r, k) + k + 1]3 , (D.38)

f2(r, k) = 2[C(r, k)(1 + k) + (k − 1)2]
[C(r, k) + k + 1]3 , (D.39)

f3(r, k) = −
√
k
C(r, k) + (

√
k − 1)2

[C(r, k) + k + 1]3 . (D.40)

We assume arbitrary pure qubit states for the input codebook. Thus, the average fidelity

is given by integration over the Bloch sphere surface

F̄ (r, k) = 1
4π

∫ 2π

0
dφ
∫ π

0
dθF (r, k, θ) sin θ = f1(r, k)− 1

3f3(r, k). (D.41)

We then have

F̄ (0, 1) = 5
12 , F̄ (r →∞, 1) = 1. (D.42)

We have to compare to the no-cloning/classical threshold for conventional qubit teleporta-

tion [233, 436]

Fc = 2
3 , Fnc = 5

6 . (D.43)

In the following, we look at four special cases.

Case 1: k = 1 In this case of ideal projection, we find

F (r, 1, θ) = 1 + tanh r
32 cosh r [8 cosh 2r + 5 + 4 cos θ − cos 2θ] . (D.44)

For the ground state, we obtain

F (r, 1, 0) = 1 + tanh r
2 . (D.45)

For teleporting the excited qubit state, we find

F (r, 1, π) = 1
4 (1 + tanh r) (1 + tanh2 r). (D.46)
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This result coincides with our previous result of Fock state |1⟩ teleportation [cf. Eq. (2.237)].

The average fidelity over the Bloch sphere surface is given by

F̄ (r, 1) = e2r(3 + 4e2r + 3e4r)
3(e2r + 1)3 . (D.47)

Case 2: k , 1, r = r∗(k) This case discusses the symmetry-broken regime k , 1 of

coexisting solutions. In this case, the energy within Bob’s and Alice’s TMS modes is

asymmetrically distributed. We find

F (r∗, k, θ) = 1
4

2 +
√
k + k + 2(1− k) cos θ +

√
k(
√
k − 1) cos 2θ 0 ≤ k ≤ 1,

1
k2

[
1 +
√
k + 2k + 2(k − 1) cos θ − (

√
k − 1) cos 2θ

]
k > 1.

(D.48)

For the ground state, we have

F (r∗, k, 0) =

1 0 ≤ k ≤ 1,
1
k

k > 1.
(D.49)

For the excited state, we furthermore find

F (r∗, k, π) =

k 0 ≤ k ≤ 1,
1

k2 k > 1.
(D.50)

The average is given by

F (r∗, k, π) = 1
6

3 + 2
√
k + k 0 ≤ k ≤ 1,

1+2
√

k+3k
k2 k > 1.

(D.51)

We observe that also for hybrid teleportation, the optimal teleportation fidelity shows

non-differentiable behavior at k = 1.

Case 3: r = 0 . In this classical case, we find

F (0, k, θ) = 2k2 + k
3
2 + 7k + 2 + 2(k2 + 1) cos θ −

√
k(k −

√
k + 1) cos 2θ

4(k + 1)3 . (D.52)

For ideal classical teleportation, k = 1, we have

F (0, 1, θ) = 1
32 (13 + 4 cos θ − cos 2θ) . (D.53)
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Case 4: k = 0 In this case Alice switches off her measurement devices. We find

F (r, 0, θ) = cos θ + cosh 2r
2 cosh4 r

. (D.54)

The average fidelity is given by

F̄ (r, 0) = cosh 2r
2 cosh4 r

. (D.55)

For ground and excited state, we find

F (r, 0, 0) = 1
cosh2 r

, F (r, 0, π) = tanh2 r

cosh2 r
. (D.56)

For the excited state, we find a nontrivial maximum at

maxF (r, 0, π) = 1
4 , r = 1

2 ln(3 + 2
√

2) ≃ 0.88. (D.57)

This maximum occurs due to the fact that for r = 0, we have F (r, 0, π) = ⟨0|1⟩ = 0 due

to orthogonality, whereas F > 0 for r > 0 since the TMS resource contains contributions

from all possible photon numbers. Furthermore, we asymptotically have F (r, 0, π)→ 0 for

r →∞ since the local TMS mode asymptotically suppresses the SNR of the reconstructed

state to zero.

In the next step, we consider losses ε in the distribution paths for the TMS state [266].

For sake of simplicity, assume equal losses ε in both paths. Consequently, both local

TMS modes contain the same amount of energy. Resulting from this preserved symmetry,

teleportation still works optimally for r →∞, k = 1 in this scenario. The losses alter the

interference function, according to

C(r, k)→ Cε(r, k) = (1− ε)C(r, k) + ε(1 + k). (D.58)

Apart from replacing C(r, k)→ Cε(r, k), the calculation coincides with the aforementioned

consideration. We find the optimal fidelity

F (θ, ε) ≡ F (r →∞, k = 1, θ, ε) = 4 + ε(5 + 4ε) + 4ε cos θ − ε cos 2θ
4(ε+ 1)3 . (D.59)

For ground state and excited state, Eq. (D.59) takes the simple form

F (0, ε) = 1
1 + ε

, F (π, ε) = 1 + ε2

(1 + ε)3 . (D.60)
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The average fidelity is given by

F̄ (ε) = 1
4π

∫ 2π

0
dφ
∫ π

0
dθF (θ, ε) sin θ = 4 + ε(5 + 4ε)

4(ε+ 1)2 + ε

12(ε+ 1)3 = 3 + 4ε+ 3ε2

3(ε+ 1)3 .

(D.61)

We observe that even for the optimal parameter regime, assumed in Eq.D.59, there exists a

respective loss threshold beyond which we can no longer exceed the classical or no-cloning

limit [266]. For the classical limit of Fc = 2/3, we find

F (0, ε) : ε ≤ 1
2 → 3 dB, (D.62)

F (π, ε) : ε ≤ 1
2

 3
√

7 + 2
√

19− 3
3
√

7 + 2
√

19
− 1

 ≃ 0.15→ 0.71 dB, (D.63)

F̄ (ε) : ε ≤ 1
2

 3

√
27 + 2

√
183

9 − 1
3
√

3(27 + 2
√

183)
− 1

 ≃ 0.32→ 1.67 dB. (D.64)

For the no-cloning threshold Fnc, we find

F (0, ε) : ε ≤ 1
5 → 0.97 dB, (D.65)

F (π, ε) : ε ≤ 1
5

(
3
√

2(49 + 5
√

137)− 8 3

√
4

49 + 5
√

137
− 3

)
≃ 0.064→ 0.29 dB, (D.66)

F̄ (ε) : ε ≤ 1
5

 3

√
2(171 + 5

√
1185)

9 − 8 3

√
4

3(171 + 5
√

1185)
− 3

 ≃ 0.12→ 0.56 dB.

(D.67)

Consequently, it can be expected that we need to suppress the microwave losses in the

entanglement distribution paths to values significantly below 1 dB.
As an outlook for the description of generally imperfect hybrid quantum teleportation

including arbitrary loss components and JPA noise, we can employ a similar block structure

as in Sec. 6.3.3. In a multimode description in terms of with Wigner functions, a loss

block ε can be modelled by the convolution integral [273]

W ′(q, p) = 1
1− ε

[
W ⋆ G ε

2(1−ε)

] ( q√
1− ε

,
p√

1− ε

)
. (D.68)

Phase-insensitive amplification by a JPA, adding gain-dependent noise nJ(g), can be

modelled by

W ′(q, p) = 1
g

[
W ⋆ G 1

2(1− 1
g )+nJ(g)

] (
q
√
g
,
p
√
g

)
. (D.69)

Added noise n by a classical noise channel [cf. Eq. 2.149], leading to broadening of the
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Wigner function, can be modelled via the convolution

W ′(q, p) = [W ⋆ Gn] (q, p) . (D.70)





Appendix E

Thermal conductivity of

superconducting QLAN cable

We neglect any phononic contribution to heat conductivity in our temperature regime of

interest as this contribution decreases with a T 3-law. According to the Wiedemann-Franz

law, the electronic thermal conductivity λn of the NbTi cable in the normal conducting

state can be calculated by [69]

λn

σn
= LT, L = π2

3

(
kB

e

)2

≃ 2.44× 10−8 V2 K−2, (E.1)

where σn denotes the electrical conductivity in the normal conducting state. In the

superconducting state, the thermal conductivity is reduced due to the energy gap ∆(T )
in the excitation spectrum, where T corresponds to the effective electronic temperature of

the cable. We define the dimensionless parameter z = ∆(T )/kBT , which is related to the

temperature T by [437]

T

Tc
= e−b(z), b(z) = 2

∞∑
n=0

 1
2n+ 1 −

1√
(2n+ 1)2 + z2

π2

 . (E.2)

According to BCS-theory, the resulting thermal conductivity of the superconducting cable

is then given by λs = y(T )λn, where

y(z) = 3
2π2

∫ ∞

z

t2

cosh2
(

t
2

)dt. (E.3)

By taking the substitution t′2 = (t2 + z2)/4, the integral can be rewritten as a generalized

version of the Yosida function [438], which can be analytically expressed as

y(z) = 3z
π2

[
4 ln

(
2 cosh z2

)
− z − z tanh z2

]
− 12
π2 Li2(−e−z), (E.4)
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where Li2(x) ≡ −
∫ x

0
ln(1−y)

y
dy denotes the dilogarithm function. For a practical calculation

of z, we use the interpolation formula [396]

z = δsc
Tc

T
tanh π

δsc

√
2
3

∆C
CN

(
Tc

T
− 1

)
, (E.5)

with δsc = π/eγ and ∆C/CN = 12/7ζ(3), where γ = 0.577... denotes the Euler-Mascheroni

constant and ζ(3) ≃ 1.202... is Apéry’s constant.



Appendix F

JPA compression model

In the following, we provide a simple model to describe how compression effects affect

our amplified quantum states. We assume that we employ our JPA to amplify a coherent

state |α| and treat the amplifier as nonlinear. We start with the state

|α, 0⟩ = (D̂(α)|0⟩)|0⟩ = e− |α|2
2

∞∑
n=0

αn

√
n!
|n⟩|0⟩ (F.1)

and describe the amplification process via the TMS operator ŜTMS(ξ), where we set

the global phase to zero for simplicity. For our model, we assume that compression is

sufficiently high that the JPA only acts as an amplifier in case the input state contains

either n = 0 or n = 1 photons. Contributions with higher power, n ≤ 2, are not affected

by the JPA. Consequently, we generate the state

|α′, ξ⟩ = e− |α|2
2

ŜTMS(ξ)|0, 0⟩+ αŜTMS(ξ)|1, 0⟩+
∑
n≥2

αn

√
n!
|n, 0⟩

 . (F.2)

we can rewrite Eq. (F.2) as

|α′, ξ⟩ = e− |α|2
2

|TMS⟩+ αŜTMS(ξ)â†Ŝ†
TMS|TMS⟩+

∑
n≥2

αn

√
n!
|n, 0⟩

 , (F.3)

where |TMS⟩ corresponds to a TMS state, represented in the Fock basis by Eq. (2.114).

Next, we use the Bogoliubov transformation

ŜTMS(ξ)â†Ŝ†
TMS = cosh râ†

1 + sinh râ2. (F.4)

To trace out environment, we employ the Fock basis |l⟩ and investigate

(1⊗ ⟨l|)|α′, ξ⟩ = e− |α|2
2

(− tanh r)l

cosh r |l⟩+ α
√
l + 1(− tanh r)l

cosh2 r
|l + 1⟩+

∑
n≥2

αn

√
n!
|n⟩δl,0

 .
(F.5)
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The density operator can then be determined via

ρ̂ =
∑

l

(1⊗ ⟨l|)|α′, ξ⟩⟨α′, ξ⟩|(1⊗ |l⟩), (F.6)

from which the Wigner function can be determined via the characteristic function. The

state described by Eq. (F.6) is non-Gaussian and we expect that it should be possible to

find negative regions for the corresponding Wigner function.



Appendix G

Weather-dependent microwave losses

Throughout our investigation, we consider horizontal dependence, implying that we do

not take any elevation angle into account. Under ideal conditions, the attenuation by

atmospheric absorption γa is expressed as

γa = γo + γw, (G.1)

where γo (γw) is the attenuation coefficient for oxygen (water vapor). In the horizontal

dependence, these quantities are given by empirical relations [429]. In addition, we can

take into account how different weather conditions affect our results. The effect of rain is

taken into account according to the ITU rain attenuation model, which shows that total

specific attenuation rate γR is a function of rain fall rate R as

γR = k(ω)Rα(ω) dB/km, (G.2)

where the two coefficients α and k are functions of signal frequency and a potential

elevation angle, which is not considered here. Both quantities have been empirically

studied in Ref. 429. At approximately 5 GHz and intermediate rainfall, the attenuation

is γR ≃ 0.1 dB/km. Attenuation due to clouds and fog can be expressed in terms of the

total water content per unit volume based on the Rayleigh approximation,

γc = KlM dB/km, (G.3)

where γc is the specific attenuation in dB/km within the cloud,Kl is the specific attenuation

coefficient [(dB/km)/(g/m3)] and M is the liquid water density in the cloud or fog in

g/m3. We choose the values Kl ≃ (0.02 dB/km)/(g/m3) and M ≃ 0.5 g/m3 and obtain

γc ≃ 0.01 dB/km. It can be seen that attenuation due to clouds and fog is not as influential

as rain attenuation. We neglect effects from scintillation produced by turbulent air with

variations in refractive index [429].
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[268] S. Başkal, Y. S. Kim, and M. E. Noz, Physics of the Lorentz Group, 2053-2571

(Morgan & Claypool Publishers, 2015), ISBN 978-1-6817-4254-0, URL https://dx.

doi.org/10.1088/978-1-6817-4254-0.

[269] J. Zhang, C. Xie, and K. Peng, “The criterion for quantum teleportation of fock

states”, Optics Communications 207, 213 (2002).
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Y. Omar, F. Deppe, K.G. Fedorov, M. Sanz, “Open-Air Microwave Entanglement

Distribution for Quantum Teleportation”, Phys. Rev. Applied 18, 044002 (2022).

• Q. Chen, M. Fischer, Y. Nojiri, M. Renger, E. Xie, M. Partanen, S. Pogorzalek,

K.G. Fedorov, A. Marx, F. Deppe, R. Gross, “Quantum behavior of a superconduct-

ing Duffing oscillator at the dissipative phase transition”, arXiv

https://doi.org/10.48550/arXiv.2206.06338 (2022).

• Q. Chen, M. Partanen, F. Fesquet, K.E. Honasoge, F. Kronowetter, Y. Nojiri,

M. Renger, K.G. Fedorov, A. Marx, F. Deppe, R. Gross, “Scattering coefficients

of superconducting microwave resonators. II. System-bath approach”, Phys. Rev.

B 106, 214506 (2022).

• Q. Chen, M. Pfeiffer, M. Partanen, F. Fesquet, K.E. Honasoge, F. Kronowetter,

Y. Nojiri, M. Renger, K.G. Fedorov, A. Marx, F. Deppe, R. Gross, “Scattering

coefficients of superconducting microwave resonators. I. Transfer matrix approach”,

Phys. Rev. B 106, 214505 (2022).

289

https://doi.org/10.48550/arXiv.2203.05530
https://doi.org/10.1103/PhysRevA.106.052415
https://doi.org/10.1103/PhysRevA.106.052415
https://doi.org/10.48550/arXiv.2203.05530
https://doi.org/10.1103/PhysRevApplied.18.044002
https://doi.org/10.48550/arXiv.2206.06338
https://doi.org/10.1103/PhysRevB.106.214506
https://doi.org/10.1103/PhysRevB.106.214506
https://doi.org/10.1103/PhysRevB.106.214505


• Q. Chen, F. Kronowetter, F. Fesquet, K.E. Honasoge, Y. Nojiri, S. Pogorzalek, ,

Y. Nojiri, M. Renger, K.G. Fedorov, A. Marx, F. Deppe, R. Gross, “Tuning and

amplifying the interactions in superconducting quantum circuits with subradiant

qubits”, Phys. Rev. A 150, 012405 (2022).

• M. Casariego, E. Zambrini Cruzeiro, S. Gherardini, T. Gonzalez-Raya, Rui André,
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