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Chapter 1

Introduction

"Yig was a great god. He was bad medicine. He did not forget things. In the autumn his children were hungry and wild, and Yig was hungry and wild, too." - H. P. Lovecraft in "The Curse of Yig" [LB29; Lov]

Yig, as introduced by the well-known "father of horror" H. P. Lovecraft, is the father of serpents, a half-anthropomorphic being and one of the Great Old Ones. He or it was first introduced in November 1929 in the short story "The Curse of Yig", which was published by Zealia Bishop in the magazine "Weird Tales" [LB29]. Since then and ever since any work written by H. P. Lovecraft is devoured with great thoroughness by his followers, Yig has been an indispensable part of the Lovecraft universe. But it is not only there in horror literature that Yig plays an important role. Also in the field of magnetism research YIG is a widespread and commonly used material. There, YIG is an abbreviation that stands for yttrium iron garnet, a ferrimagnetic material used in many experiments because of its extraordinarily small magnetic damping coefficient [CKL93] going down to values of $\alpha = 4 \times 10^{-5}$ in the bulk [Mai+17; Kli+17] and $1 \times 10^{-4}$ in thin films [Dub+17]. This allows both transport of spin excitation over long distances with comparatively low losses [Chu+12; Cor+15; Goe+15] and efficient and coherent excitation of its magnetization by microwave driving fields [Hen+73]. For this reason, YIG is also used in this thesis as the basic ferrimagnet. However, no systematic investigations are carried out on the material itself, but instead it is applied as an important basis for subsequent experiments.

These reside either in the general field of research on the transport of magnetic excitations, so-called magnons, or their coupling to other systems. Their common goal is to discover novel technologies for computing. This is necessary since classical electron based computing is slowly but surely reaching its upper limit as the famous Moore’s law [Moo06] is coming to an end [Wal16]. In order to still meet the ever-increasing demands for more computational power, novel approaches are inevitably needed, some of which have already been pursued over the past decades [Bou+10]. One promising idea is being pursued through the field of spintronics [BSW12; BKO12; JWO15; Hir+20], which aims to replace the role of electronic charge in information...
processing with spin and their magnetic excitation. Already today, some commercial applications have emerged from this, such as the hard disk drive (HDD) [IBM] or, more recently, the magnetoresistive random access memory (MRAM) [Åke05]. Another point of interest, but where development is still in its infancy, is the manipulation and control of magnon currents. This can for example be realized in bilayers of magnetically ordered insulators and normal metals, paving the way towards magnetic information processing devices, i.e. magnon transistors [Goe+15; Gan+16; Cor+18; Wim+19].

This thesis tackles two aspects of spin based computation from the viewpoint of fundamental research. First, the manipulation of magnon transport under microwave pumping is examined. Here, we mainly focus on generating a better understanding of the fundamental properties of high-energy phenomena and parametric processes. Furthermore, investigations on the magnon transport under ferromagnetic resonance are performed. Second, the coupling of magnons to acoustic excitations, i.e. phonons, is more precisely elucidated.

We begin the thesis with a brief discussion of the theoretical foundations in Chapter 2. Here, the idea of a pure spin current is introduced first, followed by an explanation of the (inverse) spin Hall effect, which is commonly used to generate or electrically detect a pure spin current. Then the Karlqvist equations are treated, which describe the magnetic field of a coplanar waveguide. Afterwards, ferromagnetic resonance (FMR) and the vector-network-analyzer (VNA) measurement technique is covered. We conclude the chapter with a discussion of the spin pumping and all-electrical magnon transport phenomenon.

The first set of experiments is presented in Chapter 3. It treats the manipulation and control of pure spin currents via microwave pumping as well as parametric and high-power FMR effects in the spin pumping voltage. We start off by explaining further theoretical concepts, first the dispersion relation of dipolar exchange spin waves in thin films, and second parametric pumping effects. Next, the experimental setup and the measurement technique is displayed, followed by a discussion of the results obtained from spin pumping measurements. The chapter ends with the presentation of the all-electrical magnon transport experiments.

Chapter 4 discusses the second set of experiments that investigates the coupling between magnetic and acoustic excitations. Here, we first explain the basic conceptual setup as well as a theoretical description of the system along with its connection to experimental observables. Subsequently, a theory based simulation of the experimental system is presented. The description of the experiment, the data obtained and its comparison with theory and simulation concludes the chapter.

The thesis closes with a summary of the main achievements in Chapter 5 and an
outlook on various future opportunities in Chapter 6.

Appendix A finally describes the methods used for sample fabrication and preparation. There, we do not discuss the detailed microscopic mechanisms of each process step, but instead present the process steps in the spirit of a "cooking recipe" to enable an easy reproduction of the samples.
Chapter 2

Theory

This chapter provides an overview of the basic theoretical concepts necessary to understand the experiments discussed later in Chapters 3 and 4. In the course of this, the concept of pure spin currents is first introduced in Section 2.1 and, directly following in Section 2.2, their generation via the spin Hall effect is discussed. Furthermore, ferromagnetic resonance, i.e. the resonant driving of a magnetization through an external microwave field, and an associated measurement technique are explained in Sections 2.4 and 2.5, respectively. Next, Section 2.6 discusses the spin pumping phenomenon, which provides an electrical access to the magnetization dynamics of a ferromagnet around ferromagnetic resonance. This chapter concludes with an explanation of all-electrical magnon transport experiments in Section 2.1.

2.1 Pure Spin Currents

An ordinary current of electrons does not only carry a charge, but also a spin. Assuming vanishing spin-flip scattering, this can be described using a two current model, where the total charge current density \( j_c \) is split up into two parts, one for spin-up and one for spin-down electrons. The two spin species are described by the current densities \( j_\uparrow \) and \( j_\downarrow \), respectively [Cze11; BSW12; Alt18]

\[
j_c = j_\uparrow + j_\downarrow.
\]  

If \( j_\uparrow \neq j_\downarrow \), a finite spin current density \( j_s \) is transported along with the conventional charge current. It can be defined as the difference between the spin-up and spin-down current density [Cze11]

\[
\begin{align*}
j_s &= -\frac{\hbar}{2e}(j_\uparrow - j_\downarrow),
\end{align*}
\]  

where \( \hbar \) is the reduced Planck constant and \(-e\) the charge of a single electron with \( e > 0 \) the elementary charge. The factor \(-\hbar/2e\) quantifies the amount of spin transported per electron, assuming that one electron with charge \(-e\) carries a spin of \(-\hbar/2\). In this context, one can think of several extremes for \( j_c \) and \( j_s \), which are shown in Fig. 2.1. Note that in general, a spin current is a tensor quantity as both the current direction and the spin polarization are three-dimensional vectors. Here, \( j_s \) is a three-dimensional vector pointing in the direction of the spin current. It does
Figure 2.1: (a) Two spin current model representation of a pure charge current \( j_c \), which can be split up into two parts \( j^\uparrow \) (\( j^\downarrow \)) stemming from the spin-up (spin-down) electrons. In (b) those two contributions are assumed to be unequal (\( j^\uparrow \neq j^\downarrow \)), resulting in a spin polarized current. (c) In the most extreme case where the two currents point in opposite direction (\( j^\uparrow = -j^\downarrow \)) a pure spin current is created. Adapted from [Wim16].

not contain any information about the spin polarization.

If \( j^\uparrow = j^\downarrow \), there is a flow of charge while the flow of spins cancels out. The result is a so-called pure charge current (Fig. 2.1 (a)). One can also think of a situation where there are e.g. more spin up than spin down electrons transported, such that the resulting current carries both spin and charge. We call this a spin polarized current (Fig. 2.1 (b)). Lastly, let us consider the case where spin-up and spin-down electrons move in opposite direction. Here, there is no transport of charge, yet one of spin. It is thus called a pure spin current (Fig. 2.1 (c)).

2.2 (Inverse) Spin Hall Effect

The so-called spin Hall effect (SHE) is one of the most prominent ways to generate a pure spin current. It is used extensively in the experiments discussed in this thesis. Figure 2.2 (a) illustrates the basic concept of the spin Hall effect.

Here, a charge current is converted into a pure spin current via the spin-orbit interaction. The created spin current is perpendicular to both the charge current and the spin polarization axis. Using the spin Hall angle \( \alpha_{\text{SH}} = \sigma_{\text{SH}}/\sigma_{\text{el}} \), which is the ratio between the spin Hall conductivity \( \sigma_{\text{SH}} \) and the electrical conductivity \( \sigma_{\text{el}} \), one can write the spin Hall effect induced spin current \( j_{\text{SHE}} \) as follows [Hir99]

\[
j_{\text{SHE}} = \alpha_{\text{SH}} \left( \frac{\hbar}{2e} \right) j_c \times s.
\]
2.3 Karlqvist Equations

Figure 2.2: (a) Schematic illustration of the spin Hall effect. Conduction electrons are scattered depending on their spin polarization. This creates a pure spin current $j_s$ perpendicular to both the spin polarization $s$ and the charge current $j_c$. On the other hand, the inverse spin Hall effect generates a charge current from a spin current, which is depicted in (b).

The spin Hall angle $\alpha_{SH}$ is a dimensionless material parameter and parameterizes the conversion efficiency between charge and spin currents. The unit vector $s$ denotes the spin polarization of the pure spin current.

One can now think of the inverse effect where a spin current is transformed into a charge current by the same mechanism. It is commonly used to electrically detect a pure spin current. In analogy, it is called the inverse spin Hall effect (ISHE) and can be expressed in the following form [Hir99]

$$j_c^{ISHE} = \alpha_{SH} \left( -\frac{2e}{h} \right) j_s \times s. \quad (2.4)$$

Figure 2.2 (b) visualizes the ISHE. Both the SHE and ISHE are enhanced by a strong spin-orbit coupling in the material, as this leads to an increased spin Hall conductivity $\sigma_{SH}$ and hence an increased spin Hall angle $\alpha_{SH}$. Since the spin-orbit coupling scales with $Z^4$ (where $Z$ is the atomic charge) [GM18], this effect is most efficient for heavy metals with large nuclei such as platinum (Pt), which is used in this thesis.

2.3 Karlqvist Equations

In the experiments conducted in this thesis, microwave (RF) fields generated by a coplanar waveguide (CPW) or a CPW-like nanostructure were used to drive the magnetizations of the samples. Thus, it is important to be able to calculate an approximate magnitude of those RF fields. In this context, let us consider the
Figure 2.3: Cross section of a typical CPW. The microwave field $h_{rf}$ created by an RF current $I_{rf}$ through the center conductor of the CPW can be calculated with the Karlqvist equations in the given coordinate system. Adapted from [Lou16].

situation and coordinate system shown in Fig. 2.3.

Assuming an infinitely long extension of the CPW in z-direction, one can approximate the microwave field $h_{rf}$ generated by the CPW with the Karlqvist equations. These describe the out-of-plane ($h_{rf,oop}$ along the x-direction) and in-plane ($h_{rf,ip}$ along the y-direction) component of the magnetic field created by a uniform current sheet in vacuum [Kar54]

$$h_{rf,oop} [x, y] = \frac{h_0}{2\pi} \ln \left[ \frac{(y + \frac{w_{cc}}{2})^2 + x^2}{(y - \frac{w_{cc}}{2})^2 + x^2} \right], \quad (2.5)$$

$$h_{rf,ip} [x, y] = \frac{h_0}{\pi} \left( \arctan \left[ \frac{y + \frac{w_{cc}}{2}}{x} \right] - \arctan \left[ \frac{y - \frac{w_{cc}}{2}}{x} \right] \right). \quad (2.6)$$

Here, $w_{cc}$ gives the center conductor width of the CPW and $x$ ($y$) the distance to the center of the center conductor in out-of-plane (in-plane) direction. Moreover, $h_0$ is the field magnitude in the middle of the center conductor at $x = y = 0$, which can be calculated as the field amplitude of an infinite sheet [Lou16]

$$h_0 = \frac{I_{rf}}{2w_{cc}} = \frac{1}{2w_{cc}} \sqrt{\frac{P_{rf}}{Z_0}}, \quad (2.7)$$

with $I_{rf}$ the electrical current flowing through the center conductor. Its value is calculated from the output power $P_{rf}$ of an RF source and the input impedance $Z_0$ of the CPW, which is assumed to perfectly match the output impedance of the RF source, and thus $Z_0 = 50 \ \Omega$. 
2.4 Ferromagnetic Resonance

The uniform precession of all magnetic moments in a ferromagnet is commonly referred to as **ferromagnetic resonance** (FMR) [Kit48]. By applying a microwave field, whose frequency is equal to the precession frequency of the magnetic moments, one can resonantly drive and consequently deflect the magnetic moments from their equilibrium position. In the process, the ferromagnet absorbs energy from the microwave field.

We start off by considering the simple case of a single magnetic moment $\mu$ subject to an external magnetic field $H_{\text{ext}}$. In this situation, a torque $T$ acting on $\mu$ arises due to the fact that any magnetic moment is naturally connected to an angular moment $L$ via the gyromagnetic ratio $\gamma$

\[
\mu = \gamma L, \quad T = dL/dt = -\mu \times \mu_0 H_{\text{ext}},
\]

where $\mu_0 = 4\pi \times 10^{-7} \text{NA}^{-2}$ is the vacuum permeability. Due to the torque $T$, the magnetic moment $\mu$ starts to precess around $H_{\text{ext}}$. This is described by the dynamic equation of motion for $\mu$ resulting from Eqs. (2.8) and (2.9)

\[
\frac{d\mu}{dt} = -\gamma \mu \times \mu_0 H_{\text{ext}}. \quad (2.10)
\]

The frequency of the precession is given by the so-called **Larmor frequency**

\[
\omega_L = \gamma \mu_0 |H_{\text{ext}}|. \quad (2.11)
\]

For FMR, the precession of the magnetic moments in the ferromagnet is assumed to be uniform over the entire sample (corresponding to a wavevector of $k = 0$). Consequently, FMR is typically modeled as the precession of one single macrospin, the magnetization $M$, which is defined as the sum of all magnetic moments $\mu_j$ normalized on the sample volume $V$

\[
M = \frac{1}{V} \sum_{\mu_j \in V} \mu_j. \quad (2.12)
\]

Hereinafter, we consider a linear approximation of FMR, which is valid for small deflections of $M$ from its equilibrium position. We define $m = M/M_s$ as the unit vector of the magnetization by normalizing on the saturation magnetization $M_s$ of the sample.

The unit magnetization $m$ is brought into an effective magnetic field $H_{\text{eff}}$, which takes into account that the magnetic field inside a solid is not only given by the external magnetic field $H_{\text{ext}}$. Instead, additional contributions from the anisotropy
field $H_{\text{ani}}$ and the demagnetization field $H_{\text{demag}}$ must be incorporated. Those three contributions together form the effective magnetic field $[\text{GM18}]$

$$H_{\text{eff}} = H_{\text{ext}} + H_{\text{ani}} - H_{\text{demag}}.$$  \hspace{1cm} (2.13)

The dynamic motion of $m$ in $H_{\text{eff}}$ is also described by Eq. (2.10) by simply replacing $\mu$ with $m$. This was first formulated in 1935 by L. D. Landau and E. M. Lifshitz and is thus called the Landau-Lifshitz equation $[\text{LL65}]$. The contribution of the exchange field $H_{\text{ex}}$ to $H_{\text{eff}}$ is not included in Eq. (2.13), because generally $H_{\text{ex}} \parallel m$ and thus, as $m \times H_{\text{ex}} = 0$ in Eq. (2.10), $H_{\text{ex}}$ has no influence on the uniform precession mode.

In reality, there is always some form of damping present in the system, which is not incorporated in Eq. (2.10). It was later included by T. L. Gilbert $[\text{Gil04}]$ in 1955 by adding a second term that phenomenologically describes the damping. This will cause the unit magnetization $m$ to slowly relax towards the effective field $H_{\text{eff}}$ in a spiral motion described by the Landau-Lifshitz-Gilbert (LLG) equation $[\text{Gil04}]$

$$\frac{dm}{dt} = -\gamma m \times \mu_0 H_{\text{eff}} + \alpha m \times \frac{dm}{dt},$$  \hspace{1cm} (2.14)

where $\alpha$ is the phenomenological Gilbert damping parameter that describes the strength of the damping in a given material. In the yttrium iron garnet (YIG) films used in this thesis, it is typically of the order of $10^{-4}$ to $10^{-2}$ depending on the quality of the film.

By applying an additional microwave field $h_{\text{rf}}$, one can deflect the unit magnetization away from the effective magnetic field and hence counteract the afore mentioned damping. For this to work, $h_{\text{rf}}$ has to be perpendicular to the effective magnetic field $H_{\text{eff}}$. Figure 2.4 (a) depicts the chosen coordinate system and the considered situation, especially the direction of the forces acting on $m$. Mathematically, one can treat the oscillating driving field $h_{\text{rf}}$ as another contribution to the effective field $H_{\text{eff}}$. Furthermore, for simplicity, the anisotropy field $H_{\text{ani}}$ is set to zero for the upcoming calculations. Thus we obtain

$$H_{\text{eff}} = H_{\text{ext}} + H_{\text{demag}} + h_{\text{rf}},$$  \hspace{1cm} (2.15)

where $H_{\text{demag}} = -\hat{N}M_s m$ with $\hat{N}$ the general demagnetization tensor $[\text{MD66}]$. 

We now take a closer look at the situation depicted in Fig. 2.4 (a), where the static components $H_{\text{ext}}$ and $H_{\text{demag}}$ of the magnetic field are chosen to point along the z-direction. Additionally, $h_{\text{rf}}$ is assumed to lie in the x-y-plane. We also consider the case where the unit magnetization $m$ points along the z-direction and only its x- and y-components vary with time, such that $m = (m_x(t), m_y(t), 1)$ with $m_{x,y}(t) \ll 1$. This assumption is valid for small amplitudes of the oscillation of the transverse magnetization components $m_x$ and $m_y$, referring to a linear regime.
dependence of both $h_{rf}$ and $m$ we choose a linear complex approach. This whole ansatz is summarized in the following with $\omega$ the angular frequency of the RF field and the magnetization precession, and $i$ the imaginary unit

$$H_{\text{eff}}(t) = \begin{pmatrix} h_{rf,x} e^{i\omega t} \\ h_{rf,y} e^{i\omega t} \\ H_{\text{ext}} + H_{\text{demag}} \end{pmatrix}, \quad m(t) = \begin{pmatrix} m_x e^{i\omega t} \\ m_y e^{i\omega t} \\ 1 \end{pmatrix}, \quad m_{x/y} \ll 1. \quad (2.16)$$

Note that both $m_x$ and $m_y$ are complex-valued and will contain a phase shift of $90^\circ$ between them in the solution, which is necessary for a precessional motion of $m$. We also define the inverse Polder susceptibility $\hat{\chi}^{-1}_P$ in linear approximation as

$$\begin{pmatrix} h_{rf,x} \\ h_{rf,y} \end{pmatrix} = \hat{\chi}^{-1}_P \begin{pmatrix} m_x \\ m_y \end{pmatrix}. \quad (2.17)$$

Equation (2.16) is plugged into the LLG Eq. (2.14) and solved for the components of $\hat{\chi}^{-1}_P$ to find

$$\hat{\chi}^{-1}_P = \begin{pmatrix} H_{\text{ext}} + M_s(N_y - N_x) + \frac{i\omega}{\gamma\mu_0} \\ -\frac{i\omega}{\gamma\mu_0} \end{pmatrix}, \quad H_{\text{ext}} + M_s(N_z - N_x) + \frac{i\omega}{\gamma\mu_0}. \quad (2.18)$$
The unitless Polder susceptibility $\hat{\chi}_P$ is obtained by inverting $\hat{\chi}_P^{-1}$ and describes the response of $m$ to $h_{rf}$ in the linear regime. It was first derived in 1949 by D. Polder and is given by the following expression [Pol49]

$$\hat{\chi}_P = \frac{M_s}{\text{Det}(\hat{\chi}_P^{-1})} \begin{pmatrix} H_{\text{ext}} + M_s(N_y - N_x) + \frac{i\omega M_s}{\gamma \mu_0} & \frac{i\omega}{\gamma \mu_0} \\ -\frac{i\omega}{\gamma \mu_0} & H_{\text{ext}} + M_s(N_y - N_x) + \frac{i\omega M_s}{\gamma \mu_0} \end{pmatrix} ,$$

(2.19)

where $\text{Det}(\hat{\chi}_P^{-1})$ is the determinant of the inverse Polder susceptibility $\hat{\chi}_P^{-1}$. We also already replaced the demagnetization field $H_{\text{demag}}$ by a concrete expression dependent on the demagnetization factors $N_x$, $N_y$ and $N_z$ of the respective spatial directions in the demagnetization tensor $\hat{N}$. Generally speaking, the Polder susceptibility describes how the unit magnetization $m$ reacts on the application of a small driving field $h_{rf}$. In more detail, the real part of $\hat{\chi}_P$ describes the dispersive, while the imaginary part characterizes the dissipative reaction. They are both plotted in Fig. 2.4 (b).

The previously mentioned phase shift between $m_x$ and $m_y$ comes explicitly from the non-diagonal entries of $\hat{\chi}_P$. We can understand this by considering e.g. an RF driving field in $y$-direction $h_{rf} = (0, h_{rf,y}, 0)$ and vanishing damping $\alpha = 0$ on resonance $\omega = \omega_{\text{res}}$, where we find for the magnetization

$$M_s \begin{pmatrix} m_x \\ m_y \end{pmatrix} = \hat{\chi}_P \begin{pmatrix} h_{rf,x} \\ h_{rf,y} \end{pmatrix} = \frac{h_{rf,y} M_s}{\text{Det}(\hat{\chi}_P^{-1})} \begin{pmatrix} h_{rf,x} \frac{i\omega \mu_0}{\gamma \mu_0} \\ \frac{i\omega \mu_0}{\gamma \mu_0} \end{pmatrix} \left( H_{\text{ext}} + M_s(N_y - N_x) \right) ,$$

(2.20)

which contains a phase shift of $i$ between $x$- and $y$-component. This is in many ways similar to a gyroscope in classical mechanics, where a precessional motion is generally found for an object that is already spinning itself. The force stemming from a torque acting on the object is then always maximal in a position shifted forward by $90^\circ$ in the rotation from where it is applied. Mathematically, this corresponds to a $90^\circ$ phase shift, which is necessarily reflected in the non-diagonal entries of the susceptibility. This is analogous to the precession of a spin, as the spin itself is by definition an intrinsic form of angular momentum and thus comparable to e.g. a spinning wheel or a gyroscope.

As a next step, we want to determine the resonance frequency $f_{\text{res}}$ and the linewidth of the system. The resonance condition is found as the maximal absolute value of $\hat{\chi}_P$, which is reached for FMR conditions. It can be calculated by setting $\text{Det}(\hat{\chi}_P^{-1}) = 0$ and either looking at the real part of the solution for the resonance frequency or the imaginary part for the linewidth, respectively [Sta93]. Furthermore, this is considered in first order of the Gilbert damping parameter $\alpha$, meaning that all terms of the order of $O(\alpha^2)$ or higher are neglected. If we first look at the real part of the solution and
solve for the resonance frequency, we obtain the famous Kittel formula [Kit48]

\[ f_{\text{res}} = \frac{\omega}{2\pi} = \frac{\gamma \mu_0}{2\pi} \sqrt{(H_{\text{ext}} + (N_z - N_x) M_s)(H_{\text{ext}} + (N_y - N_x) M_s)}. \] (2.21)

In the scope of this thesis, only the solution for a magnetic field in the plane of a thin film is relevant. Note that the surface normal of a film is parallel to the x-axis in the chosen coordinate system. The RF field \( h_{rf} \) is further assumed to point along the y-axis which is typical for the later experiments. To determine the demagnetization factors \( N_x/N_y/N_z \) we therefore consider an infinitely extended magnetic thin film lying in the y-z-plane with its normal vector along the x-axis. It is magnetized in-plane, with \( m \) pointing in z-direction, as shown in Fig. 2.4 (a). In this case, the demagnetization factors are

\[ N_x = 0; \quad N_y = 0; \quad N_z = 1. \] (2.22)

Under these constraints, we now calculate \( \text{Det}(\hat{\chi}^{-1}) = 0 \) again, but this time resolve for \( H_{\text{ext}} \) to obtain

\[ H_{\text{ext}} = -\frac{M_s}{2} + \sqrt{\left(\frac{M_s}{2}\right)^2 + \left(\frac{\omega}{\gamma \mu_0}\right)^2 - \frac{i \omega \alpha}{\gamma \mu_0}}. \] (2.23)

As mentioned before, the real part of Eq. (2.23) gives the resonance magnetic field \( H_{\text{res}} \). By multiply with \( \mu_0 \), we obtain the resonance field for in-plane magnetized thin films

\[ \mu_0 H_{\text{res}} = -\frac{\mu_0 M_{\text{eff}}}{2} + \sqrt{\left(\frac{\mu_0 M_{\text{eff}}}{2}\right)^2 + \left(\frac{2\pi}{\gamma}\right)^2 f_{\text{res}}^2}, \] (2.24)

where we substituted \( M_s \) with \( M_{\text{eff}} = M_s + H_{\text{ani}} \). The effective magnetization \( M_{\text{eff}} \) incorporates the anisotropy field \( H_{\text{ani}} \), which in this case is assumed to point in the out-of-plane direction (corresponding to an uniaxial out-of-plane anisotropy). We can now replace the gyromagnetic ratio with its definition for an electron \( \gamma = g_e \mu_B / \hbar \), where \( \mu_B \) is the Bohr magneton and \( g_e \) an effective g-factor of the electrons in the ferromagnet, which is typically \( g_e \approx 2 \). This gives us the final form that will be used to fit the data in the later experiments

\[ \mu_0 H_{\text{res}} = -\frac{\mu_0 M_{\text{eff}}}{2} + \sqrt{\left(\frac{\mu_0 M_{\text{eff}}}{2}\right)^2 + \left(\frac{2\pi \hbar}{g_e \mu_B}\right)^2 f_{\text{res}}^2}. \] (2.25)

Generally, Eq. (2.25) describes the external magnetic field amplitude \( \mu_0 H_{\text{res}} \) required to drive the magnetization \( m \) in ferromagnetic resonance, given that an RF driving field \( h_{rf} \) of constant frequency \( f_{\text{res}} \) is applied.

As a next step, we study the dissipative aspect of FMR by considering the imaginary part of the solution to \( \text{Det}(\hat{\chi}^{-1}) = 0 \) given in Eq. (2.23). The result can be related...
to the half-width-half-maximum $\Delta H_{\text{HWHM}}$ of the resonance peak \cite{Sta93}

$$
\Delta H_{\text{HWHM}} = \frac{2\pi \alpha}{\mu_0 \gamma f_{\text{res}}}. \quad (2.26)
$$

The experimentally observed linewidth is usually the full-width-half-maximum, i.e. $\Delta H_{\text{FWHM}} = 2 \Delta H_{\text{HWHM}}$ (see also Fig. 2.4 (b)). Moreover, the linewidth in experiments typically has a finite positive value even for $f_{\text{res}} = 0$. To account for this, a constant inhomogeneous contribution $\Delta H_{\text{inhom}}$ is added to Eq. (2.26). Multiplying everything with $\mu_0$ again, we obtain the frequency dependence of the experimentally observed linewidth $\Delta H_{\text{FMR}}$ of ferromagnetic resonance

$$
\mu_0 \Delta H_{\text{FMR}} = \mu_0 \Delta H_{\text{inhom}} + \frac{4\pi \alpha}{\gamma} f_{\text{res}}. \quad (2.27)
$$

Lastly, we can define the ellipticity $\epsilon$ of the magnetization precession cone from the Polder susceptibility \cite{Mül+21}

$$
\epsilon = \sqrt{1 + \frac{\mu_0 M_{\text{eff}}}{\mu_0 H_{\text{ext}}}}. \quad (2.28)
$$

It quantifies the deformation of the precession from a perfect circle towards an ellipse. It is minimal ($\epsilon = 1$) for a perfectly circular precession and goes to infinity for an infinitely elliptical, i.e. a linear precession.

## 2.5 Microwave Transmission Spectroscopy Probing Magnetization Excitation

One way to experimentally measure the frequency dependent Polder susceptibility during ferromagnetic resonance is to use a vector network analyzer (VNA) to detect the phase-sensitive microwave power absorption of the ferromagnetic sample.

Here, we measure the transmission signal through a coplanar waveguide (CPW) as the complex $S_{21}$ parameter of a vector network analyzer (VNA). The CPW is used to provide the RF driving field (given by the Karlqvist equations, see Section 2.3) to the ferromagnetic sample. Generally, $S_{21}$ is defined as the ratio between the input and output complex voltage $V_1$ and $V_2$

$$
S_{21} = \frac{V_2}{V_1} = \frac{|V_2|}{|V_1|} e^{i(\psi_2 - \psi_1)} , \quad (2.29)
$$

where $|V_j|$ is the magnitude and $\psi_j$ the phase of port $j$. The transmission signal $S_{21}$ consists of two parts. First, a background signal $S_{21}^0$ created by the measurement setup, which is independent of the sample. Second, the change in signal $\Delta S_{21}$ caused
by the absorption of the sample, which can be calculated as follows \[ \text{Sil+16; Ber+18} \]

\[ \Delta S_{21} = \frac{S_{21} - S_{021}^0}{S_{21}^0}. \] (2.30)

The absorption of microwave power by the sample around ferromagnetic resonance can be treated as an induced complex inductance \( L_0 \) that adds up onto the inductance \( Z_0 = 50 \Omega \) of the unloaded CPW. This causes a signal change \( \Delta S_{21} \), which can be expressed using a voltage divider model \[ \text{Mül19} \]

\[ \Delta S_{21} = -\frac{1}{2} \frac{i\omega L_0}{Z_0 - i\omega L_0}. \] (2.31)

An exact expression for \( L_0 \) is derived by Berger et al. \[ \text{Ber+18} \] and implemented into Eq. (2.31) in \[ \text{Mül19} \]. The result is an expression for the complex \( S_{21} \) parameter

\[ S_{21} = S_{21}^0 (1 + \Delta S_{21}) = S_{21}^0 - i C_{\text{geo}} e^{i\psi} (\chi_{yy} + \chi_{xx}). \] (2.32)

For simplification, all geometric and setup parameters are combined in the constant \( C_{\text{geo}} \), which gives the amplitude of the change in \( S_{21} \) around the FMR. The total phase change of the signal is also summed up in a single parameter \( \psi = \psi_2 - \psi_1 \). \( \chi_{yy} \) and \( \chi_{xx} \) are the diagonal entries of the Polder susceptibility \( \hat{\chi}_P \) as discussed in Section 2.4 (Eq. (2.17)). If we, without loss of generality, assume that the RF field created by the CPW is parallel to the y-axis, then \( h_{\text{rf},x} = 0 \) and we can write the components of the unit magnetization \( m \) perpendicular to the effective magnetic field \( H_{\text{eff}} \) as follows

\[ m_x M_s = \chi_{xy} h_{\text{rf},y}, \] (2.33)

\[ m_y M_s = \chi_{yy} h_{\text{rf},y}. \] (2.34)

Since we are mostly interested in the changes \( \Delta S_{21} \) of the transmission, we can plug Eq. (2.34) back into Eq. (2.32) and conclude for the magnitude of \( \Delta S_{21} \)

\[ |\Delta S_{21}| \propto |m_y| \propto |m_\perp|, \] (2.35)

where \( m_\perp \) is the component of the magnetization perpendicular to the effective magnetic field. Equation (2.35) gives a direct connection between the observable \( \Delta S_{21} \) and \( |m_\perp| \), which quantifies the deflection of \( m \) from its equilibrium position. We will come back to this later in Section 4.1.2.

### 2.6 Spin Pumping

In this thesis, a lot of emphasis is put on a phenomenon called **spin pumping**, which was first proposed by Tserkovnyak et al. \[ \text{TBB02a} \] in 2002. In general, an externally driven magnetization precession in a ferromagnetic insulator (FMI)
pumps a net spin current into an adjacent normal metal (NM). This spin current can be transformed into a charge current via the inverse spin Hall effect, which can be measured as a voltage drop across the normal metal perpendicular to both the direction and polarization of the pumped spin current. We refer to this signal as the spin pumping voltage. In this chapter, we will go step by step over the details behind this process. A more extensive explanation can be found e.g. in the PhD thesis of Franz Dominik Czeschka [Cze11], whose approach we will closely follow.

We consider a bilayer of a normal metal (NM) and a ferromagnetic insulator (FMI). The magnetization of the FMI is driven by an external RF field. This causes a periodic oscillation of the magnetization component \( m_\perp \) perpendicular to the effective magnetic field as discussed in Section 2.4. Thus, an AC spin current \( j_{\text{pump}} \) arises across the interface between the ferromagnetic insulator and the normal metal. It can be calculated using time-dependent scattering theory [TBB02a]

\[
j_{\text{pump}} = \frac{\hbar}{4\pi} \left( g_{\uparrow\downarrow}^r m \times \frac{dm}{dt} - g_{\uparrow\downarrow}^i \frac{dm}{dt} \right). \tag{2.36}
\]

Here, \( m(t) \) is the time dependent order parameter of the ferromagnet, i.e. the unit vector of the magnetization. \( g_{\uparrow\downarrow}^r \) and \( g_{\uparrow\downarrow}^i \) is the complex spin-mixing conductance split up in its real \( g_{\uparrow\downarrow}^r \) and imaginary \( g_{\uparrow\downarrow}^i \) component. Note that the direction of \( j_{\text{pump}} \) gives the spin polarization and not the spin current direction. For FMR experiments, the form of the first term in Eq. (2.36) is similar to the Gilbert term in the LLG Eq. (2.14), thus generating an additional contribution to the damping of the magnetization precession. The second term can be seen as an additional field causing a shift of the resonance position.

Generally, the spin-mixing conductance \( g_{\uparrow\downarrow}^r \) depends on the FMI|NM interface. It describes how effective a spin current can be transferred across a certain interface and is conceptually similar to the impedance in electrical transport. In this thesis, yttrium iron garnet (YIG) is used as a FMI and platinum (Pt) as a NM. For the YIG|Pt interface, the imaginary component of the spin-mixing conductance is a lot smaller than the real one \( g_{\uparrow\downarrow}^i \ll g_{\uparrow\downarrow}^r \) [Che+13; Alt+13]. Thus, the second term of Eq. (2.36) can be neglected in the following discussion, simplifying it to

\[
j_{\text{s pump}} = \frac{\hbar}{4\pi} g_{\uparrow\downarrow}^r m \times \frac{dm}{dt}. \tag{2.37}
\]

Consequently, the polarization of the created spin current \( j_{\text{s pump}} \) is perpendicular to both \( m \) and \( dm/dt \). Its magnitude is proportional to \( g_{\uparrow\downarrow}^r \). This is depicted in Fig. 2.5.

This spin current consists out of an AC and a DC component. The DC part is obtained via time averaging of Eq. (2.37). By assuming a circular magnetization precession, one finds that the x- and y-component of \( j_{\text{s pump}} \) vanishes, whereas the
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Figure 2.5: A bilayer of a normal metal (NM) on top of a ferromagnetic insulator (FMI). The unit magnetization $\mathbf{m}$ of the FMI is aligned along an effective magnetic field $H_{\text{eff}}$. Thus, $\mathbf{m}$ can be split up into a part parallel $\mathbf{m}_\parallel$ and one perpendicular $\mathbf{m}_\perp$ to $H_{\text{eff}}$. An RF field $h_{\text{rf}}$ drives the precessional motion of the magnetization around the effective field with cone angle $\theta$. As a result, a spin current $j_{s,\text{pump,dc}}$ is pumped into the NM. Adapted from [Cze11].

Component polarized in z-direction retains a finite DC amplitude of [Mos+10]

$$j_{s,\text{pump,dc}} = \frac{\hbar \omega_{\text{mw}}}{4\pi} g_{\uparrow\downarrow} r^{\downarrow} \sin^2 \theta,$$

where $\omega_{\text{mw}}$ is the frequency of the RF driving field $h_{\text{rf}}$ and $\theta$ the precession cone angle, i.e. the angle between $H_{\text{eff}}$ and $\mathbf{m}$.

So far, we neglected anisotropy fields as well as demagnetization fields. In thin films however, they can have a strong influence on the shape of the magnetization precession, deforming it from a circular to an elliptical motion. Those additional contributions can all be included in the effective magnetic field $H_{\text{eff}}$, leading to a correction prefactor $c_{\text{corr}}$ multiplied with $j_{s,\text{pump,dc}}$. Further details about this issue can be found in Ando et al. [AYS09]. However, they are not discussed within the scope of this thesis.

The spin current $j_{s,\text{pump,dc}}$ pumps magnetic excitations into the NM. In the ideal case, the NM acts as a perfect spin sink, where all spins injected by $j_{s,\text{pump,dc}}$ relax via spin flip scattering and/or leave the interface sufficiently fast [TBB02a]. The total spin current through the interface would hence be given by $J_{s,\text{tot}}^{\uparrow\downarrow} \approx J_{s,\text{pump,dc}}^{\uparrow\downarrow}$. 

Especially, a backflow of spins from the NM into the FMI could be disregarded. In reality, however, \( j_{\text{pump,dc}}^{s} \) creates a spin accumulation at the NM interface, resulting in a backflow of spins \( j_{s}^{\text{back,dc}} \) from the NM into the FMI. The total spin current is then given by \([TBB02b]\)

\[
   j_{s}^{\text{tot}} = j_{s}^{\text{pump,dc}} - j_{s}^{\text{back,dc}}. \tag{2.39}
\]

In extreme cases, this can result in a vanishing total spin current \( j_{s}^{\text{tot}} \approx 0 \) when spin-flip scattering is absent \([TBB02b]\). In general, one can correct for this effect by using an effective spin mixing conductance \( g_{\uparrow\downarrow}^{\text{eff}} \) instead of \( g_{\uparrow\downarrow} \), which is assumed in the following discussion.

As stated before, the total spin current \( j_{s}^{\text{tot}} \neq 0 \) pumps magnetic excitations from the FMI into the NM. This gives rise to a spin chemical potential bias at the FMI|NM interface. Consequently, a spin current is created and transported diffusely through the metal in a non-conserved way. It can be described by the one-dimensional spin diffusion equation \([KM63; BM65; LG67]\)

\[
   \frac{\partial \mu_{s}}{\partial t} = D_{\text{NM}} \frac{\partial^{2} \mu_{s}}{\partial x^{2}} - \frac{\mu_{s}}{\tau_{\text{sf}}}. \tag{2.40}
\]

Here, \( \mu_{s} = \mu_{\uparrow} - \mu_{\downarrow} \) is the difference in chemical potential between the individual spin directions, \( D_{\text{NM}} \) the spin diffusion constant in a normal metal and \( \tau_{\text{sf}} \) the spin flip scattering time. In the following, we will consider the steady state and the strong spin-flip scattering \( \omega_{\text{mw}} \tau_{\text{sf}} \ll 1 \) limit, where the partial derivative of the spin accumulation with respect to time vanishes \( (\frac{\partial \mu_{s}}{\partial t} = 0) \) \([TBB02b]\). Eq. (2.40) is solved under the two boundary conditions that first the spin current vanishes at the interface between the NM and the vacuum \([TBB02b]\)

\[
   j_{s} [x = t_{\text{NM}}] = 0 = \left. \frac{\partial \mu_{s}}{\partial x} \right|_{x=t_{\text{NM}}}, \tag{2.41}
\]

and second the spin current at the FMI|NM interface is continuous \([TBB02b]\)

\[
   j_{s} [x = 0] = j_{s}^{\text{tot}} = -\frac{\hbar}{2e} \sigma_{\text{NM}} \left. \frac{\partial \mu_{s}}{\partial x} \right|_{x=0}. \tag{2.42}
\]

Here, \( \sigma_{\text{NM}} \) is the electrical conductivity of the NM. The result is a dependency of the spin chemical potential (and thus the spin current) on the distance to the FMI|NM interface, eventually creating a spin current in the normal metal \([Mos+10]\)

\[
   j_{s} [x] = j_{s}^{\text{tot}} \frac{\sinh \left[ \frac{t_{\text{NM}} - x}{\lambda_{\text{sd}}} \right]}{\sinh \left[ \frac{t_{\text{NM}}}{\lambda_{\text{sd}}} \right]} \tag{2.43}
\]
2.6 Spin Pumping

Here, \( j_s \) is the amplitude of the spin current directed out of the interface/film plane (in x-direction). It depends mainly on the ratio between the thickness \( t_{NM} \) of the NM and the spin diffusion length \( \lambda_{sd} \) in the NM. In the case of small thicknesses \( t_{NM} < \lambda_{sd} \), this corresponds to a nearly linear decay with the distance \( x \) to the interface. For thick layers \( t_{NM} \gg \lambda_{sd} \), the spin current already vanishes close to the FMI|NM interface and never reaches the upper edge of the NM [Cze11].

The inverse spin Hall effect (see Section 2.2) converts the spin current \( j_s [x] \) from Eq. (2.43) in the NM into a transverse charge current. This is described by Eq. (2.4) which is repeated in the following

\[
j_{ISHE}^c [x] = \alpha_{SH} \left( \frac{2e}{\hbar} \right) j_s [x] \hat{e}_x \times \hat{s},
\]

where \( \hat{e}_x \) is the unit vector in x-direction. Here, we can already see that the charge current \( j_{ISHE}^c \) has the same dependence on the distance to the FMI|NM interface as the spin current \( j_s [x] \). As it further has to be perpendicular to both \( \hat{s} \) (spin orientation) and \( j_s \) (which points in the normal direction of the film), the charge current \( j_{ISHE}^c \) flows in y-direction in the chosen coordinate system. This is shown in Fig. 2.6. Note that the point of view has been rotated by 90° around the x-axis compared to Fig. 2.5, allowing for an illustration of the ISHE induced charge current in the NM.

In open circuit conditions, the charge current \( j_{ISHE}^c \) causes a charge imbalance, resulting in a positive charge at one end and a negative charge at the other end of the normal metal. This generates a compensating electrical field \( E_{comp} \) pointing in the opposite direction of the charge current, which grows in strength until an equilibrium state between \( j_{ISHE}^c \) and \( E_{comp} \) is reached.

The compensating electrical field can be calculated assuming a uniform shape, which is valid in cases where the dimension of the sample in y-direction is much larger than in x-direction, i.e. when its thickness is much smaller than its length. This applies to all designs used in the later experiments. Detailed calculations can be found in [Mos+10] and [Cze11]. Both eventually derive the following expression for the compensating electric field

\[
E_{comp} = e g_{\text{eff}}^{\uparrow \downarrow} \left( \alpha_{SH} \lambda_{sd} \tanh \left( t_{NM} / (2 \lambda_{sd}) \right) \right) \frac{\hat{e}_x \times \hat{s}}{\sigma_{FMI} t_{FMI} + \sigma_{NM} t_{NM}} \omega_{mw} \epsilon_{corr} \sin^2 \theta, \tag{2.44}
\]

where \( e \) is the elementary charge, \( \sigma_{FMI} (t_{FM}) \) the conductivity (thickness) of the ferromagnetic insulator layer, \( \sigma_{NM} \) the conductivity of the normal metal layer and \( \omega_{mw} \) the RF driving frequency. Over the entire length \( L_{NM} \) of the normal metal, this
results in the so-called spin pumping voltage

\[ V_{sp} = E_{comp} L_{NM} = \frac{e g_{\text{eff}}^+ (\alpha_{\text{SH}} \lambda_{sd} \tanh [t_{NM}/(2\lambda_{sd})])}{\sigma_{\text{FMI}} t_{\text{FMI}} + \sigma_{\text{NM}} t_{\text{NM}}} \omega_{m\text{w}} c_{\text{corr}} L_{\text{NM}} \sin^2 \theta. \quad (2.45) \]

An important conclusion from Eq. (2.45) is the quadratic dependence of the spin pumping voltage \( V_{sp} \) on the sine of the cone angle \( \theta \) of the magnetization precession \( (V_{sp} \propto \sin^2 \theta) \), which has been confirmed in experiments \([\text{Cze}+11; \text{Zho}+16]\).

If we split the unit magnetization into a part parallel to the effective field \( (\mathbf{m}_\parallel) \) and one perpendicular to it \( (\mathbf{m}_\perp) \), then \( |\mathbf{m}_\perp| = |\mathbf{m}| \sin \theta \) and we can rewrite the dependence of the spin pumping voltage on the cone angle in terms of the magnetization components

\[ V_{sp} \propto \sin^2 \theta \propto \frac{|\mathbf{m}_\perp|^2}{|\mathbf{m}|^2}. \quad (2.46) \]

We will refer to this later in Section 4.1.2 in this thesis.

Recapitulating, a resonantly driven magnetization in a ferromagnetic insulator pumps a spin current into an adjacent normal metal film. Via the inverse spin Hall effect, this spin current is eventually transformed into a measurable electric voltage,
the so-called spin pumping voltage. This allows for easy electronic access to the magnetization dynamics in a FMI.

2.7 All-Electrical Magnon Transport Experiments

All-electrical magnon spin transport measurements can be realized with structured bilayers of ferromagnetic insulators (FMI) and normal metals (NM). In this thesis, structures similar to the one depicted in Fig. 2.7 are used, where two normal metal strips are deposited on top of a ferromagnetic insulator. The strips are electrically insulated and physically separated by a distance $d$. A charge current is applied on the left normal metal strip, which we call injector. Via the spin Hall effect (see Section 2.2) a spin accumulation is created at the interface to the ferromagnetic insulator. This leads to a finite spin transport across the interface, whose properties will be discussed in detail later in this section.

The spin transport across the interface injects magnons into the ferromagnetic insulator creating an imbalance in the magnon density. This gives rise to a magnon current diffusing in all directions. It can be described by the magnon spin diffusion equation, which was already discussed in Eq. (2.40) in the context of spin pumping (see Section 2.6). Similar to before, we consider the steady state limit under strong spin-flip scattering. This time, however, we expand the spatial derivative to three dimensions and obtain for the magnon chemical potential $\mu_m$

$$D_{\text{FMI}} \nabla^2 \mu_m = \frac{\mu_m}{\tau_m}, \quad (2.47)$$

where $D_{\text{FMI}}$ is the magnon diffusion constant in a ferromagnetic insulator and $\tau_m$ the magnon spin lifetime, which summarizes all non-conserving magnon processes. From this, one can define the magnon diffusion length as

$$\lambda_m = \sqrt{D_{\text{FMI}} \tau_m}. \quad (2.48)$$

Equation (2.47) can be solved analytically in one dimension only. A more detailed discussion of this case can be found in Section 2.6.

Coming back to the structure depicted in Fig. 2.7, some of the magnons diffusing through the ferromagnetic insulator reach the interface to the second normal metal strip, which we call detector. There, the inverse process compared to the injector takes place: The magnons scatter at the interface and create a spin accumulation in the normal metal, which gives rise to a spin current that is transformed into a charge current via the inverse spin Hall effect. Similar to spin pumping (see Section 2.6), this charge current can be measured as an electrical voltage.

The whole process is only possible for a parallel configuration of the spin polariz-
Figure 2.7: 3D schematic of a typical device for all-electrical magnon transport experiments. Two normal metal (NM) strips are structured on top of a ferromagnetic insulator (FMI). A charge current \( j_{\text{c}} \) is driven through the left strip (injector). Via the spin Hall effect, a transverse spin current \( j_{\text{s}} \) is created. This gives rise to a spin accumulation at the NM|FMI interface, which injects magnons into the ferromagnetic insulator via interfacial spin-flip scattering. Those magnons are transported diffusely in all directions through the ferromagnetic insulator. Some of them reach the second normal metal strip, where they are detected via the inverse spin Hall effect, eventually resulting in a charge current \( j_{\text{ISHE}} \) in the right strip (detector). Adapted from [Wim16].

The accumulation \( \mathbf{s} \) of the electrons in the normal metal and the unit magnetization \( \mathbf{m} \) of the ferromagnetic insulator. This can be explained by taking a closer look at the scattering processes at the NM|FMI interface in the injector. In general, a spin current \( j_{\text{s,int}} \) across the interface between a metal and a magnetically ordered insulator can be described as follows [BT15]

\[
\mathbf{j}_{\text{s,int}} = \frac{1}{4\pi} \left( g_{\text{eff},i}^+ \mathbf{s} + g_{\text{eff},r}^+ \mathbf{m} \times \right) \left( \mu_0^0 \mathbf{s} \times \mathbf{m} - \hbar \frac{\mathbf{d}\mathbf{m}}{dt} \right) + \left\{ g \left( \mu_m + \mu_0^0 \mathbf{s} \cdot \mathbf{m} \right) + S \left( T_m - T_e \right) \right\} \mathbf{m},
\]

where \( \mu_0^0 \mathbf{s} \) denotes the spin accumulation at the interface due to the spin current in the normal metal with \( \mu_0^0 \) the spin chemical potential at the interface and \( \mathbf{s} \) the three-dimensional unit vector of the spin. Note that consequently and opposing to
the equation for the (inverse) spin Hall effect, $j_{\text{int}}$ does not point into the spin current direction, but rather gives the polarization of the transported spin. Besides, $\mu_m$ is the magnon chemical potential characterizing a non-equilibrium magnon accumulation or depletion in the ferromagnetic insulator. Furthermore, $g \propto (T/T_c)^{3/2} g_{\uparrow \downarrow}^\text{eff}$, where $T$ is the temperature and $T_c$ the Curie temperature. It describes the spin conductance across the interface for $s \parallel m$ and at finite temperatures. Thermally driven spin currents independent of the spin polarization $s$ are characterized by the spin Seebeck coefficient $S$. In addition, $T_m$ and $T_e$ are the temperatures of the magnons in the ferromagnetic insulator and the electrons in the normal metal, respectively. Note that for low temperatures, $g_{\text{eff}, \downarrow}$ and $g_{\text{eff}, \uparrow}$ still hold finite values, whereas $g$ and $S$ both approach zero [BT15].

In order to better understand Eq. (2.49), the upcoming paragraphs discuss the individual terms in turn in detail. Generally, the first line of Eq. (2.49) describes non-thermal processes which are finite even at zero temperature, while the second line is only non-zero for finite temperatures.

Figure 2.8: Spin flip scattering processes for electrons at the interface between a normal metal (NM) and a ferromagnetic insulator (FMI). (a) When $s \perp m$ the spin flip scattering is of elastic nature. Two spin torques $\tau_r$ and $\tau_i$ acting on $m$ arise. In (b) and (c) where $s \parallel m$, the spin flip scattering at the interface is inelastic. (b) When $s$ and $m$ are parallel to each other, this leads to an excitation of magnons in the ferromagnetic insulator due to spin angular momentum conservation. (c) When $s$ and $m$ are antiparallel, magnons are absorbed from the ferromagnetic insulator. Thermal injection via a temperature difference between $T_e$ and $T_m$ is possible in all three cases, independent of the geometric configuration. Adapted from [Wim21].

The terms in the first line $\propto \mu_m^0 s \times m$ are largest when $s \perp m$, which is shown in Fig. 2.8 (a). Here, the electrons scatter elastically off the interface and perform a spin flip, thus creating a surplus of $\hbar$ in spin angular momentum. Since spin angular momentum is a conserved quantity, this has to be compensated by the ferromagnetic insulator. Consequently, two torques

$$\tau_r \propto g_{\text{eff}, \uparrow}^\text{eff} \times (s \times m),$$
and

\[ \tau_i \propto g_{\text{eff},i}^{\uparrow \downarrow} (s \times m), \]

arise, which transfer the excess spin angular momentum into the ferromagnetic insulator. On the one hand, \( \tau_r \) is commonly referred to as damping like torque [Slo89; Ber96]. It transfers a loss of the transverse spin momentum of the scattered electrons into the magnetic order of the ferromagnetic insulator. On the other hand, \( \tau_i \) is called field-like torque. It directly acts onto the magnetization of the ferromagnetic insulator.

The loss of transverse spin momentum via \( \tau_r \) scales with the real part of \( g_{\text{eff},i}^{\uparrow \downarrow} \), hence corresponding to the dissipative part of the spin-mixing conductance. The imaginary part retains the original spin momentum of the scattered electrons and therefore corresponds to the non-dissipative part. This concept is somewhat similar to the real and imaginary components of the electrical impedance, which correspond to dissipative and non-dissipative processes in electrical circuits, respectively. As previously discussed in Section 2.6, the terms \( \propto \frac{d}{dt} m \) are responsible for the spin pumping phenomenon.

The first term in the second line of Eq. (2.49) proportional to \( g \) describes inelastic scattering processes at the interface. They are depicted in Fig. 2.8 (b) and (c) and are largest when \( s \parallel m \). When \( s \) and \( m \) are parallel (antiparallel) to each other, magnons in the thermal spectrum are either excited into (depleted from) the ferromagnetic insulator. Note that this process is only possible for finite temperatures. It is also the main mechanism used for magnon injection in structures like the one shown in Fig. 2.7. The voltage created by such magnons at the detector strip is called SHE induced magnon transport voltage \( V_{\text{SHE}}^{\text{det}} \).

The preceding discussion implies that a specific geometry (\( s \not\parallel m \)) is required to observe all-electrical magnon transport and explains why its amplitude is dependent on the angle \( \varphi \) between the magnetization \( m \) of the ferromagnetic insulator and the polarization \( s \) of the spin accumulation at the interface. It is largest when they are parallel and zero when they are perpendicular to each other. Thus, this injection process follows an angle symmetry proportional to \( \cos \varphi \). Since the detection is done with the exact inverse process to the injection, the same angular dependence arises for it. The total transport signal of spin Hall injected magnons is therefore proportional to

\[ V_{\text{det}}^{\text{SHE}} \propto \cos^2 (\varphi). \]  

(2.50)

This effect is commonly referred to as all-electrical magnon transport.

Coming back to Eq. (2.49), we still need to discuss the second term in line two, which is proportional to \( S \). It is independent of the relative orientation between \( s \) and \( m \), but still requires a finite temperature. Here, a difference between the electron
temperature $T_e$ and the magnon temperature $T_m$ causes spin angular momentum to be injected into or absorbed from the ferromagnetic insulator. Its polarization is always antiparallel to $\mathbf{m}$ because the thermal excitation acts as a disturbance of the magnetic order in the ferromagnetic insulator. This is commonly known as the spin Seebeck effect (SSE) \cite{Xia10; Uch10}. Magnons created in this fashion form the second contribution to the voltage arising at the detector strip. We call it the Joule heating induced magnon transport voltage $V^{\text{therm}}_{\text{det}}$.

In an experiment with a structure similar to the one shown in Fig. 2.7, the charge current $\mathbf{j}_c$ through the injector strip will cause Joule heating due to the electrical resistance of the normal metal strip. This will introduce the required temperature gradient between $T_e$ and $T_m$, thus exciting magnons via the spin Seebeck effect. Because the electrical voltage at the detector strip is generated via the same process as for SHE induced magnons, the detection process of thermally injected magnons is also sensitive on $\varphi$, whereas this is not the case for their injection. In total, this gives rise to the following angular dependence for the Joule heating induced voltage

$$V^{\text{therm}}_{\text{det}} \propto \cos (\varphi).$$

(2.51)

The voltage measured at the detector strip is a superposition of both the SHE and Joule heating induced transport voltage. In the experiment, we use their different symmetries to separate their contributions to the total voltage. This will be discussed later in Section 3.4.1.
Chapter 3

Microwave Control of Magnons

For incoherent excitation, the transport of magnetic excitation in a ferrimagnetic insulator is described by the diffusion of magnons. We want to take a look at the explicit case discussed in Section 2.7, where magnons are injected into a ferrimagnetic insulator at one spot and the amount of magnons reaching a second spot is measured. One can now think of ways to influence and control this magnon transport. This can be implemented, for example, by the DC injection of magnons in between the two spots, which reduces or enhances the damping of the magnon transport. The first observation of this phenomenon was reported by Cornelissen et al. [Cor+18] in 2018. In extreme cases, this can even lead to a zero-damping state as shown by Wimmer et al. [Wim+19] one year later. However, there are also other methods to control the magnon transport, one of which works via microwave injection of magnons into the ferrimagnetic insulator through ferromagnetic resonance. This was first reported by Liu et al. [Liu+19] in 2019. In this thesis, we expand on this concept by increasing the driving power to reach the parametric pumping regime. Besides magnon transport, we also simultaneously measure the DC spin pumping voltage up to the nonlinear regime.

3.1 Theoretical Concepts

Generally, when a driving force with high power is applied to a harmonic oscillator, so-called parametric effects can occur. Here, a second resonance condition is met when the frequency of the driving force is equal to twice the resonance frequency of the oscillator. Such an effect was first reported by Michael Faraday in 1831 [Far31] and can even be observed and modeled in peculiar systems such as rainworms [MP20]. Here, we focus on the parametric excitation of the magnetization of a ferrimagnet, where there are two main mechanisms and geometries in which such effects can occur. The upcoming section discusses those processes and their connection to the magnon dispersion relation from a theoretical point of view.

3.1.1 Dispersion of Dipolar Exchange Spin Waves in Thin Films

In magnetic materials, the spins can create waves, similar to phonons in a lattice, for example. The dependency of the angular frequency $\omega_m$ of those spin waves on their wavevector $k$ is given by the dispersion relation, which is influenced by both
the dipolar and the exchange interaction between the spins. For ferromagnetic thin films magnetized in-plane, which are used in this thesis, the dispersion relation is given by [HP40; KS86; KP10]

$$\omega_m[k, H_{ext}] = \mu_0 \gamma \sqrt{\left(H_{ext} + J k^2 + M_s \frac{1 - \exp[-kd]}{kd} \right)} \times \left(H_{ext} + J k^2 + M_s \left(1 - \frac{1 - \exp[-kd]}{kd}\right) \sin^2[\phi]\right), \tag{3.1}$$

where $J = 2A/\mu_0 M_s$ is the spin stiffness parameter calculated from the exchange constant $A = 3.7 \text{ pJ m}^{-1}$ [Kli+14] for YIG and the saturation magnetization $M_s$. Further, $d$ is the thickness of the film, $H_{ext}$ the external magnetic field and $\phi\preccurlyeq(k, m)$ the angle between the wavevector $k$ of the spin wave and the magnetization $m$ of the ferromagnetic thin film. Note that $\omega_m$ does not only depend on the amplitude $k = |k|$ of the wavevector, but also on the magnitude $H_{ext} = |H_{ext}|$ of the applied external magnetic field.

Equation (3.1) spans up a continuous array of dispersion relations, one for each value of $\phi$ and thus for each propagation direction of the spin wave. Hereinafter, we will mainly consider two extreme cases: (i) the magnetization and the wavevector are parallel to each other (backward volume mode, $\phi = 0$) or (ii) they are perpendicular to each other (Damon-Eshbach mode, $\phi = \pi/2$). Figure 3.1 depicts both dispersion relations and the array of dispersions in between for an arbitrarily chosen external magnetic field amplitude of $\mu_0 H_{ext} = 50 \text{ mT}$ and a film thickness of $d = 23.5 \text{ nm}$, which is equal to the one of the film used in the experiment.

Obviously, the dispersion of the uniform mode with $k = 0$ is independent of the angle $\phi$. On the one hand, for finite values of $k$, the Damon-Eshbach mode immediately starts off with a positive slope. Its minimal frequency is thus reached at $k = 0$. For low $k$ values, an approximately linear dependence ensues. On the other hand, the backward volume mode initially exhibits a negative slope and a minimal value $\omega_m(k_{min})$ for a finite $k_{min} > 0$. After that, the dispersion starts to increase again similar to the Damon-Eshbach mode. The depth of the so created dip in the backward volume mode strongly depends on the film thickness $d$. The thinner the films the less pronounced is the dip. For larger values of $k$, the modes are separated by a constant offset and show a parabolic shape $\omega_m \propto k^2$ dominated by the exchange interaction. The anisotropic dipolar interaction prevails for small $k$ values. This can be understood by imagining a spin wave as a series of spins that are slightly tilted against each other. Both the dipolar and the exchange interaction energetically favor a parallel alignment of the spins. For large wavevectors, the wavelength of the spin wave is small and neighboring spins are strongly tilted with respect to each other. Because the exchange interaction is stronger than the dipolar interaction at close ranges, its resulting energy contribution dominates. Consequently, for large
Figure 3.1: Dispersion relation of dipolar exchange spin waves in a magnetic thin film. The dispersion consists of an array of curves for each angle $\phi$ between the wavevector $k$ and the magnetization $m$ of the film. The two limiting cases are plotted for the backward volume mode ($\phi = 0$) and the Damon-Eshbach mode ($\phi = \pi/2$). The inset in the upper left depicts a zoom of the dispersion, highlighting the minimum for the backward volume mode.

Changes of the external magnetic field $H_{\text{ext}}$ do not change the shape of the dispersion, but instead shift it upward for higher field amplitudes and downward for lower field amplitudes. Consequently, the minimal energy required to excite a magnon, which is given by the minimum $\omega_m(k_{\text{min}})$ of the dispersion, is also increased or decreased, respectively. Magnons can only be excited if the excitation energy exceeds this minimal magnon energy. Exciting magnons with larger $k$ values generally also requires more energy. In this picture, the condition for ferromagnetic resonance is for example given by the value $H_{\text{ext,fmr}}$ for which the frequency of the magnons with $k = 0$ aligns with the frequency $\omega_{\text{rf}}$ of the RF driving field ($\omega_m[0, H_{\text{ext,fmr}}] = \omega_{\text{rf}}$).

We can use this idea to obtain an expression for the dependence between the resonance frequency $\omega_{\text{res}}$ and the respective resonant magnetic field $H_{\text{res}}$ by calculating
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the limit $k \to 0$ of Eq. (3.1)

$$\omega_{\text{res}} \equiv \lim_{k \to 0} \omega_m [k, H_{\text{res}}] = \mu_0 \gamma \sqrt{H_{\text{res}} (H_{\text{res}} + M_s)}.$$  \hspace{1cm} (3.2)

We solve this for $H_{\text{res}}$ under the condition of parametric pumping ($\omega_{\text{res}} = 2\pi f_{rf}/2$), where two magnons with half the energy (and thus the frequency) of the photon are created

$$\mu_0 H_{\text{onset}} \equiv \mu_0 H_{\text{res}} = -\frac{\mu_0 M_{\text{eff}}}{2} + \sqrt{\left(\frac{\mu_0 M_{\text{eff}}}{2}\right)^2 + \left(\frac{\pi}{\gamma} f_{rf}^2 \right)}.$$  \hspace{1cm} (3.3)

Here, similar to Section 2.4, we replaced the saturation magnetization $M_s$ with an effective magnetization $M_{\text{eff}}$. We define the obtained $H_{\text{res}}$ as the onset magnetic field $\mu_0 H_{\text{onset}}$ for parametric pumping because it is the highest field value for which magnons can be excited into the Damon-Eshbach mode via parametric pumping. In the experiment, it is equal to the highest magnetic field where parametric effects can be observed. At lower field values, magnons can be excited into states with higher $k$ values. As this is energetically more demanding, the observed amplitude of the parametric pumping will slowly decrease for a decreasing magnetic field amplitude. Note that Eq. (3.3) is similar to the Kittel description of the resonance field of FMR (see Eq. (2.25) in Section 2.4). Only the resonance condition is adjusted to the parametric case where $f_{\text{res}} = f_{rf}/2$.

This is only correct because magnons are excited mainly into the Damon-Eshbach mode by parametric pumping [Kre+18; Noa+19]. If one could directly excite magnons in the backward volume mode, one could not just take the limit for $k \to 0$, but would have to calculate the minimum of the backward volume mode $\omega_m(k_{\text{min}})$ instead. Even so, in the experiments presented in this thesis, the used films were so thin that the depth of the dip only corresponds to a shift of the dispersion via a magnetic field change of around 2 mT.

3.1.2 Parametric Pumping

Previously in Section 2.4, we already discussed ferromagnetic resonance. Here, we consider the same situation again, where a magnetization $\mathbf{m}$ is brought into a static effective magnetic field $\mathbf{H}_{\text{eff}}$. At this point, we have to discern two fundamentally different situations. (i) **Perpendicular pumping**, where the RF driving field $\mathbf{h}_{rf}$ is applied perpendicular to the effective magnetic field and thus to the magnetization in equilibrium without driving field ($\mathbf{h}_{rf} \perp \mathbf{H}_{\text{eff}}$). (ii) **Parallel pumping**, where the RF driving field is parallel to the magnetization ($\mathbf{h}_{rf} \parallel \mathbf{H}_{\text{eff}}$). The former occurs in the same geometry as ferromagnetic resonance. Both situations are depicted in Fig. 3.2. For both of them, the RF driving field is twice the frequency of the magnetization precession. This is the characterizing feature of parametric pumping. In this section, we discuss the details of each case starting with (i) perpendicular
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Figure 3.2: Elliptically precessing unit magnetization vector $\mathbf{m}$ in a static effective magnetic field $\mathbf{H}_{\text{eff}}$. The RF driving field $h_{\text{rf}}$ is applied either perpendicular or parallel to the effective field $\mathbf{H}_{\text{eff}}$ and thus couples to either $\delta m_\perp$ or $\delta m_\parallel$.

pumping and ending with (ii) parallel pumping.

Perpendicular pumping was first observed in 1953 by R. W. Damon [Dam53] and one year later by N. Bloembergen and S. Wang [BW54]. A few years later in 1957 H. Suhl gave the first theoretical description of the observed phenomenon [Suh57]. With some slight variations, his theory is still used until today.

As described above, perpendicular pumping corresponds to the same geometry as ferromagnetic resonance (cyan in Fig. 3.2). For low powers of the RF driving field $h_{\text{rf}}$, we are in the linear regime and thus only observe the ferromagnetic resonance peak when the frequency of the RF driving field equals the frequency of the uniform magnetization precession ($\omega_{\text{rf}} = \omega_m$). If one increases the driving power up into the nonlinear regime, higher order processes start to play a significant role. A schematic diagram of those is shown in Fig. 3.3. In a rough estimate, the nonlinear regime is reached when the amplitude of the driving field exceeds the linewidth of the magnetic material. Assuming i.e. a linewidth of $\sim 5 \text{ mT}$, a driving power of $\sim 8 \text{ dBm}$ would be needed for the structure used in the experiments (for which we can set $w_{cc} = 500 \text{ nm}$, $Z_0 = 50 \Omega$, $x = 0 \text{ m}$ and $y = 500 \text{ nm}$ in Eq. (2.5)).

For perpendicular pumping, two additional features appear if one measures the power absorption of the FMI as a function of the external magnetic field. First, a premature saturation of the main ferromagnetic resonance peak can be seen. This is caused by the 4 magnon scattering process shown in Fig. 3.3 (b), which is called second order Suhl instability. Here, the photons from the external RF driving field create magnons in the uniform mode ($k = 0$). This is the usual process for
ferromagnetic resonance. We now consider a scattering event where two magnons with $k = 0$ scatter with each other, creating two new magnons. Because momentum- and energy conservation is required, those magnons have a finite $k$ value with the same amplitude but of opposite sign. Furthermore, they have the same frequency as the original magnons and are hence typically scattered into the backward volume mode (or more generally into modes with small angles $\phi$ that exhibit a minimum in the dispersion at finite wavevectors $k_{\text{min}} > 0$) [Spa64]. Otherwise, there are no accessible states in the dispersion. When the RF driving field exceeds a critical value (its exact expression is discussed together with the other processes at the end of this section), this scattering process becomes relevant. It transports excess energy from the uniform mode into spin waves with finite $k$ values. A premature saturation and broadening of the ferromagnetic resonance peak is the consequence [Spa64; RA90]. The theoretically expected shape of a measurement signal is shown in Fig. 3.4 (a). It is backed up and confirmed by experimental data [AAS11; San+11; Zho+16; Dus+19].

Second, a subsidiary peak appears at lower magnetic fields than the main resonance at FMR. This is depicted in Fig. 3.4 (b) and is caused by the 3 magnon scattering event shown in Fig. 3.3 (a), which is called first order Suhl instability. Here, similar to before, one magnon with $k = 0$ is created from a photon of the RF driving field. It scatters into two magnons with the same finite $k$ value of opposite sign. Contrary to before, their frequencies are half the one of the original magnon due to energy conservation [Spa64]. Equations (3.4) and (3.5) exemplarily state the momentum and energy conservation law for the first order Suhl instability

$$\hbar k_0 = \hbar k_1 + \hbar k_2 = 0$$

$$\hbar \omega_{m,0} = \hbar \omega_{m,1} + \hbar \omega_{m,2}$$

$$\rightarrow k_1 = -k_2,$$

$$\rightarrow \omega_{m,1} = \omega_{m,2} = \frac{\omega_{m,0}}{2}.$$
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Figure 3.4: (a) Typical behavior of the power absorption $P_{\text{abs}}$ of the FMI as a function of the external magnetic field $H_{\text{ext}}$ in the perpendicular pumping geometry. The dashed line shows the signal for low powers of the RF driving field, whereas the continuous line depicts it for high powers. Adapted from [Spa64]. (b) Creation process of magnons by parallel pumping visualized via the dispersion relation. A photon (orange dot) with e.g. 6 GHz frequency creates two magnons (red dots) with 3 GHz frequency each.

Here, the index 0 represents the original $k = 0$ magnon and the indices 1 and 2 the two scattered magnons.

In the case (ii) of parallel pumping, the RF driving field is applied parallel to the magnetization. The associated microscopic process is depicted in Fig. 3.3 (c). In contrast to the perpendicular pumping, the chosen geometry does not allow for a conversion of photons of the RF driving field into magnons with $k = 0$. Consequently, no ferromagnetic resonance peak will appear. Only after exceeding a certain critical driving field amplitude, a subsidiary peak will appear at lower fields. Here, the photons of the driving field are directly converted into two magnons with half the photon frequency and the same finite $k$ value of opposite sign [Spa64].

One requirement for such a direct conversion is a finite ellipticity in the precession of the magnetization, as depicted in Fig. 3.2. The ellipticity causes a variation $\delta \mathbf{m}_\parallel$ of the magnetization component parallel to the effective field. It is easily created by e.g. an anisotropy between two perpendicular directions in the ferromagnetic insulator [BPH17]. In the later experiments, the magnetic moment is always aligned in the plane of a thin film such that one of the two directions perpendicular to it is pointing out of and the other in the film plane. This is sufficient to create a relevant anisotropy and thus ellipticity. The RF driving field can only couple and deflect the so created variation $\delta \mathbf{m}_\parallel$. This also graphically makes clear why the frequency of the driving field needs to be double the frequency of the created magnons. If we take a look at the variance of $\delta \mathbf{m}_\parallel$, which in the end describes the "up and down
movement" of the magnetization, one can easily see that the eigenfrequency of this oscillation is exactly twice the precession frequency of the magnetization around $\mathbf{H}_{\text{eff}}$.

By now, parallel pumping is a well-established technique in experiments, and its consequences were mostly studied using Brillouin light scattering spectroscopy (BLS). One of the most famous achievements was the creation of a magnon Bose-Einstein condensation by Demokritov et al. in 2006 \cite{Demokritov2006}, which could be reproduced and confirmed by various other works in later years \cite{Serdyukov2014, Clauss2015}. It proves that incredibly high magnon densities can be reached via parametric pumping. By its basics, this fact seems very promising for the amplification of the all-electrical magnon transport previously discussed in Section 2.7. A more detailed analysis of experimental achievements through parallel pumping can be found in the physical review by T. Brächer, P. Pirro and B. Hillebrands \cite{Braecher2017}.

As mentioned above, a threshold behavior is typical for all parametric processes, where parametric pumping effects can only be observed once a critical driving field power/amplitude $h_c$ is reached. Before that, an increase in driving power does not result in any noticeable differences. After the threshold is overcome, an increase in pumping power is strongly reflected in an increase of the power absorption by the ferromagnetic insulator \cite{Sparks1964}.

The critical fields for all processes are calculated in detail by S. M. Rezende and F. M. de Aguiar \cite{Rezende1990} or M. Sparks \cite{Sparks1964}. They depend among other things on the angle $\phi$ between the wavevector $\mathbf{k}$ and the unit magnetization $\mathbf{m}$, and are minimal for a specific angle $\phi_{\text{min}}$, which is different for each of the scattering processes shown in Fig. 3.3 \cite{Rezende1990}.

\begin{align*}
\phi_{\text{min}} & \quad \pi/4 & \quad 0 & \quad \pi/2 \\
\text{first order Suhl} & \quad \text{second order Suhl} & \quad \text{parallel pumping}
\end{align*}

The minimal critical field $h_{c,\text{s1},\text{min}}$ of the first order Suhl and $h_{c,\text{pp},\text{min}}$ of the parallel instability are equal to each other, which makes it difficult to differentiate between those two effects. They are calculated for the respective values of $\phi_{\text{min}}$ given above to obtain \cite{Sparks1964, Rezende1990}

$$\mu_0 h_{c,\text{pp},\text{min}} = \mu_0 h_{c,\text{s1},\text{min}} = \frac{\omega_p\mu_0\Delta H_k}{\mu_0\gamma M_s}, \quad (3.6)$$

where $\omega_p = \omega_{\text{rf}}$ is the pumping frequency and $\Delta H_k$ the magnon linewidth, i.e., the relaxation frequency of magnons with wavevector $k$ in units of the magnetic field. This means that the critical field is smaller for a lower RF driving field frequency or magnon linewidth, and higher for a smaller saturation magnetization.

The minimal threshold field $h_{c,\text{s2},\text{min}}$ for the second order Suhl instability in YIG is typically a factor of $\approx 10^{-2}$ smaller than the critical field for parallel pumping or the
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First order Suhl instability [RA90]. Generally, it is given by [Spa64; RA90]

\[
\mu_0 h_{c,2,\text{min}} = \frac{\mu_0 \Delta H_0}{2} \sqrt{\frac{\Delta H_k}{M_s}},
\]

where \(\Delta H_0\) is the energy relaxation frequency of the uniform precession mode with \(k = 0\) in units of the magnetic field.

3.2 Experiment

All-electrical magnon transport experiments are usually based on a similar sample layout. Since we want to investigate nonlinear and high-energy effects such as the parametric pumping instabilities discussed above, the experimental setup has to be optimized to generate as high amplitudes of the RF driving field as possible. The underlying idea pursued for this purpose is the one of an on-chip antenna, which can generate these high field amplitudes due to its close proximity and small width. This section describes the experimental setup, sample layout and measurement technique used to obtain all of the data presented later in this chapter.

3.2.1 Setup

The nanostructure used in the experiment is based on the magnon transport structure introduced in Fig. 2.7 of Section 2.7, for which we use platinum (Pt) as a normal metal and yttrium iron garnet (YIG) as a ferromagnetic insulator. In order to generate a microwave driving field, a third strip of a different conducting material is introduced in between the two normal metal strips. It serves as a microstrip antenna. The entire structure is depicted in Fig. 3.5.

The two Pt strips are identical in their physical dimensions. They are \(t_{\text{Pt}} = 5\,\text{nm}\) thick, \(w_{\text{Pt}} = 500\,\text{nm}\) wide and \(l_{\text{Pt}} = 50\,\mu\text{m}\) long. The microwave antenna in the middle has the same width \(w_{\text{ant}} = 500\,\text{nm}\) as the Pt strips, but is with \(t_{\text{ant}} = 85\,\text{nm}\) around 17 times thicker. It is build as a trilayer stack of a thin ruthenium (Ru), a thick copper (Cu) layer and a thin tantalum (Ta) cap (Ru(7\,\text{nm})|Cu(75\,\text{nm})|Ta(3\,\text{nm})).

The edge to edge distance between the antenna and each Pt strip is \(w = 250\,\text{nm}\), such that the edge to edge distance between the Pt strips is 1\,\mu\text{m}. Both the Pt strips and the antenna are contacted via Al wire bonding onto square bonding pads with 200\,\mu\text{m} side length. Figure 3.6 shows a schematic visualization and a microscope picture of this structure.

As depicted in Fig. 3.5, an AC current \(I_{\text{inj}} = I_{\text{inj,0}} \sin \omega_{\text{ac}} t\) with \(I_{\text{inj,0}} = 200\,\mu\text{A}\) and \(f_{\text{ac}} = \omega_{\text{ac}}/(2\pi) = 7.121\,\text{Hz}\) was driven through the left Pt strip using a Keithley 6221 DC and AC current source, thus serving as a magnon injector. The right Pt strip is the detector. It was connected to a Stanford Research Systems Model SR560 low noise preamplifier in order to generate sufficiently large signal amplitudes. The
Figure 3.5: Schematic illustration of the experiment setup and coordinate system. Two platinum (Pt) strips are nanostructured on top of a yttrium iron garnet (YIG) thin film. The left Pt strip is connected to an AC current source and serves as an injector of magnons into the YIG. The right Pt strip is connected to both a multimeter and a lock-in amplifier and thus used as a magnon detector. The third strip in the middle consists of a trilayer of Ru|Cu|Ta. It is connected to an RF source and serves as a microwave antenna. Inspired from [Wim21].

Figure 3.6: (a) Schematic drawing of the entire structure measured in this thesis including the bonding pads (not to scale). (b) Microscope image of the center (indicated by the blue rectangle) for better visibility. The thick horizontal strips on the left and right are the leads to the Pt strips, which themselves are vertical in this image. The microstrip antenna can be seen as the vertical strip in between the two Pt strips.
preamplifier was operated in DC coupling mode due to the very low frequency of the AC current. A 30 Hz low pass filtering was further introduced to suppress higher harmonics and possible perturbations created by the 50 Hz line frequency.

A Zurich Instruments HF2LI lock-in amplifier was plugged into the 50 Ω output of the preamplifier. Its clock is synced with the AC current source. Thus, it measures the first and second harmonic voltages $V_{det}^{1\omega}$ and $V_{det}^{2\omega}$ at the detector strip, which correspond to magnon transport induced at the injector via SHE and Joule heating effects, respectively (see Section 2.7). The 600 Ω output of the preamplifier was connected to a Keithley 2010 Multimeter, measuring the DC spin pumping voltage $V_{sp}$ along the detector strip. The microwave current driven through the microstrip antenna was generated by a Rohde & Schwarz SMF 110A Signal Generator. All measurements were conducted in the CHAOS cryostat system at the WMI at a temperature of $T = 280$ K. Furthermore, we apply a static external magnetic field $H_{ext}$ in the film plane of the YIG and typically perpendicular to the strips. The detailed process of the magnon transport is again visualized in Fig. 3.7.

### 3.2.2 Lock-In Measurement Technique

A detailed explanation of the used lock-in AC measurement technique is given in the following. As mentioned before, a low frequency AC current $I_{inj} (t) = I_{inj,0} \sin (\omega_{ac} t)$ is applied at the injector. Consequently, the current at the detector strip created by magnon transport also oscillates with the same frequency $f_{ac} = \omega_{ac} / (2\pi)$. It is further subject to a phase shift $\Psi$. In total, the detector AC current can then be written as

$$I_{det} (t) = I_{det,0} \sin (\omega_{ac} t + \Psi). \quad (3.8)$$

This results in a measured voltage at the detector of

$$V_{det} (t) = R_1 I_{det} (t) + R_2 I_{det}^2 (t) + \mathcal{O} (I_{det}^3 (t)), \quad (3.9)$$

which we approximated as a Taylor expansion until second order in $I_{det} (t)$. $R_1$ and $R_2$ are coefficients characterizing the efficiency of the whole magnon transport.

$V_{det} (t)$ is measured with a lock-in amplifier, meaning that the $n$-th harmonic voltage $V_{n\omega}$ is detected. For each harmonic, this is done for two 90° phase-shifted channels X and Y. Mathematically, one can express this as first a multiplication of $V_{det} (t)$ with $\sin (\omega_{ac} t)$ for the X channel and $\cos (\omega_{ac} t)$ for the y channel, and second
Figure 3.7: Side cut through the structure shown in Fig. 3.5. A charge current $j_c$ is applied at the upper Pt strip (injector), creating a spin current $j_s$ via the spin Hall effect. Via scattering at the Pt|YIG interface, magnons (red wiggly arrows) are injected into the YIG, where they diffuse in all directions. Some reach the lower Pt strip (detector), where the inverse process occurs, giving rise to a charge current $j_{ISHE}$ that can be measured as an electrical voltage. The Ru|Cu|Ta microstrip antenna in the middle generates a microwave driving field $h_{rf}$ via the RF current $j_{rf}$. This is used to drive the magnetization $M$ of the YIG film. $M$ is aligned by an external magnetic field $B_{ext}$. Note that $h_{rf}$ has a relevant component parallel to $M$ below the antenna as well as one perpendicular to $M$ below the injector/detector. Consequently, both parallel and perpendicular pumping effects can occur.
an integration over a time interval $T_{\text{int}}$

$$V_{X}^{n\omega} = \sqrt{2} T_{\text{int}} \int_{t}^{t+T_{\text{int}}} \sin \left( n \omega_{\text{ac}} t' \right) V_{\text{det}} \left( t' \right) \, dt', \quad (3.10)$$

$$V_{Y}^{n\omega} = \sqrt{2} T_{\text{int}} \int_{t}^{t+T_{\text{int}}} \cos \left( n \omega_{\text{ac}} t' \right) V_{\text{det}} \left( t' \right) \, dt'. \quad (3.11)$$

We plug in the expressions for $V_{\text{det}} \left( t \right)$ and $I_{\text{det}} \left( t \right)$ given in Eqs. (3.8) and (3.9), and solve the integrals to obtain the first and second harmonic voltages

$$V_{X}^{1\omega} = \frac{1}{\sqrt{2}} I_{\text{det},0} R_{1} \cos \Psi, \quad V_{X}^{2\omega} = \frac{1}{2\sqrt{2}} I_{\text{det},0}^{2} R_{2} \sin 2\Psi, \quad (3.12)$$

$$V_{Y}^{1\omega} = \frac{1}{\sqrt{2}} I_{\text{det},0} R_{1} \sin \Psi, \quad V_{Y}^{2\omega} = -\frac{1}{2\sqrt{2}} I_{\text{det},0}^{2} R_{2} \cos 2\Psi. \quad (3.13)$$

Due to the finite phase shift $\Psi$ observed in the experiments, the total signal amplitude is spread across the X and Y channel of the lock-in amplifier. Since one wants to measure the full signal amplitude and not some arbitrary fraction of it, one needs to further rearrange those voltages. This is done via a simple rotation matrix

$$\begin{pmatrix} V_{X}^{n\omega} \\ V_{Y}^{n\omega} \end{pmatrix} = \begin{pmatrix} \cos n\Psi & \sin n\Psi \\ -\sin n\Psi & \cos n\Psi \end{pmatrix} \begin{pmatrix} V_{X}^{n\omega} \\ V_{Y}^{n\omega} \end{pmatrix}. \quad (3.14)$$

The angle $\Psi$ is determined iteratively via trial and error of various different values until there is no signal amplitude left in either one of the two channels. Consequently, by applying Eq. (3.14) to Eqs. (3.12) and (3.13), the full amplitude of the first harmonic is rotated into the X channel and the one of the second harmonic into the Y channel

$$V_{X}^{1\omega'} = \frac{1}{\sqrt{2}} I_{\text{det},0} R_{1}, \quad V_{X}^{2\omega'} = 0, \quad (3.15)$$

$$V_{Y}^{1\omega'} = 0, \quad V_{Y}^{2\omega'} = -\frac{1}{2\sqrt{2}} I_{\text{det},0}^{2} R_{2}. \quad (3.16)$$

The origin of the phase shift $\Psi$ is not entirely clear. There are various different possibilities. For example, even though the clocks of the AC current source and the lock-in amplifier are synced, the devices could have different trigger conditions. Also, the preamplifier or the magnon transport could give rise to a phase shift. Because we can correct for the phase shift as described above, a detailed analysis of the origin is not required for the scope of this thesis.
3.3 Spin Pumping Measurements

In this section, the DC spin pumping voltage is investigated first around FMR and second in the parametric pumping regime. For both cases, its frequency and power dependence is studied and discussed. We use the experimental setup and parameters given in Section 3.2.1, but for now we only consider the DC voltage measured by the multimeter.

3.3.1 Frequency Dependence of FMR

For all measurements presented in Chapter 3, the spin pumping and transport voltages were measured in parallel and simultaneously. The contribution of the magnon transport induced voltage to the spin pumping voltage $V_{sp}$ can be neglected though because the amplitude of the transport induced voltage is negligibly small compared to the spin pumping voltage and even falls below the noise floor of the multimeter.

We start off by considering the frequency dependence of the FMR signature in the spin pumping voltage. For this, a microwave current of constant power $P_{rf} = 5$ dBm and frequency $f_{rf}$ is driven through the microstrip antenna. The external magnetic field is applied in a fixed direction perpendicular to the Pt strips ($\phi = 90^\circ$). Its amplitude is varied from large positive values to zero and then from large negative values (corresponding to $\phi = 270^\circ$) to zero. This measurement protocol is repeated for various different RF frequencies. The acquired data is plotted in Fig. 3.8. Since there is some trapped flux present in the superconduction coils of the magnet cryostat, and the amplitude of the field is determined from the amplitude of the current flowing through the coils that create the field, this gives rise to a systematic error of the order of a few milli-Tesla in the measured field amplitude. Unfortunately, this can not be corrected with the measurement scheme described above.

By changing the magnitude of the external magnetic field, we vary the precession frequency of the magnetization until, at a given field, it matches the frequency of the applied RF driving field and the FMR condition is fulfilled. There, the magnetization absorbs energy from the driving field and is deflected from its equilibrium position, which we can measure as an increase in the spin pumping voltage as discussed in Section 2.6. In the linear driving regime, a Lorentzian lineshape is expected for this so-called FMR peak, which we also observe in the experiment. For lower RF driving frequencies as e.g. 4 GHz, which is shown in the inset on the upper left of Fig. 3.8, we observe a splitting of the FMR peak into two. They are separated from each other by an increasing field difference as the RF driving frequency decreases. This can be explained by a splitting of the ferromagnetic resonance into two different modes, which is also observed for other YIG films fabricated via PLD at the WMI. For $f_{rf} \geq 10$ GHz, the different FMR modes can no longer be discerned. This makes it difficult to analyse the lineshape for lower frequencies, which is the main reason
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Figure 3.8: Magnetic field $\mu_0 H_{ext}$ dependence of the spin pumping voltage $V_{sp}$ for a constant RF driving power of 5 dBm, but various different frequencies which are color coded. The right y-axis shows the compensating electrical field $E_{comp}$ in the Pt strip, which is equal to the spin pumping voltage normalized on the Pt strip length. The inset on the upper left displays a zoom on the FMR peak for an RF driving frequency of 4 GHz.

why we will later use only higher frequencies for a detailed analysis. Note that the used RF driving power of 5 dBm is already on the verge of the nonlinear/power broadening regime according to the quick estimate given in Section 3.1.2.

Another characteristic feature of FMR spin pumping is the inversion of the sign of the spin pumping voltage for an inverted external magnetic field direction (negative field amplitude), because this inverts the direction of the magnetization of the YIG film and thus also the spin polarization of the magnons injected into the platinum. Eventually, this results in an inverse direction of the inverse spin Hall effect induced charge current and compensating electrical field (see Section 2.6). Hence, the spin pumping voltage is of negative sign.

For each RF frequency, a Lorentzian of the following form is fitted to both FMR
peaks at negative and positive fields

$$V_{sp}[\mu_0H_{ext}] = V_{sp,0} + \frac{A_0}{\pi} \frac{\mu_0\Delta H}{(\mu_0H_{ext} - \mu_0H_{res})^2 + \mu_0^2\Delta H^2},$$

(3.17)

$$A_{sp} = \frac{A_0}{\pi\mu_0\Delta H},$$

(3.18)

$$\mu_0\Delta H_{FMR} = 2\mu_0\Delta H,$$

(3.19)

where $A_{sp}$ is the amplitude of the peak and $A_0$, $\Delta H$, $V_{sp,0}$ and $H_{res}$ are the fit parameters. We then average between the fit parameters obtained for positive and negative fields. From this, the linewidth $\mu_0\Delta H_{FMR}$ and resonance field $\mu_0H_{res}$ of the FMR peak is extracted. This is repeated for an RF driving power of 15 dBm using a slightly modified measurement scheme, where the field is swept from high positive amplitudes to zero and from zero to high negative amplitudes, so that averaging between the positive and negative values also corrects for the trapped flux in the system. Figure 3.9 depicts for both RF powers the frequency dependence of (a) the resonance field and (b) the linewidth.

![Figure 3.9](image_url)

**Figure 3.9:** (a) Resonant external magnetic field $\mu_0H_{res}$ and (b) linewidth $\mu_0\Delta H_{FWHM}$ of the FMR peak as a function of the RF driving frequency $f_{rf}$. Both are depicted for an RF power of 5 dBm in black circles and 15 dBm in red squares.

As discussed in Section 2.4, the frequency dependence of the resonant magnetic field is fitted with Eq. (2.25), which describes the Kittel FMR mode for an in-plane
magnetized thin film, to extract the g-factor \( g_e \) and the effective magnetization \( M_{\text{eff}} \). The obtained values are summarized in Table 3.1. They are in good agreement with results reported in literature [Sun+12; Alt+13; Wim+19] and the bulk value of \( \mu_0 M_s = 178 \text{ mT} \) for the saturation magnetization of YIG [HRT74].

<table>
<thead>
<tr>
<th>( P_{rf} ) [dBm]</th>
<th>( g_e )</th>
<th>( \mu_0 M_{\text{eff}} ) [mT]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.993 ± 0.016</td>
<td>163 ± 20</td>
</tr>
<tr>
<td>5</td>
<td>1.993 ± 0.008</td>
<td>173 ± 4</td>
</tr>
<tr>
<td>15</td>
<td>2.026 ± 0.004</td>
<td>131 ± 2</td>
</tr>
</tbody>
</table>

**Table 3.1:** Values of the fit parameters of Eq. (2.25). For an RF driving frequency of 5 dBm and 15 dBm, the spin pumping data was fitted. The values for 0 dBm are obtained from a reflectometry measurement.

In Fig. 3.9 (a), we see a clear shift of the resonance field curve to larger magnetic fields for the higher driving power of 15 dBm. This can be explained either by a heating of the sample due to the high amplitude of the RF driving current flowing through the microstrip antenna, which introduces thermal magnetic excitations into the YIG and thus reduces the saturation magnetization, or by a wide opening of the precession cone angle, which likewise reduces the saturation magnetization. Both scenarios lead to the decrease of the effective magnetization with the higher driving power visible in Table 3.1.

As discussed in Section 2.4, we expect a linear increase of the linewidth with the driving frequency for a Gilbert damping mechanism. This is not the case in the experimental data shown in Fig. 3.9 (b), and thus the data was not fitted with Eq. (2.27). The deviation can be explained by the complicated splitting of the FMR into two modes for low frequencies, which is nonetheless fitted with the simple Lorentzian lineshape given by Eq. (3.17). This is far from perfect and results in an unclear convergence of the fit, which contains only one of the two peaks for some RF frequencies or spans over both of them for others, depending on the initial conditions of the fit and the spacing of the peaks. This renders it impossible to make any credible statements about the frequency dependence of the linewidth. But even with this limitation, a strong increase is clearly visible when comparing the high to the low driving power, which is the main aspect to take away from this paragraph.

The frequency dependence of the amplitude \( A_{sp} \) of the FMR peak is not analyzed further here. In general, the dependence is not trivial, as it may contain non-linear phenomena in certain frequency ranges [Cas+12]. In a simple picture, one would expect a linear decrease of the spin pumping voltage with the RF driving frequency [Har+11; Cas+12]. This is not observed in the experiment, where we instead see a more or less constant amplitude level for \( 2 \text{ GHz} \leq f_{rf} \leq 6 \text{ GHz} \), then a large sudden increase until the maximum is reached for 10 GHz. After that, a steady
decrease is visible. This deviation from the theoretical expectations can be explained by an imperfect and not optimized setup, i.e. no $50 \, \Omega$ matching and no design optimization of the microstrip antenna, leading to relevant frequency-dependent losses of driving power. Therefore, and because this is not of importance in the experiments, it is not analyzed further in the scope of this thesis.

### 3.3.2 Power Dependence of FMR

In this section, the power dependence of the FMR signature in the spin pumping voltage is discussed. The measurement protocol stays similar to the one used before in Section 3.3.1. We again apply the external magnetic field in a fixed direction perpendicular to the Pt strips and sweep its amplitude from large positive over zero to large negative values. We repeat those sweeps for several different RF driving powers while keeping the frequency fixed. Figure 3.10 depicts the spin pumping voltage around ferromagnetic resonance for an RF driving frequency of 6 GHz on the left and 14 GHz on the right.

![Figure 3.10: Spin pumping voltage $V_{sp}$ as a function of the external magnetic field $\mu_0 H_{ext}$ for an RF driving frequency of 6 GHz on the left and 14 GHz on the right. For both frequencies, different RF driving powers are shown ranging from $-5 \, \text{dBm}$ in black to $15 \, \text{dBm}$ for 6 GHz and $18 \, \text{dBm}$ for 14 GHz RF driving frequency in light orange. The right y-axis again shows the compensating electrical field $E_{\text{comp}}$.](image)

The data for 14 GHz was measured in two different sets. Due to an imperfect
alignment of the sample, there is a noticeable shift in both the baseline of the spin pumping voltage and the resonance field of FMR between those two sets. This shift is corrected in Fig. 3.10 by adding an arbitrarily chosen constant to both the baseline and the field of the second measurement series so that it fits the first, making it unreasonable to compare the resonance fields between the two sets. However, this correction does not affect a detailed analysis of the linewidth and amplitude of the FMR peak.

Figure 3.10 shows a clear increase of the amplitude of the FMR peak with increasing driving powers for both frequencies. The linewidth initially remains at a constant level, but increases continuously once a certain power has been exceeded. Furthermore, the resonance field shifts towards higher fields for higher driving powers, corresponding to a blue-shift of the precession frequency of the magnetization. In addition, a deformation of the line shape can be seen, which manifests itself in a low slope on the low-field side and a steep slope on the high-field side of the resonance. These effects are also observed in various other works [Igu+12; Lus+15; Bau+15; Dus+19] and several explanations have been put forward.

One possible explanation for the shoulder on the high-field side is an effect first reported by Cheng et al. [Che+20], who called it "nonlocal" spin pumping. By this they actually refer to a spin pumping voltage created by magnons excited somewhere in the YIG away but not under the Pt strip, which transfer their angular momentum into the YIG under the stip and thus generate a magnetization precession there as well. We call this effect propagating magnon induced spin pumping. In general, the FMR resonance field/frequency changes when a Pt thin film is deposited on top of the YIG, so that two distinct peaks are expected in the voltage, one for the local and one for the propagating magnon induced spin pumping [Che+20]. This makes it possible to differentiate between the two contributions. Whether the propagating magnon induced or local spin pumping voltage dominates is mainly determined by the width of the Pt film. If it is very slim, like the Pt strips in this thesis, an extreme dominance of the propagating magnons is to be expected [Che+20]. Consequently, one would assign the main resonance to the propagating magnon induced signal and the deformation on the high-field side to the local signal. This would mean in contradiction to Cheng et al. [Che+20] a slightly higher ferromagnetic resonance frequency of the YIG/Pt bilayer compared to the bare YIG. In this case, the most likely location for the generation of the propagating magnons would be next to the three-strip structure (i.e. in Figs. 3.5 and 3.7 towards the right of the detector strip). However, there is a second conceivable scenario, where the main peak is created by both magnons excited locally below the detector strip and propagating magnons stemming from below the injector strip, while the high-field part is generated by the resonance of propagating magnons from the bare YIG next to the detector strip, whose signal is not as strong as expected because they are excited further away from the microstrip antenna and thus with a lower driving field amplitude. Following this,
a direct comparison in this regard is difficult due to the complexity of our sample layout. For low RF driving powers, the amplitude of the local spin pumping is very small/below the noise level and only the propagating magnon induced contribution is visible. As the driving power increases the local voltage steadily increases as well until it exceeds the noise level at some point. Due to the close proximity of both peaks in terms of resonance field and frequency, they can not be differentiated. Instead, they appear together in from of a seemingly deformed lineshape.

Other theoretically conceivable explanations for both the resonance field shift and the linewidth distortion, besides the propagating magnon induced spin pumping, are either (i) nonlinear processes by which the resonant frequency itself becomes power dependent, (ii) a heating of the YIG at high powers that reduces the saturation magnetization, or (iii) a wide opening of the precession cone angle that likewise reduces the magnitude of the static magnetization component [Lus+15]. A systematic discussion of these effects in Lustikova et al. [Lus+15] deduces, among other things, that for both (ii) and (iii) hysteretic effects should appear quickly in the spin pumping voltage. Since this is not the case for their data, they conclude in agreement with [Bau+15] that (i) nonlinear processes such as the second order Suhl instability (see Section 3.1.2) must play a major role by transferring energy from the uniform precession into the spin wave spectrum [Lus+15]. Since we observe the same in Fig. 3.10, we conclude that we have strong evidence that the region of nonlinear FMR was indeed reached in our experiments.

The data obtained for 6 GHz suffers again from the mode splitting of the FMR which was already discussed in Section 3.3.1. This is particularly striking in the medium power range, where one can clearly see two distinguishable peaks, which begin to overlap as the linewidth increases for higher RF driving powers. Accordingly, we focus on the measurements for 14 GHz RF driving frequency in the upcoming quantitative analysis. For this, similar to before, a Lorentzian (as in Eq. (3.17)) is fitted to both the positive and negative field FMR peak for each RF driving power, from which the average amplitude $A_{sp}$ and linewidth $\mu_0 \Delta H_{FMR}$ is extracted. They are both plotted against the RF driving power in Fig. 3.11, where the (a) upper and (b) lower panel shows the linewidth and amplitude, respectively.

Figure 3.11 (a) quantitatively confirms the observation from before that the linewidth remains constant at about 3 mT up to a driving power of 5 dBm, and then increases sharply with some power law up to 8.2 mT for 18 dBm. As can be seen in Fig. 3.11 (b) and the inset, the amplitude of the FMR peak in the spin pumping voltage initially increases more or less linearly with power. Again at around 5 dBm driving power, a kink can be seen, after which the increase is reduced. This is referred to as the premature saturation of the main resonance and can be explained by the second order Suhl instability process (see Section 3.1.2) [An+04; Ols+07]. It was also observed by Zhou et al. [Zho+16], who found a linear power dependence of the cone angle.
Figure 3.11: (a) Linewidth $\mu_0 \Delta H_{FMR}$ and (b) amplitude $A_{sp}$ of the FMR peak in the spin pumping voltage as a function of the RF driving power $P_{rf}$ and for a frequency of 14 GHz in double logarithmic scale. The gray area marks the linear and the red area the nonlinear regime. The inset shows a zoom onto the lower powers of the spin pumping amplitude with linearly scaled axes. All white lines are introduced as guides to the eye.

squared in the linear and a dependence of $\theta^2$ on $P_{rf}^{1/3}$ in the nonlinear regime. As further investigated in [Zho+16], this can not be due to a non-linearity of the spin pumping process itself, as the spin pumping voltage is linearly proportional to $\sin^2 \theta$ for all powers (and thus follows Eq. (2.45) of Section 2.6) [Cze+11; Zho+16]. In addition, the kink appears suddenly after 5 dBm driving power is exceeded and thus exhibits the characteristic threshold behavior of the second order Suhl instability.

If only an increase of the linewidth were to be seen, this could also be explained by a power broadening effect. However, since additionally a strong drop of the amplitude increase, a deformation of the lineshape and, as shown in the next Section 3.3.3, parametric pumping effects are observed, higher order processes (see Section 3.1.2) must inevitably play an essential role. In conclusion and in agreement with literature [An+04; Ols+07; Bau+15; Zho+16], this indicates the achievement of a nonlinear regime of ferromagnetic resonance.
3.3.3 Parametric Pumping

We now turn our focus away from the field region of ferromagnetic resonance and expand it on the whole field range. The measurement scheme remains equivalent to Section 3.3.2, but this time only an RF driving frequency of 6 GHz is considered. Figure 3.12 shows in (a) the entire measured field range and focuses in (b) on the region of low external magnetic fields. Similar to before, the field sweep was repeated for several RF driving powers ranging from $-5 \text{ dBm}$ in dark brown to $15 \text{ dBm}$ in light orange. In fact, those are the same measurements that were already shown in the left panel of Fig. 3.10, in which they were focused on the FMR.

![Figure 3.12: Spin pumping voltage $V_{sp}$ as a function of the external magnetic field $\mu_0 H_{ext}$ for increasing RF powers $P_{rf}$ (color coded with dark brown for low powers and bright orange for high powers) but with the same RF frequency of 6 GHz.](image)

In Fig. 3.12 (a) one can, besides the FMR signature around 150 mT, see the formation of a secondary resonance at lower magnetic fields from around 30 mT to 50 mT. It can be identified as the subsidiary resonance created by the parametric pumping effects discussed in Section 3.1.2 and is much wider and lower in amplitude compared to the FMR peak. In addition, the lineshape of the peak is not Lorentzian at all, but rather has some undefined rectangle-like shape. Figure 3.12 (b) displays the subsidiary res-
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onance in greater detail. One can now see that it first appears for an RF driving power of 12 dBm and continuously grows in width and amplitude for higher powers. This threshold behavior is characteristic for parametric effects (see Section 3.1.2). Interestingly, the observed threshold power of 12 dBm is much higher than that of the linewidth broadening discussed previously in Section 3.3.2. This is consistent with theoretical expectations, since the second order Suhl instability causes the linewidth broadening and its critical field is much smaller than that of the first order Suhl or parallel pumping instability that create the subsidiary resonance [RA90]. Transforming the experimentally observed threshold driving powers of 5 dBm and 12 dBm into RF field amplitudes via the Karlqvist equations (see Section 2.3), we obtain for the out-of-plane field \( \mu_0 h_{rf,oop} \) below the middle of the detector strip \((x = 0 \text{ m} \text{ and } y = 750 \text{ nm})\) and the in-plane field \( \mu_0 h_{rf,ip} \) below the microstrip antenna \((x = 5 \text{ nm} \text{ and } y = 0 \text{ m})\)

\[
\mu_0 h_{rf,oop}[5 \text{ dBm}] = 2.0 \text{ mT}, \\
\mu_0 h_{rf,ip}[5 \text{ dBm}] = 8.8 \text{ mT}, \\
\mu_0 h_{rf,oop}[12 \text{ dBm}] = 4.4 \text{ mT}, \\
\mu_0 h_{rf,ip}[12 \text{ dBm}] = 19.8 \text{ mT},
\]

where we used the geometric dimension of the sample given in Section 3.2.1 and assumed a power loss of 20\% as well as an input impedance of \( Z_0 = 50 \Omega \). Those rough estimates further affirm the fact that there is about one order of magnitude difference in the amplitude of the driving field between the broadening of the main resonance and the appearance of the subsidiary resonance.

Another striking feature is the fact that the high field end of the subsidiary resonance peak remains at a roughly constant field for all RF driving powers, while the lower field end expands steadily with increasing power. In analogy to the terminology already introduced in Section 3.1.1, the higher end of the parametric pumping peak is called \textbf{onset magnetic field} \( H_{\text{onset}} \). There, we also predicted the extension of the lower field end, as magnons with larger wavevectors can be excited at lower fields for higher driving powers. The measured signature also shows a great resemblance to the prediction shown in Fig. 3.4 (a). We therefore conclude that it is indeed caused by these parametric processes.

Similar measurements were conducted by Ando \textit{et al.} [AAS11], where they observed the same characteristics, i.e. the threshold behavior of the subsidiary resonance, its broadening towards lower field and its constant onset. They attribute their observations to a nonlinear coupling between the driving field and the magnetization dynamics. In their setup, the RF driving field was applied exclusively perpendicular to the external magnetic field. Thus, parallel pumping is prohibited and only the first and second order Suhl instabilities can be considered as the reason for their observations. They also conclude that perpendicular pumping effects occur at much
lower RF driving field amplitudes compared to parallel pumping. For that reason, and because of the great similarities between Fig. 3.4 (a) and Fig. 3.12, one could argue that this conclusion also applies to our observations. However, in order to achieve certainty in this matter, further measurements are necessary in geometries that clearly exclude either parallel or perpendicular pumping.

Furthermore, similar effects are reported by An et al. [An+04] in permalloy, i.e. a different material system, where they likewise see a premature saturation of the main FMR peak and the appearance of a subsidiary resonance at lower external magnetic fields. They explicitly argue that all these signatures must clearly be symptoms of nonlinear spin wave processes because, first, premature saturation occurs at driving powers far below those for which classical power broadening would be expected, and second, the subsidiary resonance absolutely can not be explained without nonlinear processes such as parallel pumping or the first order Suhl instability. Moreover, both effects do not occur continuously but abruptly and thus show a clear threshold behavior [An+04]. Since all these arguments also apply to our measurements, we can finally and conclusively confirm that the nonlinear region has been reached.

Besides the power dependence of the parametric pumping instabilities, we can also analyze its frequency behavior. For this reason, we consider another measurement series where the RF driving power is fixed at 15 dBm, which is well above the observed threshold, and field-sweeps are recorded for different RF driving frequencies between 2 GHz and 13 GHz and plotted in Fig. 3.13. There, similar to before in Fig. 3.8, one can clearly see the FMR peaks. In addition, a subsidiary resonance is visible for some RF frequencies. Similar to the FMR peak, there is a frequency dependence of the amplitude of the subsidiary resonance peak, which reaches its highest amplitude for 4 GHz to 6 GHz driving frequency. For higher frequencies, the amplitude is much smaller. At frequencies greater than or equal to 12 GHz, the subsidiary resonance is not visible or its amplitude falls below the noise level. The inverted sign for negative magnetic fields further confirms the spin pumping origin of the signal. Based on this, the RF driving frequency of 6 GHz was chosen for the power dependent analysis discussed earlier, as it is the highest frequency (and thus the least influenced by the mode splitting for the FMR) that still holds a significant amplitude.

For the RF driving frequencies 2 GHz and 3 GHz, the subsidiary resonance is no longer separated from the FMR, but instead both peaks overlap. For YIG films, this overlap of the subsidiary resonance and the FMR typically occurs for RF driving frequencies below 3.28 GHz [Cro+91]. In our case, this results in a broadening of the lineshape, which is best visible for 2 GHz in the inset of Fig. 3.13. There, the higher field end of the peak still has the basic Lorentzian lineshape of the FMR peak. Contrary, the peak extends far at the lower field end in the typical manner shown
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Figure 3.13: Field-sweeps of the spin pumping voltage $V_{sp}$ for a fixed RF driving power of 15 dBm and various frequencies from 2 GHz in black to 13 GHz in cyan in steps of 1 GHz. In order to achieve better visibility, an offset is introduced between the field-sweep of each frequency. The inset shows a zoom on the peak for 2 GHz and 3 GHz driving frequency, in which the ticks on the x- and y-axis are kept at the same distance.

As already discussed in Section 3.3.1, an analysis of the frequency dependence of the amplitude is not reasonable and thus omitted in this thesis. Instead, we extract the onset field of the parametric pumping peak for each frequency and fit it with Eq. (3.3) (see Section 3.1.1 for the derivation). The error stemming from the trapped flux in the magnet coils is again reduced by averaging between negative and positive fields. Figure 3.14 shows both the experimental data (filled circles) and the theory fit (gray line).

Similar to our previous analysis in Section 3.3.1, the effective g-factor and the effective magnetization are obtained from the fit:

$$g_e = 1.99 \pm 0.07,$$

$$\mu_0 M_{\text{eff}} = (150 \pm 20) \text{ mT}.$$
Figure 3.14: Frequency dependence of the onset field \( \mu_0 H_{\text{onset}} \) of the parametric pumping peak for an RF power of 15 dBm. The data is fitted with Eq. (3.3) (gray line).

Comparing these values with those obtained before in Table 3.1, we find a perfect agreement. Especially, the reduction of the effective magnetization \( M_{\text{eff}} \) due to the microwave heating of the YIG is nicely reflected here as well.
3.4 All-Electrical Magnon Transport Experiments

In this section, magnon transport effects are discussed. We start off by characterizing the transport amplitude with well established angle dependent magnon transport measurements. After that, an RF driving field is introduced, and its influence on the magnon transport around ferromagnetic resonance is investigated and compared to the results obtained by Liu et al. [Liu+19]. Finally, the existence and origin of possible measurement artifacts in the transport voltages is analyzed.

3.4.1 Transport Characterization

First, the magnitude of the magnon transport in our sample is characterized using the all-electrical magnon transport measurement technique. In these measurements, no microwave current is applied to the microstrip antenna and consequently also no RF driving field. A static external magnetic field of fixed magnitude $\mu_0 H_{\text{ext}} = 50 \text{ mT}$ is applied in the film plane of the YIG. This is sufficient to fully magnetize the YIG along its direction. The magnetic field direction is turned around the x-axis (variation of $\phi$, see Figs. 3.5 and 3.7) and we measure the first and second harmonic voltage in steps of $5^\circ$ of $\phi$ at the detector strip via the lock-in measurement technique (see Section 3.2.2). The result is plotted in Fig. 3.15, where one can see the first and second harmonic voltage in the upper and lower panel, respectively. A voltage offset and an imperfect angle alignment of the sample are already corrected.

We also connected the first harmonic to the SHE transport voltage and the second harmonic to the Joule heating transport voltage

$$V_{\text{det}}^{1\omega} = V_{\text{det}}^{\text{SHE}} \propto \cos^2 (\phi) , \quad (3.26)$$
$$V_{\text{det}}^{2\omega} = V_{\text{det}}^{\text{therm}} \propto \cos (\phi) . \quad (3.27)$$

By applying an AC current to the injector Pt strip, the charge current and thus also the polarization direction of the SHE injected magnons varies periodically. Consequently, the created voltage at the detector is also subject to a variation with the same frequency as the injector charge current and is picked up in the first harmonic of the lock-in amplifier. For the Joule heating injection of magnons, only a heat gradient is necessary, which is independent of the charge current direction in the injector strip. The thermal injection of magnons instead varies with the absolute value of the charge current and thus at twice its frequency. Consequently, it is detected in the second harmonic signal of the lock-in amplifier.

As discussed in Section 2.7, we expect a dependence on the cosine squared of the angle $\phi$ for the SHE and a cosine dependence for the Joule heating transport voltage, which is also observed in Fig. 3.15 in the experiment. By changing $\phi$, we vary the orientation between the magnetization $\mathbf{M}$ of the YIG and the polarization of the spin current $\mathbf{s}$. For $\phi = 0^\circ$ and $\phi = 180^\circ$, the magnetization is parallel to the z-axis.
Figure 3.15: All-electrical magnon transport voltages in the absence of an RF driving field. For a constant external magnetic field amplitude of 50 mT, the field is rotated in plane by an angle $\varphi$ with respect to the x-axis. The upper panel shows the first and the lower panel the second harmonic voltage, which are created from SHE and Joule heating induced magnon transport, respectively. The white line in the upper panel is a cosine squared fit to the data, while in the lower panel it is a cosine fit. Of these, the amplitudes $A_{\text{SHE}}$ (in blue) and $A_{\text{therm}}$ (in red) of the transport voltages are extracted.

and $\mathbf{M} \perp \mathbf{s}$. Consequently, and since both the SHE and the Joule heating induced magnons can only be detected via the ISHE, no magnons are detected at the Pt detector strip and thus $V_{\text{det}} = 0$. For $\varphi = 90^\circ$, the SHE transport voltage reaches its highest value as $\mathbf{M} \parallel \mathbf{s} \parallel \mathbf{\hat{e}}_y$ and thus the SHE magnon injection and ISHE detection is maximal. Reversing the direction of $\mathbf{H}_{\text{ext}}$ so that $\varphi = 270^\circ$ and $\mathbf{M} \parallel \mathbf{s} \parallel -\mathbf{\hat{e}}_y$ has no influence on the SHE transport voltage, but inverts the sign of the Joule heating transport voltage. This is because in the Joule heating case, only the detection process is dependent on the orientation of $\mathbf{m}$, whereas for the SHE contribution, both injection and detection depend on the orientation of $\mathbf{m}$ and thus the two minus signs cancel out.

The SHE and Joule heating induced magnon transport voltages are fitted with a cosine squared and cosine, respectively. From the amplitude of the fits, we obtain the amplitudes $A_{\text{SHE}}$ and $A_{\text{therm}}$ of the respective magnon transport voltage

$$A_{\text{SHE}} = 42 \text{ nV}$$

$$A_{\text{therm}} = 74 \text{ nV}$$
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Similar samples fabricated and measured in the same way at the Walther-Meißner-Institute yielded significantly higher amplitudes. For example, Gückelhorn et al. [Güc+20] observed $A_{\text{SHE}} \approx 0.4 \mu V$ and $A_{\text{therm}} \approx 0.04 \mu V$ for half the injector current of this thesis ($I_{\text{inj}} = 100 \mu A$), and Wimmer et al. [Wim+19] $A_{\text{SHE}} \approx 0.25 \mu V$ and $A_{\text{therm}} \approx 0.01 \mu V$ for an even lower injector current ($I_{\text{inj}} = 50 \mu A$). From this, in a rough estimate, we would expect in our measurement about twice the transport amplitudes observed in Gückelhorn et al. [Güc+20]. This is not the case. Instead, the transport amplitudes observed in this thesis are at least an order of magnitude smaller compared to [Wim+19; Güc+20]. The reason for this suppression is most likely an absorption of magnons by the microstrip antenna in between the two Pt strips. Since the materials used for the antenna are conducting, spin transfer across its interface to the YIG film and the subsequent conversion into a charge current via the ISHE is possible. This corresponds to the formation of an addition loss channel for magnons, which reduces the amount of magnons reaching the detector Pt strip and consequently the amplitudes of the magnon transport voltages. A systematic study and discussion of this phenomenon can be found in [Kar21].

3.4.2 FMR Spin Transport

In this section, we discuss the influence of FMR on magnon transport. Therefore, an RF driving field with a frequency of 14 GHz is applied to the antenna structure. Similar to Section 3.3, an external magnetic field is applied perpendicular to the Pt strips ($\varphi = 90^\circ$), so that both the spin pumping and transport voltages are maximal. Its amplitude is then swept from large positive values over zero to large negative values (corresponding to $\varphi = 270^\circ$). The DC spin pumping voltage as well as the transport voltages are measured simultaneously. In fact, these are the very same measurements of which the spin pumping voltage was already shown and discussed before in Section 3.3.2. Assuming that there is no time variation of the DC spin pumping voltage with the lock-in frequency, the voltages measured by the lock-in amplifier are, in analogy to the last section, equal to the SHE and Joule heating induced magnon transport voltages. This is assumed for the discussion and comparison in this section. However, we assume that the voltages are dominated by measurement artifacts caused by a leakage of the spin pumping voltage into the lock-in detection. This is presented in more detail in the next Section 3.4.3 and the reason why we will, regarding our data, refrain from calling the first and second harmonic voltages SHE and Joule heating transport voltages in the following.

Figure 3.16 depicts the field dependence of the first and second harmonic voltage around ferromagnetic resonance for various different RF driving powers. Because the magnon transport is roughly constant with the field, every feature corresponds to a modulation of the harmonic voltages, while the baseline is given by the transport. Note that, as before in Fig. 3.10, the data was collected in two different measurement runs and consequently the second set of data had to be shifted by adding a constant
Figure 3.16: First and second harmonic voltages $V_{1\omega_{\text{det}}}$ and $V_{2\omega_{\text{det}}}$ of the lock-in detection as a function of the external magnetic field magnitude $\mu_0 H_{\text{ext}}$ and for an RF driving frequency of 14 GHz and various powers given below. The inset shows a zoom on the second harmonic voltage around zero external magnetic field.

For both harmonics, we observe a pronounced peak-dip-shape with about a few microvolt amplitude, which is approximately two orders of magnitude larger than the maximum magnon transport signals determined in the previous chapter (see Eqs. (3.28) and (3.29)). For the first harmonic voltage, a dip towards negative voltages can be observed at the lower field end, whose amplitude is larger than that of the peak at the higher field end. The dip towards negative voltages would correspond to a suppression of the magnon transport and the peak towards higher voltages to an enhancement. Since the amplitude of the dip is much larger than the basic transport amplitude, it would correspond not only to a suppression but to an inversion of the magnon transport signal. This is rather puzzling and unexpected, thus hinting towards the influence of measurement artifacts.
For the second harmonic voltage, a peak appears at the lower field end and a dip at the higher field end. Note that, in contrast to the first harmonic, for the second harmonic voltage and positive external magnetic fields, a peak corresponds to a suppression and a dip to an enhancement of the magnon transport. For higher powers, a second dip appears at the very end of the high field side. Similar to before, the amplitudes of both peak and dip are much larger than the baseline, which would again imply a transport modulation around two orders of magnitude larger than the basic amplitude and accordingly a signal inversion for the peak. Furthermore, the inset of Fig. 3.16 shows a sign switching at zero field, which is characteristic for Joule heating induced magnon transport. There, the magnetization direction and thus the polarization of thermally injected magnons is reversed by the external magnetic field, which changes the sign of the detector voltage, i.e. a change in Fig. 3.15 from $\varphi = 90^\circ$ to $270^\circ$. The amplitude of this voltage change is 74 nV and thereby consistent with the amplitude of the Joule heating induced magnon transport (given by Eq. (3.29) in Section 3.4.1).

Compared to the measurements conducted by Liu et al. [Liu+19], we observe a similar general shape. They also find the same peak-dip features in the first and second harmonic signals, but with much lower amplitudes. In their case, there is no inversion of the transport, but rather a strong suppression of the signal up to 95% of the baseline. Since the absolute signal amplitude is about one order of magnitude larger in our measurements, the lineshape of the features is much more clearly visible. Furthermore, Liu et al. observe an asymmetric peak at low powers, where there is a strong enhancement of the SHE induced transport only at a positive but not a negative external magnetic field lower than the FMR. They attribute this to a chiral nonreciprocal surface mode and report that the feature is much more pronounced for thicker films (they compare a 210 nm to a 100 nm thick film) due to the higher number of standing spin wave modes in thicker films. We do not detect this feature in our measurements because we use a much thinner film ($t_{YIG} = 23$ nm) and therefore it should be strongly suppressed.

Nevertheless, a quantitative analysis similar to the one in Liu et al. [Liu+19] is attempted below. For this, the amplitude relative to the baseline and the field position of each peak/dip are manually determined. The former can be done for all measured powers, while the latter is done only for the powers measured in the first measurement run, since positions can not be compared quantitatively between the two data sets. Figure 3.17 shows the power dependence of both (a) amplitude and (b) resonance field of the peak and dip in the first harmonic voltage.

In Fig. 3.17 (a), a strong increase in the linear regime can be seen at first, which stagnates after reaching the nonlinear regime. There, the amplitude of the dip remains at a constant level, while that of the peak collapses and afterwards stays at a constant low level. This saturation effect was also reported by Liu et al. [Liu+19] and
is explained by strong scattering of the SHE induced magnons with magnons created via the second order Suhl instability process. They further report a field alignment of the (suppression) dip and ferromagnetic resonance, which, according to them, could be explained by a heating of the YIG due to the high microwave absorption at FMR, which reduces the effective magnetization and in the course of this also the magnon transport. Yet, they admit to not having full understanding and that this effect is not sufficient to explain such a strong suppression. For the linear regime, we can confirm this alignment with the data shown in Fig. 3.17 (b). In the nonlinear regime, however, FMR peak and transport dip start to drift apart. But this is most likely due to the fact, that the FMR resonance field is determined via a Lorentzian fitting, which can not account for the deformation of the lineshape and therefore does not reflect the actual maximum for highly nonlinear driving powers (see Fig. 3.10). The field position of the (enhancement) peak is, in agreement with Liu et al. [Liu+19], always at higher fields than the dip. In their work, they provide a conceivable explanation by identifying it as the external magnetic field where the RF driving frequency coincides with the minimum of the backward volume mode \( \omega_{rf} = \omega(k_{min}) \), see Section 3.1.1). Consequently, magnons are pumped into this minimum, which increases the magnon density and thus the overall magnon conductivity. The idea seems reasonable as a strong enhancement of the transport by an increase of magnon density is also reported in other works [Cor+18; Wim+19]. But since the minimum becomes much flatter for smaller film thicknesses, and in our case the difference to the FMR mode is only around \(2\) mT small, we can not clearly ascribe it to this effect.

In Fig. 3.18 (a), the power dependence of peak and dip amplitude is shown for the
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second harmonic voltage. With increasing driving power, we observe a steady increase of the (enhancement) dip. In contrast, the (suppression) peak increases at first, but saturates quickly in the nonlinear regime. Similar to before, our power dependent observations are in good qualitative agreement with [Liu+19]. Figure 3.18 (b) depicts the position of peak and dip in the second and first harmonic voltage as well as the FMR peak in the DC spin pumping voltage. There, one can see that, for both harmonics, the transport suppression is always on the lower and the enhancement on the higher field end. In the linear regime, the suppression peak in the second harmonic coincides with the suppression dip in the first harmonic and the FMR. For higher powers, the alignment gets increasingly worse. This is mainly due to the very broad shape of the peak in $V_{2\omega \text{det}}$, which gives a big error/range for the position of the maximum. The enhancement dip in $V_{2\omega \text{det}}$ and peak in $V_{1\omega \text{det}}$ also lie on top of each other in the linear regime, but start to drift apart when the driving power is increased. All observations in the linear regime agree nicely with Liu et al. [Liu+19], where also suppression and enhancement coincide in the SHE and Joule heating induced magnon transport voltages.

3.4.3 Measurement Artifacts

At the start of the last Section 3.4.2 we already briefly mentioned possible measurement artifacts in the first and second harmonic voltage, as the modulation amplitudes are suspiciously large. This indicates that the spin pumping voltage is leaking into the lock-in detection technique. How this can be explained and how the mechanism behind it works is discussed in this section. For this purpose, the normalized spin pumping, first and second harmonic voltage are plotted in Fig. 3.19 around the FMR.
**Figure 3.19:** Overview over the normalized DC spin pumping voltage $V_{sp,\text{norm}}$, the first harmonic $V_{\text{det, norm}}^{1\omega}$ and the second harmonic $V_{\text{det, norm}}^{2\omega}$ voltage for 14GHz RF driving frequency and various powers given below. For every power, the voltages are each normalized to an interval of $[-1, 1]$ by its maximum and minimum value.
In general, because the amplitude of the step at zero field in $V_{2\omega}^{\text{det}}$ is equal to the Joule heating magnon transport amplitude (as discussed in the previous Section 3.4.2), one can be certain that the baselines of both harmonic voltages are actually created via magnon transport only. This agrees with the fact, that the baselines of the voltages are determined away from the FMR condition, where there is no or only a negligibly small spin pumping voltage and therefore also no spurious contribution to the lock-in detection. Around the FMR, where high DC voltages are created via spin pumping, extreme modulations of the first and second harmonic voltages are observed. In this field range, which is shown in Fig. 3.19, a remarkable similarity between the modulations of the second harmonic and the first derivative/slope of the spin pumping voltage can be recognized. As the amplitude of the spin pumping peak is larger by about four orders of magnitude compared to the baseline transport voltages ($A_{\text{sp}} \approx 100\, \mu\text{V}$ versus $A_{\text{SHE}}^{\text{TH}} = 42\, \text{nV}$ or $A_{\text{therm}}^{\text{TH}} = 74\, \text{nV}$), already a tiny leakage in the range of a few percent would be able to create the observed amplitudes of the modulations. All of this points to the spin pumping voltage as the cause of the measurement artifacts.

We now want to qualitatively discuss a possible mechanism for leakage of $V_{\text{sp}}$ into the lock-in detection. For this, the first derivative of the spin pumping voltage is calculated numerically using Origin 2020 [Ori]. It is plotted in Fig. 3.20 together with the second harmonic voltage and the spin pumping voltage. This is done for two different RF driving frequencies and at each frequency for two different powers in order to make sure that the similarities do not only appear for a specific set of conditions, but instead are always present. Figure 3.20 makes it even clearer that the observed modulations in $V_{2\omega}^{\text{det}}$ correspond exactly to the first derivative of $V_{\text{sp}}$ in terms of qualitative shape. Thus, to give just one concrete example, the second small enhancement peak at high fields in the second harmonic can now be correlated with a sudden step in the spin pumping voltage. This is indicated by the blue arrows in Fig. 3.20, where it is particularly well visible for 14 GHz RF driving frequency and 15 dBm power. Note that the amplitudes were rescaled so that the qualitative similarities can be easily seen. However, this does not affect our conclusions, since the experimental amplitudes can be rescaled by different factors that we can not account for in a numerical derivative.

Since the lock-in amplifier detects the amplitude of the variation of the voltage with a specific frequency $f_{\text{ac}}$, and if the spin pumping voltage is assumed to be the cause of the measurement artifacts, it must also be at least partially time-dependent with the same frequency (or multiples of it). The origin of this time dependence might be the injector strip, through which the AC injector current of frequency $f_{\text{ac}} = 7.121\, \text{Hz}$ is driven. As its geometric dimensions are similar to those of the microstrip antenna, by analogy it creates an oscillating Oersted field according to the Karlqvist equations (see Section 2.3), which has the time dependence of the injector current. This time-variation is very slow and many orders of magnitude smaller than the RF driving
field, which is in the GHz-regime. Thus, the Oersted field of the injector can not drive the magnetization itself, but instead influences the resonance condition via a modulation of the external magnetic field

\[ \mathbf{H}_{\text{ext}}[t] = H_{\text{ext}} \mathbf{e}_y + h_{\text{inj,ip}} \mathbf{e}_y \sin [\omega_{ac} t] + h_{\text{inj,oop}} \mathbf{e}_x \sin [\omega_{ac} t]. \]  

(3.30)

On the one hand, the in-plane component of the injector Oersted field directly creates a time-dependence of the amplitude of the otherwise static magnetic field used to align the magnetization of the YIG. According to FMR theory (see Section 2.4), this naturally introduces a variation of the eigenfrequency of the magnetization precession. Consequently, the DC spin pumping voltage would be subject to the same variation and is thus picked up by the lock-in amplifier. The amplitude of the in-plane component of the Oersted field of the injector is negligibly small directly below the detector. However, as discussed previously in Section 3.3.2, we expect that most of the DC voltage stems from the propagating magnon induced spin pumping effect. If we consider the scenario, where the propagating magnons are initially excited directly below the injector, a much higher in-plane component can be assumed there. A rough estimate with Eq. (2.6) yields \( h_{\text{inj,ip}} = 0.25 \text{ mT} \) (where we set \( I_{\text{rf}} = 200 \, \mu\text{A}, \, w_{\text{cc}} = 500 \, \text{nm}, \, x = 5 \, \text{nm} \) and \( y = 0 \, \text{nm} \)). This is about three orders of magnitude smaller than the static external magnetic field. If we naively
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assume that this ratio is reflected one-to-one in the leakage of the spin pumping voltage, we would expect that about one percent of the spin pumping voltage is detected by the lock-in amplifier. This would roughly agree with the observations.

On the other hand, the variation in out-of-plane direction introduces an up-and-down wiggling of the external magnetic field and consequently of the magnetization of the YIG. This plays a relevant role only away from the injector, so mainly for the local spin pumping below the detector strip. A rough estimate with Eq. (2.5) gives $h_{\text{inj, oop}} = 0.04 \text{mT}$ (where we set $I_{\text{rf}} = 200 \mu\text{A}$, $w_{\text{cc}} = 500 \text{nm}$, $x = 5 \text{nm}$ and $y = 1 \mu\text{m}$), which is four orders of magnitude smaller than the external magnetic field. Yet, it points perpendicular to the static external magnetic field, whereas the actually relevant variation has to be introduced into the parallel component and is thus even smaller. Because of this, and since we assumed in Section 3.3.2 that the local contribution to the spin pumping is negligibly small for most powers, we could deduce the same for the measurement artifacts. However, the oop-field scenario could explain why the measurement artifact is so striking in the second harmonic, as the up-and-down wiggling generates a small variation in y-direction with twice the frequency of the up-and-down movement.

Nevertheless, the exact origin and influence of the measurement artifacts can only be revealed by further measurements. Whether the work of Liu et al. [Liu+19] is also affected by those measurement artifacts is difficult to determine. They use a somewhat different sample design, where the microstrip antenna is much wider and placed next to one end of the strips and not right in between, so that there is only an out-of-plane component of the RF driving field below the strips. These simple geometric differences already makes a comparison regarding measurement artifacts very difficult. In any case, our results shine a different light on the matter and urge great caution in future experiments.
3.5 Summary

Recapitulating, we first managed to characterize the local properties of the thin YIG film via spin pumping through ferromagnetic resonance using a small on chip antenna. We saw Kittel-like behavior for the frequency dependence of the resonance field in good agreement with other works. Because of the splitting of the FMR into several modes for lower frequencies, we refrained from a detailed analysis of the frequency dependence of the linewidth, but still managed to observe a clear increase with the driving power.

Besides, the power dependence of the FMR spin pumping was also analyzed. There, we could differentiate between a linear and nonlinear regime, where the transition was indicated by a sudden increase of the linewidth, a premature saturation of the spin pumping amplitude and a deformation of the lineshape. Altogether, this proved the existence and relevance of higher order processes such as the second order Suhl instability. We also discussed that the deformation of the lineshape can be partially explained by effects of propagating magnon induced spin pumping as well.

Furthermore, the parametric pumping regime was reached, where we observed the formation of a subsidiary resonance (SR) stemming from the parallel pumping and/or the first order Suhl instability. Unfortunately, due to our sample layout, we could not differentiate between these two effects. For an RF driving frequency of 6 GHz, the power dependence of the SR was examined, detecting a clear threshold behavior. In addition, the frequency dependence of the onset of the SR was analyzed and fitted to theory.

We additionally characterized the amplitude of the magnon transport in the sample by angle dependent all-electrical magnon spin transport measurements. Then, an RF driving field was applied and its modulating influence on the transport voltages was examined. We observed modulations of the first and second harmonic voltage around ferromagnetic resonance and analyzed their power dependence, general shape and implications. On the one hand, a comparison with existing literature showed qualitative agreement in terms of general shape and power dependence. On the other hand, the modulation amplitudes in our data were much larger and even exceeded the transport baseline by several orders of magnitude, indicating the presence of measurement artifacts, as discussed in the previous section. These originate most likely from a leakage of the spin pumping voltage into the lock-in detection, which then dominates the signal. Yet, further measurements need to be conducted to achieve complete certainty in this matter.
Chapter 4

Magnon-Phonon Coupling

The interaction of magnetization and the lattice is quantitatively described by the magneto-elastic interaction. This concept, however, is not limited to the static case, but can be extended to dynamic stress in the lattice and magnetic excitations like magnons. An et al. [An+20] experimentally demonstrated the occurrence of magnon-phonon coupling between a magnetic excitation and a standing stress pattern present in a bulk acoustic resonator. We expand on this concept, which has been investigated solely from the perspective of ferromagnetic resonance spectroscopy, and add the readout concept of electrically detected spin pumping.

4.1 Theoretical Concepts

We discuss the explicit case of a trilayer system, where two ferrimagnetic insulator (FMI) layers with a finite magneto-elastic coupling enclose a non-magnetic insulator (NMI). When one of the ferrimagnetic insulators becomes excited using ferromagnetic resonance techniques, the angular momentum contained in this excitation can be transferred via the phononic system to the opposing layer. This section focuses on the description of this process from a model and theory perspective.

4.1.1 Setup and Equations of Motion

We consider a system with a thin film of a ferrimagnetic insulator (FMI layer 1 with thickness $t_{\text{FMI1}}$) on the bottom followed up by a much thicker film of a non-magnetic insulator (NMI with thickness $t_{\text{NMI}}$). This is then capped by a second ferrimagnetic insulator (FMI layer 2 with thickness $t_{\text{FMI2}}$). In general, the two FMI layers can be of different thickness and material, but for the scope of this thesis, they will be considered equal with only a slight difference in the Kittel FMR resonance behavior. This configuration is depicted in Fig. 4.1.

An RF driving field $\mathbf{h}_{\text{rf}}$ is applied to the FMI|NMI|FMI-stack, driving the magnetization of both FMI layers via the process of ferromagnetic resonance. The result is a dynamic motion of both magnetizations. Those can now transform their spin angular momentum in a shear lattice deformation that travels through the NMI as phonons. In more detail, a precession of the magnetization in a ferrimagnetic insulator thin film is coupled to the lattice via magnetostriction [Kit58]. Hence, a precessing
magnetization induces an oscillation of the lattice with the same frequency as the precessional motion, resulting in phonon excitations. A more detailed theoretical description is given by Streib et al. [Str+19]. If, for example, we consider the case where the magnetization is aligned in normal direction with respect to the film plane, the surface of the thin film starts a rotational shear deformation around $H_{\text{ext}}$. This creates circularly polarized transverse sound waves that can be emitted into a neighboring non-magnetic insulator. This transformation of spin waves into acoustic waves (and the other way around) was first observed by H. Bömmel and K. Dransfeld in 1959 [BD59]. It creates an additional damping channel for the magnetization, as magnetic excitation can be transformed into phonons and absorbed by the non-magnetic layer [SKB18]. On the other side of the NMI, those phonons can be transformed back into magnons via the inverse process and eventually influence the magnetization precession of the other film. In short, this allows coupling of the two magnetic layers via a phononic bus. This interaction can be described via three coupled differential
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Equations for the three subsystems (FMI1, FMI2, NMI) [An+20]

\[
\begin{align*}
(\omega_{\text{rf}} - \omega_1 + i\eta_m) m^+_1 &= \Omega_1 u^+_n / 2 + \kappa_1 h_{\text{rf}}, \\
(\omega_{\text{rf}} - \omega_2 + i\eta_m) m^+_2 &= \Omega_2 u^+_n / 2 + \kappa_2 h_{\text{rf}}, \\
(\omega_{\text{rf}} - \omega_n + i\eta_a) u^+_n &= \Omega_1 m^+_1 / 2 + \Omega_2 m^+_2 / 2.
\end{align*}
\]

Here, \(\eta_m\) (\(\eta_a\)) is the relaxation rate of the magnetic (acoustic) system, \(\Omega_1\) (\(\Omega_2\)) the magneto-elastic interaction strength in the lower (upper) FMI layer and \(\kappa_1\) (\(\kappa_2\)) the inductive coupling between the lower (upper) FMI layer and the RF driving field. For the magneto-elastic interaction, one can assume \(\Omega_1 = \Omega_2\) for constructive and \(\Omega_1 = -\Omega_2\) for destructive interference between the magnetization precessions of the two layers. Furthermore, \(\omega_{\text{rf}}\) (\(h_{\text{rf}}\)) describes the angular frequency (amplitude) of the RF driving field. The Kittel resonance frequency of the lower (upper) FMI layer is given by \(\omega_1\) (\(\omega_2\)). The dynamic motion of the magnetization of the lower (upper) layer is described by the complex-valued parameter \(m^+_1\) (\(m^+_2\)), the shear lattice deformation of the trilayer by \(u^+_n\). Note that the real and imaginary parts of the complex-valued parameters describe the dynamics in \(x\)- and \(y\)-direction, respectively, i.e. \(m^+_j = m_{j,x} + im_{j,y}\) with \(j = 1\) (or 2) for the lower (upper) FMI layer. The angular frequencies, where the phonon mediated interference effects take place, are equally spaced and given by \(\omega_n\). They can be calculated from the acoustic wave velocity \(v_{\text{aw}}\) and the total thickness \(t_{\text{tot}} = t_{\text{FMI1}} + t_{\text{NMI}} + t_{\text{FMI2}}\) of the FMI|NMI|FMI-stack

\[
\omega_n = \frac{\pi v_{\text{aw}}}{t_{\text{tot}}} n,
\]

where \(n \in \mathbb{N}\) gives the order of the resonance. In this thesis, the thicknesses of the two FMI layers are equal \(t_{\text{FMI1}} = t_{\text{FMI2}} = t_{\text{FMI}}\) and we can rewrite the above equation to

\[
\omega_n = \frac{\pi v_{\text{aw}}}{2t_{\text{FMI}} + t_{\text{NMI}}} n.
\]

As evident from Eqs. (4.1) to (4.3), the magnetic excitation of the two ferrimagnetic insulators and the acoustic excitation in the phononic system is modeled in terms of harmonic oscillators with resonance frequencies \(\omega_1\), \(\omega_2\), and \(\omega_n\) and a damping parameter \(\eta_m\) and \(\eta_a\) for the magnonic and phononic subsystems, respectively. In addition, the equations are coupled using the parameters \(\Omega_1\) and \(\Omega_2\) that quantify the magnon-phonon interaction. Eqs. (4.1) to (4.3) are solved for the complex-valued variables \(m^+_1\), \(m^+_2\) and \(u^+_n\). In this spirit, one can understand Eq. (4.1) as the equation of motion for the magnetization of the lower FMI layer, Eq. (4.2) as that for the upper layer and Eq. (4.3) as that for the phonons present in the system. Those relatively simple equations grant us the possibility to calculate and simulate the theoretical behavior of the system.
4.1.2 Observables

One important question still left to answer is the qualitative connection between the abstract variables $m_i^+$, $m_2^+$ and $u_n^+$ in Eqs. (4.1) to (4.3) and real physical quantities that can be measured in an experiment. This is addressed in this section.

The observables in later experiments are the spin pumping voltage $V_{sp}$ and the transmission through a CPW, measured as the complex $S_{21}$ parameter of a vector network analyzer. We first take a closer look at the spin pumping voltage.

The process behind the creation of a spin pumping voltage was explained in detail in Section 2.6. There, we concluded the chapter with Eq. (2.45), an analytical expression for the spin pumping voltage. We also noted that its dependence on the cone angle $\theta$ of the magnetization precession, which is given by Eq. (2.46), is of special interest for us. Figure 4.2 visualizes the geometry of the situation again. With that, we can easily connect this experimental observable with the quantity $m_i^+$ via

$$V_{sp} \propto \sin^2 \theta \propto |m_2^+|^2,$$

assuming that the magnetization is excited in the linear response regime. In particular, since spin pumping is sensitive to the specific interface of the FMI2|NM, we can selectively detect $m_2^+$. This is a huge advantage compared to the inductive signal originating from both FMI layers detected with CPW FMR, where it can be challenging to differentiate between the signals of both FMI layers. Furthermore, the CPW FMR signal is dominated by the lower FMI layer due to its higher inductive coupling to the CPW. It thus becomes challenging to observe the dynamics of the upper layer.

As stated before, the other observable is the transmission through the CPW, which is measured as the complex $S_{21}$ parameter of a vector network analyzer (VNA) and was discussed in detail in Section 2.5. There, we concluded with Eq. (2.35), which is repeated in the following

$$|\Delta S_{21}| \propto |m_\perp|.$$ 

Similar to the previously discussed case of the spin pumping voltage, one can identify $|m_\perp|$ as $|m_i^+|$ in the equations of motion. Including a second FMI layer, this allows us to calculate $\Delta S_{21}$ from the theory equations

$$|\Delta S_{21}| \propto \left| m_1^+ + \frac{\kappa_2}{\kappa_1} m_2^+ \right|,$$

where we included the coupling between the magnetization of each layer and the CPW because we need to account for it twice: once for the coupling to drive the magnetization and once for the inductive coupling of the precessing magnetization back to the CPW [Sil+16; Ber+18]. A potential phase difference caused by the different distances and thus propagation times between the respective FMI layer and
Figure 4.2: A magnetic moment $\mathbf{m}$ precessing in an external magnetic field $\mathbf{H}_{\text{ext}}$ with a cone angle $\theta$. It is driven in ferromagnetic resonance by the RF field $\mathbf{h}_{\text{rf}}$. The magnetic moment can be split up into two components, one parallel $\mathbf{m}_{\parallel}$ and one perpendicular $\mathbf{m}_{\perp}$ to $\mathbf{H}_{\text{ext}}$. Then, $\mathbf{m}_{\parallel}$ stays constant with time, whereas $\mathbf{m}_{\perp}$ rotates around its origin. This motion can be described using the complex-valued parameter $m^+_j$.

the CPW is assumed to be negligibly small and is therefore not accounted for.

There are two main differences compared to the expression for the spin pumping voltage $V_{\text{sp}}$ given in Eq. (4.6). First, both $m^+_1$ and $m^+_2$ of the upper and lower FMI layer contribute to the CPW FMR signal. Since the FMI layer 1 is much closer to the CPW, the amplitude of the RF driving field is larger there and its contribution to $\Delta S_{21}$ is dominating. Second, the CPW FMR signal $\Delta S_{21}$ only depends on the magnitude of $m^+_j$, whereas the spin pumping signal $V_{\text{sp}}$ is given by the magnitude squared.
4.2 Simulation

To obtain further insight into the experiment, simulations were performed in Wolfram Mathematica 12.1 [Wol] based on the theory proposed in Section 4.1. Given a set of parameters, Eqs. (4.1) to (4.3) are solved for the complex variables $u_n^+$, $m_1^+$ and $m_2^+$ in a desired magnetic field and microwave frequency range. Because it is not possible to evaluate Eqs. (4.1) to (4.3) for several phonon resonance angular frequencies $\omega_n$ simultaneously, the frequency range is set only around a given phonon resonance $\omega_n$. This is done in such a way, that the calculated frequency range starts exactly in the middle between $\omega_{n-1}$ and $\omega_n$, and ends in the middle between $\omega_n$ and $\omega_{n+1}$. Consequently, one can afterwards simply go to the next $\omega_{n+1}$, compute the variables in the next frequency range and place the result next to the last. With this approach, it is possible to iteratively obtain a complete simulation over a large frequency range with an arbitrary amount of magnon-phonon resonances, as long as they are spaced far enough apart relative to their frequency width.

4.2.1 Parameters

The values of the parameters in Eqs. (4.1) to (4.3) were manually optimized so that the final result is as close as possible to the experimental data (see Section 4.3). In this spirit, let us now discuss the individual parameters, how they are computed and how they generally influence the result.

$\Omega_{1/2}$ describes the strength of magneto-elastic interaction of FMI layer 1/2 (lower/upper layer). It is equal to the value of the magneto-elastic overlap integral between the spin wave and the acoustic wave [Bra+20]. In general, its value strongly depends on the considered frequency interval. However, since we are only considering a small frequency range, it is assumed to be constant in the following. A higher value means a more effective conversion from magnons to phonons and broadens the phonon resonance in the frequency space. Lower values give a less effective conversion and curtail its width. Note that we assume $\Omega_1 = \pm \Omega_2$ with the plus (minus) sign for constructive (destructive) interference between the two FMI layers.

$\eta_a$ represents the acoustic relaxation rate. Higher values imply a stronger relaxation channel, which blurs the phonon resonances. For lower values, the resonances get sharper.

$\eta_m$ gives the magnetic relaxation rate. A higher value increases the magnetic damping and thus broadens the FMR of both layers. If the FMI films have significant differences, one should think about introducing individual relaxation rates for the two layers. But in the scope of this thesis, this is not required.

$\kappa_{1/2}$ specifies the inductive coupling between FMI layer 1/2 and the RF driving field. The higher its value, the more energy is absorbed by the respective layer from
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the RF driving field. It can also be understood as a measure of the RF field magnitude at each FMI layer due to their different distances from the source of the RF driving field. The ratio between $\kappa_1$ and $\kappa_2$ is determined using the Karlqvist equations by calculating the in-plane RF driving field at the center above a coplanar waveguide (CPW) with Eq. (2.6) first for the distance to the lower FMI layer 1 and then to the upper FMI layer 2. The ratio between those two fields is assumed to be equal to the ratio between the inductive couplings

$$\frac{\kappa_1}{\kappa_2} = \frac{\mu_0 h_{rf,1}}{\mu_0 h_{rf,2}} \approx \frac{28 \mu T}{13 \mu T} \approx 2,$$

where we set $P_{rf} = 20$ dBm, $Z_0 = 50 \Omega$, $w_{cc} = 1$ mm, $y = 0$ m and $x = 1 \mu m$ or 545 $\mu m$ for the lower or upper FMI layer, respectively. Since we are only interested in a qualitative simulation of the experiment, the exact values of $\kappa_1$, $\kappa_2$ and $h_{rf}$ are of arbitrary choice as long as the condition in Eq. (4.8) is met.

$\omega_n$ gives the location of a phonon resonance. Its value is directly taken from the experimental data. The distance between neighboring resonances is assumed to be constant $\omega_{n+1} - \omega_n = \text{const.}$ and taken as the average spacing in the experiment.

$\omega_{1/2}$ characterizes the FMR resonance frequency of FMI layer 1/2 and therefore depends on the external magnetic field $\mu_0 H_{ext}$. It is calculated via the Kittel equations, which we solve for $f_{res}$ in the in-plane case (see Eq. (2.24)). We further change to angular frequency by multiplying with $2\pi$ and correlate with the resonance frequencies $\omega_1$ and $\omega_2$ of the respective FMI layers to find

$$\omega_1 = \gamma \mu_0 \sqrt{\left( H_{ext} + \frac{M_{\text{eff}}}{2} \right)^2 - \left( \frac{M_{\text{eff}}}{2} \right)^2},$$

$$\omega_2 = \gamma \mu_0 \sqrt{\left( H_{ext} - H_{\omega_1}\omega_2 + \frac{M_{\text{eff}}}{2} \right)^2 - \left( \frac{M_{\text{eff}}}{2} \right)^2},$$

where $\gamma = 28 \times 2\pi$ GHz/T is the gyromagnetic ratio given by its literature value. With $H_{\omega_1}\omega_2$ we also introduced a phenomenological term in Eq. (4.10) that defines a finite offset between the position of the FMR of the upper and lower FMI film. Its value and the one of $M_{\text{eff}}$ is selected so that the simulation describes the experimental data as well as possible. In general, higher values of $H_{\omega_1}\omega_2$ will increase the distance between the FMRs by shifting the FMR of FMI layer 2 towards higher external magnetic fields. An increase of the effective magnetization $M_{\text{eff}}$ will cause an equal shift of the FMRs of both FMI films towards lower fields. Both $M_{\text{eff}}$ and $H_{\omega_1}\omega_2$ are used to bring the simulated FMR into the field range observed in the experiment.

The simulation returns one matrix of values for the spin pumping voltage and one for the CPW FMR signal, which are calculated using Eqs. (4.6) and (4.7), respectively.
They are plotted in Origin 2020 [Ori] in a 2D colorplot as a function of the external magnetic field $\mu_0 H_{\text{ext}}$ on the x-axis and the RF driving frequency $f_{\text{rf}} = \omega_s / (2\pi)$ on the y-axis in full analogy to the experimental data. The used parameter values are listed in Table 4.1.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_1$</td>
<td>$0.8 \times 2\pi \times 10^6$</td>
</tr>
<tr>
<td>$\Omega_2$</td>
<td>$\pm 0.8 \times 2\pi \times 10^6$</td>
</tr>
<tr>
<td>$\eta_a$</td>
<td>$1.5 \times 2\pi \times 10^5$</td>
</tr>
<tr>
<td>$\eta_m$</td>
<td>$15 \times 2\pi \times 10^5$</td>
</tr>
<tr>
<td>$\kappa_1$</td>
<td>$10^6$</td>
</tr>
<tr>
<td>$\kappa_2$</td>
<td>$5 \times 10^5$</td>
</tr>
<tr>
<td>$h_{\text{rf}}$</td>
<td>$100$</td>
</tr>
<tr>
<td>$\omega_n$</td>
<td>$2\pi \left( 1.9516 \times 10^9 + n \times 3.2357 \times 10^6 \right)$</td>
</tr>
<tr>
<td>$\mu_0 H_{\text{eff}}$</td>
<td>$0.227$</td>
</tr>
<tr>
<td>$\mu_0 H_{\omega_1 \omega_2}$</td>
<td>$0.00047$</td>
</tr>
</tbody>
</table>

4.2.2 Results

As previously stated, the simulation gives one matrix of values for the spin pumping and one for the CPW FMR signal, where the row and column of an entry indicate the associated RF driving frequency and external magnetic field, respectively. As shown in Fig. 4.3, this matrix can be visualized as a two dimensional colorplot with the external magnetic field on the x-axis and the RF driving frequency on the y-axis. The point spacing of the simulation is $20\,\mu$T in field and $3.2357 \times 2\pi \,\text{MHz}/32 \approx 635\,\text{kHz}$ in frequency.

The dominant feature in the transmission plot in Fig. 4.3 (a) is the ferromagnetic resonance of the lower FMI layer. It shows up in the form of a black diagonal line. As visible there, and in agreement with the theory presented in Section 2.4, a higher external magnetic field amplitude corresponds to a higher eigenfrequency of the magnetization precession and thus requires a higher RF driving frequency (therefore the diagonal shape). At its right edge, the FMR of the upper FMI layer can be vaguely recognized as a light gray extension of the black diagonal. This agrees with the expectations because the transmission signal of the upper FMI layer is strongly suppressed compared to that of the lower layer due to its greater distance to the RF driving field source.

In contrast, the FMR of the upper FMI layer is clearly visible in the spin pumping voltage displayed in Fig. 4.3 (b), as it is only generated by the magnetization dynamics of the upper FMI layer. Moreover, the artificially introduced field shift
Figure 4.3: (a) Simulated $|\Delta S_{21}|$ parameter of the VNA and (b) spin pumping voltage $V_{sp}$ as a function of the external magnetic field $\mu_0 H_{ext}$ on the x-axis and the RF driving frequency $f_{rf}$ on the y-axis. The red and blue dashed lines show the FMRs of the lower (see Eq. (4.9)) and upper (see Eq. (4.10)) FMI layer, respectively. The first destructive (at lower frequency) and constructive (at higher frequency) magnon-phonon resonances are indicated by the green arrows. The parameter values used for the displayed simulation are given in Table 4.1.
between both FMRs can be well recognized by e.g. looking at the lower end of FMR1 and FMR2 at a bit above 19.5 mT in (a) and 20 mT in (b), respectively. Its size is defined by $H_{\omega_1 \omega_2}$, which is 0.47 mT, and nicely reflected in the colorplot. The extended light gray area in Fig. 4.3 (a) also aligns well with the spin pumping signal in (b). As expected from the theory (see Section 4.1.2), there is no sign of the FMR of the lower FMI layer in the spin pumping voltage.

The magnon-phonon interference shows up as black and white horizontal lines in the ferromagnetic resonance. The first one can be seen slightly above 1.95 GHz as a horizontal black extension of the FMR towards higher fields in Fig. 4.3 (a) and towards lower fields in (b). It is of destructive nature. Afterwards, the resonances alternate between constructive and destructive, where constructive interferences occur for even mode numbers $n$ in Eq. (4.4) and destructive for odd. More precisely, constructive interference means that the phonons pumped by the magnetization dynamics of the lower FMI layer are absorbed by the upper FMI layer, while they are reflected in the destructive case. This corresponds to the phonon amplitude being in phase for constructive interferences or out of phase for destructive interferences, respectively [An+20]. They clearly differ from each other in their shape and appearance in Fig. 4.3, where the destructive interference is characterized by an extended black horizontal line, whereas in the constructive case a white horizontal line can be seen. The detailed structure of the destructive interference is evident in the spin pumping voltage shown in Fig. 4.3 (b), where it appears as a white horizontal line at lower frequencies that changes into a black horizontal line at slightly higher frequencies. This shape can be explained by a phase shift of 180° between the precession of the magnetization of the upper and lower FMI layer in the case of destructive interference.

Compared to the simulation shown in An et al. [An+20], our FMR lines have a significantly wider frequency linewidth that masks the fine structures visible in [An+20]. Besides, a more educated model (see Eqs. (4.9) and (4.10)) is used in this thesis to calculate the position of the ferromagnetic resonance. This is necessary because we consider ferromagnetic resonance for a magnetic field applied in the film plane, whereas a simple linear model (i.e. $\omega_t = \gamma \mu_0 (H_0 - M_1)$) is sufficient for the out-of-plane magnetic field geometry studied in An et al. [An+20]. Besides, the general qualitative shape is unsurprisingly very similar to our simulation, as we use the same theoretical model as a basis.
4.3 Experiment

Now that we have a basic understanding as well as an expectation for the results, we can come to the experimental part. First, the setup and the measurement techniques are presented. After that, the results are shown and discussed, always comparing to the theoretical model and the simulation presented in Sections 4.1.1 and 4.2.2, respectively.

4.3.1 Setup

The design of the experiment is based on the structural concept introduced earlier in Fig. 4.1 of Section 4.1.1 as the basis of the theoretical model. More precisely, we use again gadolinium gallium garnet (GGG, Gd$_3$Ga$_5$O$_{12}$) as a non-magnetic insulator and yttrium iron garnet (YIG, Y$_3$Fe$_5$O$_{12}$) as a ferrimagnetic insulator, as it was already shown by An et al. [An+20] that coherent long-range transfer of angular momentum between magnons and phonons can be observed in such a system. Both YIG layers have the same thickness with $t_{\text{YIG}_1} = t_{\text{YIG}_2} = 1 \, \mu\text{m}$. The GGG layer in between is significantly thicker at $t_{\text{GGG}} = 0.5 \, \text{mm}$. The trilayer as a whole is 6 mm wide and 10 mm long. On its top side, platinum (Pt) is used for the nanostructured normal metal strip due to its high conversion efficiency between spin and charge currents. The Pt strip is Al wire bonded and connected to a nanovoltmeter so that a spin pumping voltage can be measured along its length. It has a width of 500 nm, a length of 100 $\mu\text{m}$ and a thickness of 5 nm similar to before in Section 3.2.1. The magnetizations of both YIG films are aligned in-plane and perpendicular to the Pt strip by an external magnetic field, which is applied along the z-axis. All of this is depicted in Fig. 4.4.

Furthermore, the sample was glued on top of a coplanar waveguide (CPW), through which an RF current in the low GHz regime is driven by a vector network analyzer (VNA). This creates an RF driving field that deflects the magnetizations in the two YIG films from their equilibrium positions when the ferromagnetic resonance condition applies. The CPW has a center conductor width of 1 mm as a compromise between two competing factors. On the one hand, a broad CPW gives a large in-plane field component over a large area, which is necessary to drive the magnetization via FMR. Ideally, the RF driving field is oriented fully in-plane and perfectly parallel to the Pt strip along its entire length. Experimentally, this can be achieved much easier with a wide CPW. On the other hand, the driving field amplitude is, according to the Karlqvist equations (see Section 2.3), smaller for a broader center conductor. On top of that, the signal picked up by the CPW is also inversely proportional to the center conductor width [Ber+18]. Consequently, a thinner CPW would be beneficial in order to increase both the RF driving field amplitude and the signal amplitude in the $S_{21}$ parameter.

The CPW with the trilayer on top was then mounted on a dipstick and placed into
Figure 4.4: A trilayer of YIG|GGG|YIG on top of a coplanar waveguide (CPW). The magnetization $\mathbf{M}$ of both YIG films is aligned in-plane by an external magnetic field $\mathbf{H}_{\text{ext}}$. The CPW is connected to a vector-network-analyzer (VNA), which sends an RF current through it in order to generate the RF driving field $h_{\text{rf}}$. The signal transmitted through the CPW is picked up again by the VNA and analyzed in terms of amplitude and phase relative to the output signal. A Pt strip is nanostructured on top the upper YIG layer. In ferromagnetic resonance, a spin pumping voltage $V_{\text{sp}}$ is created, which we measure with a nanovoltmeter.
the CHAOS cryostat at the WMI. All measurements were performed at 280 K, i.e. at room temperature, and with an RF driving power of 20 dBm. A Keithley 2182 nanovoltmeter was used for the voltage measurements and a Keysight PNA as a VNA due to its high output power. For the VNA, a measurement bandwidth of 1 kHz and an averaging of ten points per frequency point was set.

4.3.2 Results

The measurement procedure in the experiment starts by first applying the external magnetic field at a fixed amplitude. Then a fixed RF driving frequency was set via the VNA, for which both the transmission through the CPW, i.e. the $\Delta S_{21}$ parameter, and the spin pumping voltage were measured. Then the frequency was slightly increased and the measurements were repeated. This was done until the entire frequency range was covered. Now the amplitude of the external magnetic field was slightly decreased and the same procedure was repeated. This time consuming measurement scheme is necessary because the VNA must always be operated in the continuous wave (CW) mode to allow a simultaneous measurement of the CPW FMR and the spin pumping voltage. So in short, the field was swept from large to small values and for each field amplitude the frequency was swept from small to large values. The inverted scheme, where the frequency is fixed and the whole field range is swept for each frequency point, is also conceivable, but brings with it some disadvantages. First, the repeated sweeping of the field can introduce trapped flux into the system and thus corrupt the measurements. Second, the measurements would take even longer since setting a new external magnetic field amplitude is experimentally much more time consuming than setting a different RF driving frequency.

With this, we obtain the spin pumping voltage and the transmission through the CPW as a function of both the external magnetic field amplitude $\mu_0 H_{\text{ext}}$ and the RF driving frequency $f_{\text{rf}}$. They are both displayed as a two dimensional colorplot similar to the simulation in Section 4.2.2. The $S_{21}$ parameter obtained from the VNA is divided by slice before it is plotted, which means that every frequency slice is divided by the frequency slice of the highest measured field. This is done to correct an amplitude change with frequency induced by the VNA, cables or CPW, i.e. the setup itself. It is the usual way in which results are displayed in this field of research. The resulting colorplots are shown in Fig. 4.5, where the upper panels (a) and (b) show the transmission and the lower panels (c) and (d) the spin pumping voltage, respectively. Experimentally obtained data is displayed on the right in (b) and (d), whereas on the left (a) and (c) depict the results of the simulation (see Fig. 4.3) again for comparison. Measurement points in the experiment were set at a distance of 50 \( \mu \)T in field and 100 kHz in frequency from each other.
Figure 4.5: (a) and (b) $S_{21}$ transmission parameter of the VNA and (c) and (d) spin pumping voltage, all plotted as a function of the external magnetic field $\mu_0 H_{\text{ext}}$ on the x-axis and the RF driving frequency $f_{\text{rf}}$ on the y-axis. The left panels (a) and (c) show the results from the simulation, whereas the right panels (b) and (d) depict the experimentally obtained data. The color scales on the right belong to panels (b) and (d), respectively.
The dark diagonal line created by the ferromagnetic resonance of the lower YIG layer is also clearly visible in the experimentally measured transmission in Fig. 4.5 (b), again with the light gray extension at the high-field side stemming from the FMR of the upper YIG layer. The spin pumping voltage also nicely reflects the expectations from the theory with a clearly visible FMR signal at the field and frequency position of the upper layer. Its maximal amplitude is with $3.16\,\mu V$ a bit more than four times as large as the noise floor, which lies at around $0.76\,\mu V$. Furthermore, the simulation correctly reflects the shift between the two layers (which is obvious since the parameters were tuned in order to achieve this). An additional faint black line can be seen in the experimental data at lower magnetic fields especially in the spin pumping voltage, starting at around $1.965\,\text{GHz}$ and $18.5\,\text{mT}$ and ending at $19.25\,\text{mT}$ and $2\,\text{GHz}$. Most likely, it can be explained by a perpendicular standing spin wave (PSSW). But since it does not affect the FMR and shows no apparent sign of magnon-phonon coupling, it is not investigated further.

As predicted by theory and simulation, the magnon-phonon resonances show up as horizontal lines in the FMR diagonals, obeying the characteristics demanded by the simulation. The destructive interferences are particularly evident in the spin pumping voltage. There, they appear as horizontal black lines that extend towards lower fields until the low-field end of the FMR of the lower YIG layer is reached, agreeing very nicely with the theoretical expectations. The white horizontal lines are again constructive magnon-phonon interferences. As expected, the two resonances alternate with each other and are also clearly visible in the transmission signal. Interestingly, the amplitude of the spin pumping voltage also alternates in the scheme of constructive and destructive interferences. It is larger (darker in Fig. 4.5) above a destructive and smaller (lighter) above a constructive resonance. In terms of general qualitative shape, the simulation describes the experiment very well. Moreover, the experimental field and frequency resolution of the spin pumping voltage seems to be better than that of the transmission signal, which looks rather smeared out in the experiment, even though they are measured simultaneously and thus with the same sampling. One conceivable reason for this difference might be that the detection of the spin pumping signal is strongly localized to the specific region of the YIG on which the Pt strip is patterned. The CPW FMR signal, on the other hand, is the response of the entire YIG film and thus an average over the entire layer. Due to fabrication imperfections, different areas of the YIG have slightly different properties, which influences the local FMR condition and consequently creates a smearing of the measured sum signal. Another possible cause for the increased smearing could be the tenfold averaging of each measurement point of the CPW FMR signal, in contrast to the single measurement for each point of the spin pumping signal.

From the experimental data, one can calculate the periodicity between the magnon-phonon resonances. We extract the frequency of the lowest and highest measured resonance by hand and divide the difference by the number of resonances in between
to find a periodicity of
\[
\frac{1.9970 \text{ GHz} - 1.9516 \text{ GHz}}{14} \approx 3.24 \text{ MHz},
\]
which is in good agreement with the 3.50 MHz observed by An et al. [An+20] and the theoretical expectations from the transverse sound velocity \( v_{aw} = 3.53 \text{ km/s} \) [YD91; Khi+18] in GGG along the (111)-direction. The experimentally obtained value given in Eq. (4.11) is used for the spacing of the interferences in the simulation (see value of \( \omega_n \) in Table 4.1). It can further be translated into an expectation for the total sample thickness via Eq. (4.4). We find \( t_{tot} = 545 \mu \text{m} \), which corresponds to a 543\( \mu \text{m} \) thick GGG layer in the middle, assuming a thickness of 1\( \mu \text{m} \) of the upper and lower YIG layer. This is in relatively good agreement with the typical thickness of around 500\( \mu \text{m} \). Besides, we can calculate the phonon mode number \( n \) of the interference and find \( n \approx 610 \), assuming a constant spacing down to zero frequency. As expected, this is much lower compared to An et al. [An+20] (who found \( n \approx 1400 \)), since they operated their experiment in a different frequency and field range at around 5.1 GHz and 345 mT.

An et al. [An+20] further extract diagonal slices along the course of the FMR from their measurements. There, they observe a periodic amplitude modulation as an indication of the magnon-phonon resonances. We have tried to reproduce this, but with insufficient results. Most likely due to an insufficient point spacing in our case, artifacts are introduced as the predominant feature. Thus, we could not reproduce the results in [An+20] in this specific regard, which is why these slices are not shown here. Nevertheless, our observations agree very well with [An+20] in terms of qualitative shape and appearance (e.g. they also saw the magnon-phonon interferences as horizontal lines in the ferromagnetic resonance) as well as in the resonance spacing discussed in the paragraph above. Moreover, we especially shed new light on the matter by measuring the spin pumping voltage. This allows direct and exclusive access to the dynamics of the upper YIG layer, which was previously not possible. We also apply the RF driving field via a coplanar waveguide, whereas in contrast, An et al. [An+20] relied on a microwave cavity. On the negative, the CPW generally has a worse signal to noise ratio than a cavity as used in [An+20]. But on the positive, a cavity restricts the experimentalist to a narrow frequency range around the resonance frequency of the cavity, whereas a CPW enables an examination of the phenomenon over a broad frequency range.

As a next step, we will take a closer look at the properties and the appearance of a single magnon-phonon resonance. For this purpose, the field and frequency resolution is significantly increased to a point spacing of 20\( \mu \text{T} \) and 20 kHz in the experiment and 5\( \mu \text{T} \) and 3.2357 \( \times \) 2\( \pi \) MHz/128 \( \approx \) 159 kHz in the simulation. In return, only a small section focused around one neighboring constructive and destructive resonance is considered. This is plotted in Fig. 4.6 using the same structure.
as before in Fig. 4.5, where panels (a) and (b) show the transmission and panels (c) and (d) the spin pumping voltage. Experimentally obtained data is again depicted on the right in (b) and (d), while the results of the simulation are displayed on the left in (a) and (c).

Figure 4.6: Zoom on a constructive and destructive magnon-phonon resonance pair. (a) and (b) show the transmission $S_{21}$ parameter of the VNA and (c) and (d) the spin pumping voltage. They are plotted as a function of the external magnetic field $\mu_0 H_{ext}$ on the x-axis and the RF driving frequency $f_{rf}$ on the y-axis. The left panels (a) and (c) display the results from the simulation, whereas the right panels (b) and (d) depict the experimentally obtained data. The color scales on the right belong to (b) and (d), respectively.

Figure 4.6 shows a destructive magnon-phonon interference at the bottom (at 1.9709 GHz) and a constructive at the top (at 1.9742 GHz). Especially the transmission measurement in Fig. 4.6 (b) has a smeared and blurred appearance, which can be explained by the fact that, with the chosen point spacing, we reach the
resolution limit of our experimental setup. Nevertheless, the shape of the magnon-phonon resonance is more clearly visible than before in Fig. 4.5 and further details become apparent, especially in the spin pumping voltage in Fig. 4.6 (d). Furthermore, we observe that the spin pumping voltage is particularly large directly above the destructive and below the constructive interference, which appears in form of two dark black spots that are marked by the red arrows in Fig. 4.6 (d). We can also very nicely observe that the horizontal black line stemming from the destructive interference extends towards lower field amplitudes until about $19.9 \text{ mT}$, which is exactly when it reaches the FMR of the lower YIG film. This proves that there is indeed a transfer of angular momentum from the lower to the upper YIG layer due to the magnon-phonon coupling, which we observe by means of the spin pumping voltage. All in all, similar to before, we observe great qualitative agreement between experiment and simulation. Additionally, the linewidth of the FMR appears to be broader in the transmission measurements compared to the spin pumping voltage. This is first due to the fact that both YIG layers appear in the transmission, whereas only the upper layer contributes to the spin pumping. Second, the spin pumping voltage has a quadratic dependence on the magnitude of the perpendicular component of the magnetization, while the CPW FMR exhibits a linear dependence (see Eqs. (4.6) and (4.7)). This makes the amplitude decay faster in the spin pumping voltage.

We can also use Fig. 4.6 (d) for a rough estimate of the FMR linewidth in the range of $0.3 \text{ mT}$, extracted manually from the colorplot. This is still about one order of magnitude higher than the driving field amplitude (which was estimated as around $28 \mu\text{T}$ in Eq. (4.8)). We can therefore conclude that we operate well in the linear regime of ferromagnetic resonance. From this point of view, an increase of the RF driving power could be favorable in future experiments in order to increase the signal amplitude and thus improve the signal to noise ratio. But unfortunately, this is not possible with the used equipment, since the vector network analyzer was already operated at its upper output power limit.
4.4 Summary

In this chapter, the coupling between magnetic and acoustic excitations in a FMI|NMI|FMI trilayer was first described and modeled with a coupled system of equations of motion for the magnetization and lattice dynamics, as proposed by An et al. [An+20]. Qualitative relations were derived between the variables in the theory and the spin pumping voltage as well as the $S_{21}$ transmission parameter of a VNA, which are the two observables in the conducted experiment. This allowed us to calculate and simulate theoretical expectations optimized for the system considered in the experiment. Those were then presented and discussed.

In the second part, the experimental setup and system of a YIG|GGG|YIG trilayer was introduced. We managed to find experimental evidence for the coupling between magnons and phonons in this system by (i) means of transmission measurements through a CPW and (ii) newly introduced voltage measurements via the spin pumping mechanism in a nanostructured Pt strip on top of the trilayer. Both were recorded simultaneously to compare between the techniques. While the latter allows us to focus only on the magnetization dynamics of one of the two YIG layers, since direct contact between the YIG and Pt is required, the transmission measurements are influenced by both layers, whereby the lower YIG layer strongly dominates due to its closer proximity. All in all, this gives us good and selective access to the magnetization dynamics of the lower layer (via transmission) and the upper layer (via spin pumping).

We could clearly differentiate between constructive and destructive magnon-phonon interferences and identify additional features in the data, such as e.g. a spin pumping voltage whose amplitude changes between high and low even far from the actual magnon-phonon resonances, according to their alternation between constructive and destructive interference. Generally speaking, the experimental observations were in good agreement with the simulation obtained from theory and existing literature [An+20; Bra+20].
Chapter 5

Summary

In this thesis, spin excitations in nanostructures were investigated via spin pumping, CPW FMR and all-electrical magnon transport measurements. In general, two different systems were probed. First, nonlinear spin pumping, parametric processes and the influence of FMR on magnon transport were studied. Second, the coupling between magnetic and acoustic excitations was considered in more detail.

In the first part of this thesis, entitled \textit{Microwave Control of Magnons}, we investigated magnon transport in a thin YIG film between two Pt strips, between which a Ru|Cu|Ta microstrip antenna was nanostructured. By considering only the DC spin pumping voltage induced in one of the two Pt strips around FMR, we managed to characterize the local properties of the YIG film. Furthermore, we succeeded in reaching a nonlinear regime of FMR and distinguishing it from the linear regime. The transition was indicated by a sudden increase of the resonance linewidth, a deformation of the lineshape and a premature saturation of the amplitude. In addition, parametric effects in the form of a sudden formation of a subsidiary resonance were observed at high powers. Both observations are in good agreement with existing literature. As a next step, we considered the whole structure and thus the magnon transport between the two Pt strips when an RF driving field was applied via the microstrip antenna. We report strong modulations of both the SHE and Joule heating induced magnon transport voltage around FMR, which were analyzed with respect to their power dependence and general shape. Since the amplitudes of the observed modulations were much too large, we suspected that they are most likely created by spurious effects, where a modulation of the spin pumping voltage via the Oersted field of the AC current on the injector Pt strip gives rise to lock-in signals.

In the second part, titled \textit{Magnon-Phonon Coupling}, we conducted for the first time broadband measurements on magnon-phonon coupling effects in a YIG|GGG|YIG trilayer. The results were obtained by simultaneous CPW FMR and spin pumping voltage measurements around FMR and agree very well with expectations from theory, simulations and other experiments, thus providing clear evidence for magnon-phonon coupling. Especially the newly introduced measurement of the spin pumping voltage allows us to focus on the dynamics of only one of the two YIG layers, where we still observe magnon-phonon coupling.
Chapter 6

Outlook

The results and achievements obtained in this work are not yet understood in every detail and thus far from shaping a complete picture. In regards to some aspects, they rather raise deeper questions instead and point to further possibilities for future research, some of which will be discussed in this chapter.

In the discussion of the microwave control of magnon transport experiments presented in Chapter 3, we have already frequently referred to issues that have not been finally clarified. One of these was the existence and origin of measurement artifacts (see Section 3.4.3), which could not be clearly shown with the measurements performed. However, there are some different and promising approaches with which this could be possible. Firstly, we suggested that the used lock-in amplifier plays a relevant role in the generation of the artifacts. Prospectively, one could try to use a different measurement technique that might not have the same issue. Here, we suggest the DC technique [Güc+20] as an alternative approach, as it is already shown to yield the same results in angular dependent all-electrical magnon transport experiments [Güc+20]. Another option would be measurements at low temperatures (e.g. 50 K), for which it is shown that the magnon transport voltages vanish because the magnon injection process requires thermal fluctuations [Goe+15; CSW16]. If the lock-in amplifier still measures a finite voltage around ferromagnetic resonance, it has to be generated by the spin pumping mechanism, which still works for low temperatures. Consequently, this would show the existence of measurement artifacts. A third option would be measurements with a bias-T, where we only use the microstrip antenna and one Pt strip. One would apply the RF current to the antenna in the same way as before, but now additionally add a low frequency quasi-DC voltage bias to the antenna with the bias-T. We measure the first and second harmonic voltage of the lock-in amplifier, which should ideally not pick up any signal since there is no magnon transport initiated. If we still observe a finite voltage around FMR, this would again show the existence of measurement artifacts stemming from the spin pumping mechanism. If the issue of measurement artifacts is solved, and a clean unaffected technique is found, one could finally investigate the changes in magnon transport during ferromagnetic resonance and parametric pumping around the subsidiary resonance.

Another aspect, in which improvements can still be made with respect to the ex-
periments in Chapter 3, is the sample geometry and layout. As discussed before in Section 3.3.3, with the current design it is unfortunately not possible to distinguish between parallel and perpendicular pumping effects. Both are instead likely to play a relevant role in the experiments. Accordingly, an improvement of the sample layout that simplifies the RF driving field geometry is necessary. A conceivable concept that could be pursued in the future is that of an on-top antenna. Here, the two Pt strips are first sputtered onto the YIG film. In a second step, an insulating spacer layer is deposited over the entire surface, covering at the very least both Pt strips as well the gap in between them. In the last step, a wide antenna is structured on top of the insulator, which covers both Pt strips. It consequently generates an RF driving field with a strongly dominating in-plane component and thus the parallel pumping mechanism is favored. Perpendicular pumping effects should play no relevant role. Moreover, in this driving field configuration, it is shown that a magnon Bose–Einstein condensate (BEC) can be formed [Dem+06; Ser+14; Cla+15; Kre+18]. Its modulating influence on magnon transport can be expected to be particularly strong and interesting. In addition, this would allow comparison with the effects on magnon transport caused by DC current magnon pumping [Wim+19; Güc+20], thus providing insight into the microscopic processes at work there. In particular, more light could be shed on the work of Wimmer et al. [Wim+19], in which a zero damping state was achieved via DC current magnon pumping. This could possibly be explained by the generation of a magnon BEC, but Wimmer et al. [Wim+19] could not sufficiently verifies this claim. Since the generation of a magnon BEC via parallel pumping is well established in literature, a comparison with future data could provide indirect evidence for the creation of a magnon BEC in Wimmer et al. [Wim+19].

As a bonus, the suggested layout massively simplifies the alignment requirements in the fabrication process, which is currently tedious and prone to errors, thus making fabrication more reliable in this regard. Also, the microstrip antenna would increase its width from 500 nm to around 2 or 3 µm, allowing for higher driving powers and making it less susceptible to electrostatic discharges, which were a big experimental obstacle and destroyed several structures before they could be measured.

To get to this new device layout, the first step is to find an insulating material that does not interfere with magnon transport in the YIG below. To this end, initial experiments have already been carried out with a total of three potential material candidates available in the SUPERBOWL (AlN, SiO₂) and ULTRADISK system (Si₃N₄). For this, several sets of two Pt strips at a distance of 500 nm or 1 µm were patterned onto a thin YIG film grown via PLD and then covered with one of the insulators, but no antenna was structured on top. Two different concepts were pursued, both of which can be seen in the exemplary section of a microscope image of the sample shown in Fig. 6.1. One approach was to completely cover the structures with the insulating spacer layer including the bonding pads (left in Fig. 6.1), the
Figure 6.1: Microscope image of a section of the sample. The red squares indicate the areas covered by an insulating layer. On the left, the insulator covers the entire structure including the large square bonding pads, while on the right it covers only the thin Pt strips in the middle.

other was to cover only the two thin Pt strips in the middle (right in Fig. 6.1). Since no differences between the two concepts were found in the experiment, we do not distinguish between them in the following discussion.

The goal of the experiments was to detect changes in the amplitude of the magnon transport induced by the insulator layers. In this spirit, angular dependent all-electrical magnon transport experiments (see Section 2.7 and Section 3.4.1) were conducted using the DC measurement technique [Güc+20]. The results for the insulators aluminum nitride (AlN) and silicon dioxide (SiO$_2$) are shown in Fig. 6.2, together with an uncovered structure (labeled as "clean"). All data is already corrected by a voltage and an angle offset. The external magnetic field amplitude was fixed to 50 mT.

The third material used was silicon nitride (Si$_3$N$_4$). It is not depicted in Fig. 6.2 and not discussed further, as the layer later turned out to be slightly conducting, giving rise to a cross-resistance between the two Pt strips of around 2.6 MΩ and consequently rendering all measurements useless. This might be due to a not optimized sputtering process, where we are not entirely certain about the actual nature of the resulting material.

Figure 6.2 (a) and (b) show the SHE induced magnon transport voltage for an injector to detector distance of 500 nm and 1 µm, respectively. There, one can see that for both insulators we still observe a finite amplitude and the same cosine squared shape as in the uncovered case. However, for both insulators, the amplitude is reduced. An exception is the measurement for aluminum nitride in Fig. 6.2 (a), where the transport amplitude appears to be greatly magnified to almost twice as large as in the uncovered case. This is most likely some artifact, because this particular structure broke halfway through the displayed measurement. Generally,
silicon dioxide seems to reduce the magnon transport quite significantly, especially for the higher injector detector distance in Fig. 6.2 (b). Here, a reduction to about half of the amplitude of the uncovered case is visible for aluminum nitride, which seems more realistic than the amplification in Fig. 6.2 (a). All in all, aluminum nitride and silicon dioxide both show a reduced but still finite magnon transport amplitude. Out of all tested materials, aluminum nitride seems to be the most promising candidate for further investigation and application. It is also important to note that the effect of insulating layers on the all-electrical magnon transport signals has yet to be investigated. Presently, we can only speculate on the physical origin of the difference in signal reduction for the different materials.

The transport of Joule heating induced magnons is displayed in Fig. 6.2 (c) and (d). Its amplitude seems to be unaffected by the introduction of insulating layers for both the 500 nm and 1 µm injector detector distance. The only noticeable differ-
Figure 6.3: (a) Absolute SHE transport voltage amplitude $A^{\text{SHE}}$ as a function of the external magnetic field $\mu_0 H_{\text{ext}}$. The various different materials are color and symbol coded in the same way as before in Fig. 6.2. The bright and bleached colors represent $w = 500\,\text{nm}$ and $1\,\mu\text{m}$ injector to detector distance, respectively. (b) Relative field amplitude $A_{\text{rel}}^{\text{SHE}}$ as a function of $\mu_0 H_{\text{ext}}$ in percent. For this, $A^{\text{SHE}}$ was normalized to its value for an external magnetic field amplitude of 25 mT, i.e. its maximum.

ence is a voltage offset between the different materials, which can not be seen in Fig. 6.2 (c) and (d) because we have already corrected it there. Consequently, the field suppression is only analyzed for the SHE induced magnon transport and displayed in Fig. 6.3.

Figure 6.3 (a) shows the field dependence of the absolute transport amplitude for all measured materials and injector detector distances in a field range from 25 mT to 2 T. There, one can nicely see that the transport amplitudes of aluminum nitride with $w = 1\,\mu\text{m}$ aligns with the ones of silicon dioxide with $w = 500\,\text{nm}$, which further supports that aluminum nitride is the most promising candidate. We also clearly see that both insulating materials reduce the amplitude compared to the uncovered case. Since it is difficult to spot differences in the field suppression, we plot the relative field suppression in Fig. 6.3 (b). It is calculated as the transport amplitude normalized to its value for 25 mT external magnetic field amplitude, which means that the data points for each material and distance start at 100% at 25 mT. Two main observations are made here. Firstly, the field suppression is stronger in all cases covered with an insulating layer. This is especially clear at the highest measured field of 2 T, where we still find a finite amplitude in the uncovered case. But for all insulators, the SHE induced transport is suppressed to zero or below the noise level. Secondly, a higher injector to detector distance also seems to create a stronger field suppression.

We can only speculate about the reasons for the stronger suppression and the reduced SHE transport amplitude. The reasons can be manifold and accordingly we do not discuss them further here. A systematic analysis of the subject can be found in Cornelissen et al. [CW16], but with the simplification that no insulating spacer
layers were used. Even in the simpler case of only two Pt strips considered there, the effects are complex and both the injection/detection of magnons at the Pt strips and their transport in the YIG are influenced by the magnetic field amplitude [CW16]. Consequently, a more detailed systematic investigation will be necessary to generate further insights. Nevertheless, these are promising results that lay an important foundation for the use of on-top antennas in future magnon transport experiments.

Besides suggestions on future improvements for the magnon transport experiments presented in Chapter 3, we provide an outlook on the future of the magnon-phonon coupling investigated in Chapter 4. There, the whole field is far from being entirely understood as well. An aspect that might be worth exploring is the low temperature regime. One can expect that the coupling is still present at low temperatures such as 50 K and both explored measurement techniques still function there. But subtle details such as e.g. the coupling strength might be temperature dependent. In this spirit, one could also measure a temperature series in the future in order to deduce a temperature dependence of relevant parameters. We already conducted a rough transmission measurement at a low temperature of 50 K, where the magnon-phonon resonances still seem to be present in the known form of horizontal strips in the CPW FMR signal. Since the resolution is quite bad, the measurement is neither shown here nor discussed further.

Another interesting quantity that could be studied in more detail in future experiments is the RF driving frequency and thus the dependence of the coupling strength on it. As proposed by theoretical calculations, the coupling strength is given by the magneto-elastic overlap integral between spin waves and acoustic waves [Bra+20], which is dependent on the frequency of the magnetization precession and consequently the RF driving frequency. In the theoretical considerations made in this thesis in Section 4.1.1, the overlap integral is represented as a simple factor $\Omega_{1/2}$, i.e. it is assumed to be constant over the frequency range considered. However, the coplanar waveguide based setup used in this thesis also allows to investigate a wide frequency spectrum. This would allow us to track the amplitude of the overlap integral and thus the coupling strength over a broad frequency interval in future experiments. Alternating disappearances and appearances of the magnon-phonon resonances would be the theoretically expected picture.

Moreover, in the spirit of this thesis, which has already explored a novel approach to magnon-phonon coupling with spin pumping mechanism, other new measurement methods could be applied. One example would be the Frequency-Resolved Magneto-Optic Kerr Effect (FR-MOKE) technique developed here at the Walther-Meißner-Institute [Lie+19]. With this, it is possible to optically detect the magnetization dynamics of selectively either the upper or lower YIG layer with additional lateral resolution. Also phase sensitive measurements could be done, providing a deeper
insight into the details of the dynamics.

Last but not least, other experimental parameters can be varied and explored. There are various conceivable options and adjusting screws that can be turned here. Examples include different thicknesses of the top and bottom YIG layers or the use of materials other than YIG and GGG.
Appendix A

Fabrication

This chapter gives a quick summary of the fabrication processes used in this thesis. Since different fabrication techniques were used in Chapters 3 and 4, we begin this appendix with a discussion of the fabrication process used in Chapter 3.

Here, yttrium iron garnet (YIG, \(Y_3Fe_5O_{12}\)) thin films were first grown on a (100)-oriented gadolinium gallium garnet (GGG, \(Gd_3Ga_5O_{12}\)) substrate by pulsed laser deposition (PLD) at the Walther-Meißner-Institute. These are then cleaned in acetone and isopropanol for around two minutes each in an ultrasonic bath. Next, alignment markers are applied in the first lithography step. For this, the samples are spin coated with an electron beam resist and baked according to the respective recipe given in Table A.1. Thereafter, the sample is introduced into the nanobeam system, which uses electron beam lithography to write the desired nanostructures into the resist. Since yttrium iron garnet is an insulating material, a conductive resist must be applied on top of the actual one during each electron beam lithography process. This allows the charge and electrons to flow off the sample and thus prevents a deterioration of the writing process due to an electrical charging of the YIG film. Afterwards, the resist is developed and the sample then sputtered with around 45 nm of platinum (Pt) in the \textit{SUPERBOWL} system at the Walther-Meißner-Institute. After that, a lift-off procedure is performed in warm acetone by blowing with a pipette and weak and short pulses in an ultrasonic bath. In the second process step, tiny platinum strips are structures onto the sample in the same way as before, but with different resist layers according to the "nanostructures" recipe in Table A.1. Microstrip antennas and bondpads are sputtered onto the sample in the third step using again electron beam lithography ("nanostructures" recipe in Table A.1) and a trilayer of ruthenium (Ru), copper (Cu) and tantalum (Ta). For the sample presented in Chapter 6, step one and two remain the same as before. In the third step, aluminum (Al) bondpads are deposited this time. After that, step by step, various insulation layers were applied using the corresponding recipe in Table A.1.

The sample used in Chapter 4 is based on a YIG film from a commercial supplier that was grown by liquid phase epitaxy (LPE) on a GGG substrate. The nanostructuring process was already done prior to this thesis in \[Cösi8\]. It can be looked up there and is therefore not explained further here.
## Appendix A Fabrication

### alignment marks

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>resists</td>
<td>PMMA 60K</td>
</tr>
<tr>
<td>spin coating</td>
<td>60 s at 4000 rpm</td>
</tr>
<tr>
<td>baking</td>
<td>120 s at 170°C</td>
</tr>
<tr>
<td>exposure dose</td>
<td>4.9 C/m²</td>
</tr>
<tr>
<td>development</td>
<td>120 s in AR 600-56, rinse with IPA</td>
</tr>
</tbody>
</table>

### nanostructures

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>resists</td>
<td>PMMA 600K, PMMA 950K</td>
</tr>
<tr>
<td>spin coating</td>
<td>60 s at 4000 rpm, 60 s at 4000 rpm</td>
</tr>
<tr>
<td>baking</td>
<td>300 s at 170°C, 300 s at 170°C</td>
</tr>
<tr>
<td>exposure dose</td>
<td>5.8 C/m²</td>
</tr>
<tr>
<td>development</td>
<td>120 s in AR 600-56, rinse twice with IPA</td>
</tr>
</tbody>
</table>

### insulating layers

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>resists</td>
<td>PMMA/MA 33%</td>
</tr>
<tr>
<td>spin coating</td>
<td>60 s at 4000 rpm</td>
</tr>
<tr>
<td>baking</td>
<td>120 s at 170°C</td>
</tr>
<tr>
<td>exposure dose</td>
<td>4.2 C/m²</td>
</tr>
<tr>
<td>development</td>
<td>120 s in AR 600-56, rinse with IPA</td>
</tr>
</tbody>
</table>

### conductive resist

<table>
<thead>
<tr>
<th>Process</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>resists</td>
<td>PMMA Electra 92</td>
</tr>
<tr>
<td>spin coating</td>
<td>60 s at 4000 rpm</td>
</tr>
<tr>
<td>baking</td>
<td>120 s at 90°C</td>
</tr>
<tr>
<td>exposure dose</td>
<td>-</td>
</tr>
<tr>
<td>development</td>
<td>30 s in distilled water, rinse with distilled water</td>
</tr>
</tbody>
</table>

**Table A.1:** Process parameters of the electron beam lithography for various steps in the fabrication process.
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