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Chapter 1
Introduction

Copper-oxide superconductors [1] are among the most intensively studied com-
pounds in condensed matter physics. This was originally - and partly still is - due to
the fascination of the high superconducting transition temperature 7, of the order
of 100 K, and to the consequent promise of technological applications. In addition,
cuprates raise fundamental questions about the collective quantum properties of
strongly interacting electrons in a lattice.

Despite unprecedented research activity, a many-body theory of the solid state
of these materials is still missing. This is related to the strong electronic corre-
lations which, depending on temperature, stoichiometry and pressure, lead to an
extremely rich phase diagram [2]. At half filling cuprates are Mott-Hubbard in-
sulators in which a large on-site Coulomb repulsion suppresses charge fluctuations
and prevents metallic behaviour. Upon doping with electrons or holes long-range
antiferromagnetism disappears; eventually, the materials become superconducting.
The transition temperature increases with increasing carrier concentration until it
reaches a maximum at a concentration which is referred to as optimum doping.
For further increasing concentrations, 7, decreases again. At high temperatures
cuprates are in an unconventional metallic state with properties which seem to be
determined by fluctuations and various ordering phenomena including lattice insta-
bilities. Above a certain doping level superconductivity disappears and the normal
state becomes more and more conventional.

Due to the strong correlations, to the vicinity of the relevant energy scales, and
to the surprisingly high transition temperatures, the question arises of whether the
traditional theoretical concept of Landau Fermi liquids with well defined quasipar-
ticles is an appropriate starting point for a microscopic understanding [3].

Quantum phase transitions, which occur as a result of competing ground states

[4, 5], have been recently proposed as a possible scenario to describe the rich phe-
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nomenology observed. Such transitions, which are accessed at zero temperature by
the variation of a non-thermal control parameter, can influence the behaviour of
the system over a wide range of the phase diagram. However, this description does
not specify the underlying microscopic interaction and is therefore not unanimously
accepted !, and further experimental investigations are necessary.

Since the discovery of cuprates in 1986 [1], the full spectrum of solid-state in-
vestigation tools has been applied and a huge number of experiments unveiled sev-
eral aspects of their electronic properties. Experimental observations which are
interpreted as an indication of the existence of a quantum critical point include,
for example, NMR measurements in YBay;Cu3zOg,, (YBCO) [7] and transport in
Lag_,Sr,CuO4 (LSCO) in high magnetic fields [8] (for a review see [4, 9] and refer-
ences therein). However, the comparison between different spectroscopies does not

lead to a consistent picture and seems, instead, to pose new questions.

Raman spectroscopy is a useful tool to investigate cuprates because, in addition
to good energy resolution common to other experimental techniques, it possesses
also momentum resolution. By adjusting the polarization states of the incoming
and scattered photons it is in fact possible to selectively probe excitations with
momentum in different regions of the first Brillouin zone. Momentum resolution
is particularly important in these compounds because of their highly anisotropic
properties. Due to the long penetration depth of the laser light in cuprates, Raman
spectroscopy has the advantage of being a bulk probe, and is therefore not particu-
larly sensitive to surface effects. In addition, since the scattered intensity is related
to a two-particle correlation function the many-body effects, which are believed to
be particularly important in these strongly-correlated systems, can be effectively
probed. Finally, the improved sample quality achieved in the last years allows now
a clear distinction between intrinsic properties defect-induced effects overcoming the
difficulties which initially hampered progress.

In this thesis various cuprate materials are investigated by Raman scattering.
The evolution of the electronic properties with temperature and doping is extensively
studied with the purpose of achieving a consistent picture of different spectroscopic

observations.

The thesis is organized as follows: after a brief introduction to the most im-
portant characteristics of cuprates (Chapter 2), the theoretical background of the
Raman effect is introduced (Chapter 3). Then the details on the sample prepara-
tion and characterization, and the experimental setup are described (Chapter 4). By

1

“The first fad of the 21%¢ century is the Quantum Critical Point” P.W. Anderson [6].



comparing single-particle and two-particle properties, many-body effects are studied
in the normal state (Chapter 5). The evolution with doping of the Raman spectra
shows the existence of a transition in the dynamics of the carriers (Chapter 6). The
superconducting state properties are then investigated (Chapter 7) and, although
an anomalous evolution with doping is observed, no direct evidence of the normal-
state crossover is found below the critical temperature. To investigate the origin of
such a transition, the role of antiferromagnetic correlations is finally studied both

theoretically and experimentally (Chapter 8).
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Chapter 2

The cuprates

The study of cuprate superconductors started in 1986 when G. Bednorz and A.
Miiller [1] discovered that the oxide La;gsBag15CuO4 became superconducting at
a transition temperature of 7, ~ 30 K. Soon after, new ceramic compounds were
discovered with transition temperatures as high as 93 K (YBCO) [10] or 125 K
(T1yBayCasCuzOqg) [11]. This new class of materials, often referred to as high-
temperature superconductors, attracted a lot of interest because they opened the
way to applications which required nitrogen (liquid below 77 K) rather than he-
lium for cooling. From a more fundamental point of view, the question which they
posed was which mechanism is responsible for superconductivity and whether the
superconducting state is the same Cooper-paired state described by the Bardeen-
Cooper-Schrieffer (BCS) theory [12].

In this chapter the properties of cuprate superconductors will be reviewed with

the focus placed on those issues relevant for this work.

2.1 Introduction

Although the chemical composition varies, there are a number of common physical
and structural properties for the different cuprates. The most relevant ones are

summarized here.

e Cuprates are quasi-two-dimensional doped insulators. In fact, by adding carri-
ers to the antiferromagnetic insulating compound, a metal or a superconductor

can be obtained.
e The unit cell is strongly anisotropic and has a layered structure.

e The critical temperature for the superconducting transition is of the order of
100 K.
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e The superconducting coherence length ¢ is very short, ~ 1 A, comparable with

the size of the unit cell, and is different for different crystallographic directions.

e The magnetic penetration depth ) is typically of the order of 1000 A. The
short ¢ and large A imply that cuprates are type-II superconductors, with
k= MA/€> 1, and a very large upper critical field, which is estimated to be as
high as 260 T for the compound BisSr,CaCu,0g, 5 (BSCCO) [13].

2.2 Structural and electronic properties

The wunit cell of all high-

temperature superconductors is Cu O

composed of a sequence of }Slalr?ez m

conducting and insulating lay- \ INSULATING
ers, as shown schematically (GONDUCTING
in Fig. 2.1. The conducting NSULATING
planes, parallel to the a—b crys-

tallographic axes, are composed c L _CONDUCTING
of oxygen and copper atoms, TLb’a INSULATING

while the adjacent insulating
layers act as charge reservoirs:  Figure 2.1: Schematic structure of the unit cell

. ) o f ductors.
altering their composition mod- of cuprate superconductors

ifies the number of mobile carriers in the CuO, planes.

Figure 2.2: Schematic view of the relevant orbitals of a CuQOs layer. The dashed
line marks a CuQs unit cell; a is the lattice constant.
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Since the mobile carriers are located in these quasi-2D CuO, planes, they are be-
lieved to be responsible for the majority of the properties observed in these materials
including superconductivity.

Outside the conducting layers, the electrons
are in tightly bound localized states on the ions,

far away from the Fermi surface: they play little

kya
r w role in the electron dynamics except as dopants.
L According to electronic band structure cal-

culations, the occupied orbitals with the highest

energy are those whose lobes lie in the a—b plane:

(0,0 > 3dy2_,2 for copper, strongly hybridized with the
oxygen 2p, and 2p, orbitals (Fig. 2.2).
Due to the little overlap between the CuQOq

planes, where the electron density is strongly

J
S

Flgu.re 2.3: Typical Fermi sur- concentrated, the carriers move almost entirely
face in cuprates. ) ] o
in the a — b plane, leading to a nearly cylindrical

Fermi surface. Angle-resolved photoemission spectroscopy (ARPES) has been suc-
cessfully employed to study its shape [14] revealing a barrel-like structure centred
at the (m, ) point of the Brillouin zone with only a small doping dependence [15].
A typical Fermi surface is shown schematically in Fig. 2.3, where the shaded areas

correspond to the occupied states.

2.3 Phase diagram

As a function of carrier concentration all cuprates have surprisingly similar phase
diagrams. Depending on whether the doping is achieved by electrons or holes the
material is said to be electron-doped or hole-doped. In this work only the hole-doped
side of the phase diagram (Fig. 2.4) will be studied.

The “parent” compounds with one hole per unit cell in the CuO, planes are
antiferromagnetic insulators (AFI) with a Néel temperature, Ty, of several hundred
Kelvin. As the hole concentration is increased the Néel temperature decreases and
long-range antiferromagnetism disappears; eventually the material becomes super-
conducting (SC). The temperature below which superconductivity exists, 7., also
increases with increasing carrier concentrations until the maximum 77"**, which ap-
pears when ~ 0.16 holes per CuO; planes are added to the “parent” compound. This
hole concentration is referred to as optimum doping; for increasing concentrations

T, decreases again. The regions corresponding to concentrations lower and higher
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SC \\\.QCP?
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«— —
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Figure 2.4: Schematic phase diagram for hole-doped cuprates. The solid lines
mark the phase transitions, the dashed lines possible crossovers. AFI and SC are
the antiferromagnetic and the superconducting phases, respectively. PG indicates
the region where a pseudogap is believed to open. Ty and T, are the Néel and
superconducting transition temperatures.

than the optimum one are said to be underdoped and overdoped, respectively.

Also the high-temperature properties are strongly doping dependent: in the
overdoped region the normal state shows metallic behaviour (METAL), and the
concept of Landau quasiparticles can be applied; when the concentration is re-
duced the opening of a momentum-dependent partial gap or pseudogap (PQG) is
observed [16], together with a spin and charge modulation, interpreted as forma-
tion of STRIPES [17, 18]. The nature of the metallic state at these concentrations
(STRANGE METAL) is believed to be characterized by a highly resistive hopping

conduction, typical of localized electronic states.

The existence of crossovers (dashed in Fig. 2.4) in the electronic properties has
been recently ascribed to the existence of a quantum critical point (QCP), located in
the overdoped region of the phase diagram [9]. The corresponding phase transition
occurs at zero temperature and therefore is driven by quantum fluctuations rather
than thermal fluctuations. At present, however, there is no agreement on either the

very existence or the location of the QCP.
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Figure 2.5: Temperature dependence of the resistivity of Lay_,Sr,CuQO, for
different carrier concentrations from Ref. [19]: a) 0 < z < 0.15, b) 0.1 < z < 0.35.
The dotted lines mark the in-plane resistivity pqp of single-crystal films; solid lines
mark the resistivity p of polycrystalline samples.

2.4 Electronic scattering rates in the normal state

The investigations about the properties of the cuprates in the normal state (at
T > T.) have revealed anomalous behaviours. In fact, although these materials
have mainly metallic properties, the detailed behaviour is strongly dependent on the
carrier concentration (see Fig. 2.4). In addition, the general picture is complicated
by strong anisotropies mainly caused by the two-dimensional nature of the CuO,
planes, and by the existence of magnetic phases close to the superconducting region.

The evolution with temperature of the scattering rate of the carriers, measured
for example by transport through the in-plane resistivity pg,, has revealed that at
least at optimal doping the behaviour is distinctively non-Fermi-liquid like. In fact,
in contrast to what would be expected in the case of a Fermi liquid, the electron-
electron scattering rate in cuprates varies linearly with temperature or frequency
over a wide range.

This can clearly be seen from measurements of the resistivity of Lay_,Sr,CuQO,
for different Sr concentrations z shown in Fig. 2.5 from Ref. [19]. At optimum
doping (z = 0.15), the linear behaviour extends up to approximately 1000 K and
extrapolates to zero resistance at zero temperature. In the overdoped regime (z >
0.15) the resistivity no longer extrapolates to zero and a more Fermi-liquid behaviour
is qualitatively recovered, while for low carrier concentrations (z < 0.15) a drop in
the resistivity appears below a temperature 7* which increases with decreasing .
This reduced scattering has been attributed to the opening of the pseudogap [16].
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The distribution in momentum space of the electron-electron scattering rate
has been extensively studied by photoemission spectroscopy, and one of the earlier
results is shown in Fig. 2.6 Ref. [20]. The spectra of an underdoped (A) and an

®

Intensity (arbitrary units)

]
|
(A) Underdoped (B) Overdoped |
Li ¢ 1 1 1 Ll 1 1 1 |
400 200 0 400 200 0
Binding Energy (meV)

Figure 2.6: ARPES spectra from an underdoped (A) and an overdoped (B)
BSCCO sample measured at 100K in two points on the Fermi surface, as shown
in the inset. The figure is taken from Ref. [20].

overdoped (B) BSCCO sample, with 7, ~ 84 K and 7, ~ 80 K, measured at
100 K and at two positions on the Fermi surface are compared. « denotes a point
on the Fermi surface along the Brillouin zone diagonal, close to (7/2,7/2), and
B a point on the axis, close to (7,0). Upon doping from the underdoped (A) to
the overdoped (B) superconductor, the quasiparticle peak at the k-point 3 moves
toward the Fermi energy, becomes sharper, and increases in intensity. In contrast,

doping has relatively little effect on the peak at the o point.

Since the intensity measured by ARPES reflects the single-particle spectral
function (see Chapter 5), these observations seem to point in the direction of an
anisotropic scattering rate which is strongest along the axis of the Brillouin zone
(8) and which is doping dependent. In Chapter 5 raw photoemission data on an
overdoped BSCCO are analyzed and compared with Raman results in the same ma-
terial. The evolution of the relaxation rates determined by Raman with the carrier

concentration is the focus of Chapter 6.
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2.5 Energy gaps in the superconducting state

Among the key questions concerning the superconducting state are the symmetry

and the magnitude of the superconducting gap. It is now well established that in

the conventional low-7T, superconductors (like Pb, Al, Nb) the phonon-mediated

electron-electron interaction leads to a pairing which is constant in the Brillouin

zone; the resulting energy gap possess therefore s-wave symmetry (Fig. 2.7 (a)).

s-wave s-wave
isotropic anisotropic d-wave
kV f kV A ky A

Figure 2.7: Different symmetries of the gap function in momentum space: (a)
isotropic s-wave, (b) anisotropic s-wave, (c) d-wave. ¢ is the angle around the

Fermi surface.

Figure 2.8: Scanning-tunneling-
microscope image showing the distur-
bance brought in a high-temperature
superconductor by a single zinc impu-
rity [21].

In the cuprates, although it is now clear
that the electronic charges are paired [22],
the nature of the pairing mechanism re-
mains a subject of strong debate. Since the
pairing between electrons reflects itself di-
rectly in what is called the order parameter
A in the superconducting state, the ques-
tion of the symmetry of the order param-
eter (which coincides with the energy gap
in BCS theory [12]) has attracted strong
attention since the discovery of these ma-
terials.

Non-phase-sensitive experiments such
as Raman scattering, penetration depth,

specific heat, and thermal conductivity
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measurements provide evidence for a highly anisotropic order parameter with nodes
along the diagonal directions of the Brillouin zone (Fig. 2.7 (b)). The phase-sensitive
probes such as flux quantization measurements have shown that A(¢) changes sign
in the Brillouin zone Fig. 2.7 (¢). For a review on experimental results on A(¢) see
[23]. The symmetry of the gap is called d-wave, or more precisely d;2_,>. Additional
support has recently come from tunneling experiments on BSCCO doped with Zn
impurities [24]. The spatial distribution of the measured density of states has in fact
a four-fold symmetry (Fig. 2.8 [21]), which reflects the underlying d-wave symmetry
of the pairing.

The answer to the problem of what is the maximum value of the superconducting
energy gap does not seem to have a straightforward answer. In fact, different ex-
perimental techniques lead to different values of the gap, which have a distinctively
different evolution with the carrier concentration. In Fig. 2.9 data from various

kinds of experiments and for a number of cuprates are collected from Ref. [25].

o BSCCO
o YBCO
A L.SCO
* HBCCO

A/ (BgTe)
S

0.0 0.5 1.0 1.5
p/p,,

Figure 2.9: The pairing energy, A,, and the coherence energy, A., for several
cuprates. The results are shown as a function of the normalized doping level
(p/pam) with pyr the doping at the maximum value of T,; the gap values are
normalized by the maximum values of kT, in the respective material classes.
A, values are from tunneling and photoemission data (open symbols); A. values
are from Andreev, penetration depth and Raman By, data (filled symbols). The
figure is taken from Ref. [25].

From this analysis two distinct energy scales emerge, called by Ref. [25] pairing

energy, A,, and coherence energy, A.. These two gaps can be understood as the
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energy required to split the paired carriers and the energy range of coherence in the
superconducting state, respectively. Even if the interpretation of these observations
is controversial, an important experimental result is that both energy scales appear
to merge in the overdoped region.

In Chapter 7 the superconducting state is investigated in detail and an estimation
of the energy gap is given from measurements in different scattering geometries and

at several carrier concentrations.

2.6 Antiferromagnetic correlations in cuprates

Due to its proximity to the antiferromagnetic insulating phase the superconducting
state is affected by magnetic correlations, which become shorter in range with in-
creasing carrier concentration. Such correlations are believed to play an important
role in both the superconducting and the normal state properties.

Nuclear magnetic resonance measurements have revealed that the dynamical spin
susceptibility xs(q,w) strongly peaks at wave vectors close to q = (7w, 7) = Q [26].
As a consequence, it has been proposed [27, 28] that the electronic spectral density
at the Fermi surface and the electron-spin interaction are strongly anisotropic, lead-
ing to a qualitatively different behaviour for those quasiparticles which are located
at the k-points such that ex & exyq (with ex the band dispersion), called “hot”
quasiparticles, and those far away from this condition, named “cold” quasiparticles.

(m,m)

v

kya

Figure 2.10: Typical Fermi surface in the first Brillouin zone (solid line) and the
magnetic Brillouin zone boundary (dashed line). The hot spots are those regions
of the Fermi surface which can be connected by the wave vector Q = (m,m).
With this Fermi surface the cold quasiparticles are located along the Brillouin
zone diagonals.
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In fact, being located close to the momentum points on the Fermi surface which
can be connected by Q, the hot quasiparticles feel the effect of the antiferromagnetic
interaction and are strongly scattered. The cold quasiparticles, on the other hand,
feel only a weak effect of antiferromagnetic interaction and have a reduced scattering.

In Fig. 2.10 are shown the hot and cold regions of the Fermi surface, which are
located along the axis at (7, 0) and along diagonals at (7/2,7/2) respectively.

The existence of spots on the Fermi surface with anomalous scattering leads to
very anisotropic electron lifetimes. Among the experimental methods to investigate
this anisotropy transport does not play a key role, since the resistivity is dominated
by the lifetime in the points of the Fermi surface away from the hot spots (cold
spots) [29]. On the contrary, Raman scattering as a k-sensitive probe can inde-
pendently follow the evolution of the scattering rate of hot and cold quasiparticles
throughout the entire phase diagram, as is discussed in Chapter 6. The role of an-
tiferromagnetic fluctuations is investigated in detail in Chapter 8 both theoretically
and experimentally. As a result magnetic correlations are found to play a key role
both in the normal and in the superconducting states.
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Chapter 3
Raman scattering

The contribution of Raman scattering to the understanding of cuprate supercon-
ductors is related to its ability to probe excitation dynamics on different regions of
the Brillouin zone rather than being restricted to measure averages over the Fermi
surface. Due to this, Raman spectroscopy has proved to be a useful tool to study
these materials, to analyze the scattering rate of the electrons in certain regions of
the k-space above T, [30], and to investigate the magnitude and the symmetry of
the energy gap in the superconducting state [31, 32].

In this chapter the essentials of the theory of Raman scattering in metals are
summarized. In particular, the formalism to calculate the Raman response both in
the normal and in the superconducting state is introduced and is used later in this
thesis to interpret the experimental observations.

3.1 The Raman effect

Raman scattering is an inelastic two-photon process in which one photon with fre-
quency w; and momentum k; is absorbed and one photon with frequency wg and
momentum kg is emitted, while the material makes a transition from the initial
state |7) to the final state |f), as shown schematically in Fig. 3.1. The conservation

of energy and momentum in the process can be written as

hiw = hwr — hwg Raman shift

3.1
q=k; —kg momentum transferred to the system (3.1)

If the scattered photon has a lower energy than the incident one (w > 0), the process
is called Stokes, otherwise (w < 0) anti-Stokes.
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Stokes Anti-Stokes
AT T T AT
kS1('OS
k;, o N\ \ > k;,0; ks, 0g
—f
q,o
Y —i
A f q’O)

Figure 3.1: Schematic representation of the Raman effect. If w > 0 the process
is called Stokes, if w < 0 anti-Stokes.

3.2 Electronic Raman scattering

The intensity of inelastically scattered light is proportional to the differential photon
scattering cross section [33]

o w
o, 70 Sn(aw) (3.2)

0w w

where € is the solid angle for the scattered light, 7o = €2/mc? is the Thompson
radius, with e and m the charge and bare mass of the electron and ¢ the speed of light,
wr and wg are the frequencies of the incoming and scattered photons respectively.
Sy~ is the generalized structure function, which is related to the imaginary part of

the Raman response function x.,, through the fluctuation-dissipation theorem [34],

Sonl@,) =~ [1 4+ ()] Tm xy(a,) (3.3

with n(w) the Bose-Einstein distribution. The Raman response x., measures “ef-

fective electronic density” fluctuations, and at finite temperature is given by

B .
Yoy (@ i) = / dr &= (T, [a(1)5-q (0)]), (3.4)

with 8 = (kgT)™', T the temperature, T, the time-ordering operator and (...)
denoting a thermal average. The effective charge density operator pq is an average
over the Brillouin zone weighted by the k-dependent Raman scattering amplitude
Yialwr, ws) [31]

Pq = Z Viea(Wr, WS)CL+q,aCk,G (3.5)

k,o

where o is the spin index, CLU, ck,; are the creation and annihilation operators
of an electron with momentum k and spin o, respectively. In the following the

approximation of a weak dependence of the Raman scattering amplitude (or vertex
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function) vk q on q is used [31]. This is justified since q ~ 0 for the large optical
penetration depth in cuprates (A ~ 1000 A, Sect. 2.1).
The scattering amplitude can be determined starting from the Hamiltonian for

electrons interacting with an external electromagnetic field [34]
e e?
Hin = —— D A(r)-p;+ o D A(ry) - Afry) (3.6)
J J

where A(r;) is the vector potential, r; and p; are the position and momentum
position of the j** electron. The contributions up to the second perturbative order
in A are considered, since the process involves two photons. Assuming that the
initial and final state differ only by excitations of electrons within a given band and
that the intermediate state differs from the initial and final states only by a single

particle excitation [33], the Raman vertex for vanishing q is given by

1
(wr,ws) = e’ - e + — Z

hm
(n,Kle® - plv, k) (v, Kle! “pln,k) | (n,Kle! - ply k) (v, kleS -pln, k)] O
e(k) — e, (k) + hw; e(k) — e, (k) — hws
where el e® are the incident and scattered polarization vectors, p = —ihV,

e(k) = ek and ¢, (k) are the Bloch conduction and an intermediate state energies
respectively [35].

In general, as evident from Eq. (3.7), the Raman vertex depends nontrivially on
both the incident and the scattered photon frequencies. However, it was shown [35]
that, in the limit of vanishingly small light frequencies and for a single band near

the Fermi level, v can be related to the curvature of the conduction band and to

the incident and scattered photon polarization vectors e/** as
8281(
lim wr,Ws) = el e, 3.8
UJ],DJS—)OfYk( I S) MXV: “akuaklj 124 ( )

where terms of the order of 1 — wg/w; are dropped, and p,v = z,y. This approx-
imation, which is valid if the incoming laser light cannot excite direct band-band
transitions, is called “effective-mass approximation”. It has, however, a questionable
region of validity for cuprates, since the incoming photons have an energy of the or-
der of 2 eV, comparable to the bandwidth and the inter-band excitations according
to local density calculations [36].

An alternative approach [31] is based on the experimental observation that the
electronic continuum in the metallic normal state depends only weakly on the in-

coming frequency for a wide range of cuprate materials. Then the Raman vertex
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can be expanded in a complete set of orthonormal functions ®y,(k) defined on the

Fermi surface or in the Brillouin zone
’Yk(wf, ws) = Z’YL(WI: w5)<I>L(k), (3-9)
L

In general the functions @ (k) can be chosen to be Brillouin zone or Fermi surface
harmonics [37]. In this work, when this approach is used (Chapter 5, Chapter 6,
and Chapter 8) the prefactors 7 (wy,ws) are approximated to be constants, since
they represent the magnitude but not the k-dependence of scattering, and used as
parameters to fit the intensities measured experimentally. The role of the vertex
modeling and the dependence of the response on its details will be discussed later
in this work (Chapter 8).

3.3 Raman response function

The main process contributing to the Raman

response is represented diagrammatically in N )
Fig. 3.2, where the dashed and solid lines cor- XW — N /
respond to photonic and fermionic propaga- )/ \
tors, respectively. The shaded areas (7) rep- / \

resent the k-dependent Raman vertex, which . )
Figure 3.2: Feynman diagram for

the Raman response. Dashed and
tion. solid lines represent photonic and
The general expression for the Raman  fermionic propagators, respectively.

scattering would include also the effect of vertex corrections. For the issues in-

contains the detail of photon-electron interac-

vestigated in this work such effects have been shown to produce only minor changes
in the spectra [32] and are therefore neglected. Vertex correction become however
important for the evaluation of the transport coefficients [38]: they account for the
fact that back scattering is an effective means of degrading a current while forward
scattering is not [39].

The Raman response function x,, is therefore given by

. 1 . . .

Xy (Q, iw) = 5 Z WwG(k, iw )Gk — q,iw — iw) (3.10)
k,iw’

where the convention i = 1,kg = 1 is used. G(k,iw’) is the fermionic propaga-
tor, 8 = T7!, iw and iw' are bosonic and fermionic Matsubara frequencies [40],

respectively.
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In general, the electronic propagator is renormalized due, for example, to impu-
rities or to phonon mediated electron-electron interactions. The renormalized Green

function is then expressed through the Dyson equation,
G(k,iw) ™' = GOk, iw) ™ — B(k, iw) , (3.11)
which is graphically represented in Fig. 3.3. G is the bare propagator and ¥ is the

G G(O) G(O)
SIS SR SIS ) G WG W

+—O—0O—0— +

Figure 3.3: Schematic representation of the Dyson equation: the thick and thin
lines are renormalized and bare propagators respectively; the bubble represents
the self energy.

self energy, generally complex, X(k,w) = ¥'(k,w) + iX"(k,w). The imaginary part
" can be interpreted as causing the damping of the particle motion, and is related
to the mean free path of the excitation; the real part ¥’ represents an energy shift
of the excitation, which may change its dynamical motion.

Finally, the total Raman response has to be calculated in that gauge-invariant
form which results from taking into account the long wavelength fluctuations of
the order parameter to guarantee local charge conservation [32]. The total Raman
susceptibility thus follows as
X?yl (iw)
X1 (iw)
where x,1 and x;; are obtained by the replacement (k) — 1 in one or both bare

X(iw) = Xy (iw) — (3.12)

Raman vertices in Eq. (3.10). The response in this form is sometimes referred to as
“screened”. Since the scattering cross section is proportional to the imaginary part
of the response function (Eq. (3.2) and Eq. (3.3)), the imaginary part of Eq. (3.12)
must be taken after the analytic continuation to real frequencies, 1w — w + i0%.

In the next two sections the explicit expression for the Raman response will be

derived in both the normal and the superconducting state.

3.3.1 Normal state

1

In the normal state, the bare electronic propagator is G (k,iw)™! = iw — & and

therefore the renormalized one from Eq. (3.11) is

1
iw — & — (k, iw)

Gk, iw) = (3.13)



20 3. Raman scattering

& = ex — p is the band dispersion and p the chemical potential. The form and
the consequences of the band structure will be discussed in more detail in Sect. 3.5.
To analytically evaluate Eq. (3.10) it is convenient to use the Lehman or spectral

representation [40] for G(k, iw)

G(k,iw) = — / " dy Gk, y) (3.14)

T Ww—Y

where G"(y,k) is the imaginary part of the electronic propagator G(y,k) =
G'(y,k) +iG"(y,k); after performing the sum over the fermionic Matsubara fre-

quencies iw' [40] in Eq. (3.10) the resulting Raman response is

d d 113 1!
Yorr (@) ka/ y/ O G 1, )G (. K — )

TLF(?J2) - nF(yl)
Y2 — Y1 +w

(3.15)

with np(y) the Fermi-Dirac distribution.
Taking the imaginary part of the expression obtained performing the analytical
continuation iw — w + i0" Eq. (3.15) gives

Wl =30k / W Gy, )Gy — w, k — @) [ne(y) — nely —w)] (3.16)

The final expression can be further simplified taking the limit q — 0, because of the
large optical penetration depth in cuprates.

Note that, if the self energy is ¥ = 0, for phase space restrictions x”(w) is
identically zero. This, which can be shown by substituting the imaginary part
of the electronic propagator of Eq. (3.13) in Eq. (3.16), implies that a finite X is
required to evaluate the normal state Raman response.

At present there is not a widely accepted model describing the self energy al-
though the frequency, doping, temperature and momentum dependence of the single-
particle scattering rate are the subject of a wealth of investigations. In fact, since 3
includes the effects of many-body interactions, its determination is a crucial problem
in the understanding of the physics in cuprates.

Indirect measurements of the self energy can be made by different experimental
probes, since X is related to the quasiparticle lifetime. For example, transport
indicates that for optimally doped compounds the inverse lifetime at the Fermi level
is linear with temperature over a wide temperature range [41, 19] (see Sect. 2.4).
Furthermore, infrared studies indicate that the scattering rate is linear in both

temperature and frequency [42].
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Raman spectroscopy, being k-sensitive, can be expected to reflect variations of
3. in the k-space in the symmetry-dependent scattering rates. The best technique
to extract the details of the self energy is, however, angle-resolved photoemission
spectroscopy, which is a truly single-particle, k-resolved probe. In Chapter 5 the
detailed energy, momentum and temperature dependence of the self energy extracted

from photoemission data is used to interpret the Raman results.

3.3.2 Superconducting state

In the superconducting state the Nambu-Gor’kov formalism must be introduced to
preserve the Feynman-Dyson perturbation description [43]. The electronic propa-
gator, in the case of singlet pairing and in the BCS approximation, must be written

as a matrix and is
iwTo + &3 + A(k)7y

(iw)? — E(k)?
where 7; with ¢+ = 1,2,3 are the 2 x 2 Pauli matrices and 7y = 1; E(k) is the
dispersion of the quasiparticles F(k)? = A(k)?+&Z, with A(k) the superconducting

Gk, iw) = (3.17)

energy gap. In this case Eq. (3.10) is written as
Xy (4, W) —Tr Z A(k)G(k,iw") (k) Gk — q,iw’ — iw) (3.18)
k,iw’

where iw' are fermionic Matsubara frequencies, and (k) = 737y is the bare Raman
vertex. Tr denotes the trace operator.
After performing the Matsubara frequency summation over iw’ and taking the

trace of the resulting expression, in the limit q — 0, the Raman response is
Xy (iw) Z T (k (3.19)

where A(k, iw), called Tsuneto function, is

o AK)? E(k) 1 1
Al iw) = 5z tanh ( T ) [QE(k) tiw 2B(k) —iw (3:20)

Again, the imaginary part must be taken after the analytical continuation.

While Eqgs. (3.19) and (3.20) describe the main contribution to the Raman re-
sponse, processes of higher order may play a non negligible role in cuprates. In par-
ticular, antiferromagnetic correlations are observed in the superconducting phase of
several families of high-temperature superconductors [44, 45, 46]. For this reason,
this calculation is extended in Sect. 8.2 to include the scattering of quasiparticles

from magnetic excitations.
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3.4 Memory-function approach

A quantitative analysis of the dynamics of the carriers can be performed from the
experimentally measured imaginary part of the Raman response x”(w,T’) through a
recently developed memory-function approach [30]. The method consists in writing
the Raman susceptibility x(w,7’) in terms of a memory-function M (w,T’) [47] as

_ M(w,T)
X(w,T) = ot M@.T) (3.21)
where
M(w,T) =il'(w,T) + wA(w,T) . (3.22)

['(w, T) corresponds to the dynamical relaxation rate of the carriers and 1+\(w, T') =
m*(w,T)/m to the mass renormalization factor. From Eq. (3.21) and Eq. (3.22) the

imaginary part of the response function can be written as

wl(w,T)

W) = T A, 1)+ T2 T)

(3.23)

In order to extract I'(w,T’) and 1 + A(w,T) from the measured x”(w,T), it is
convenient to define two functions I(w,T) and K(w,T) as

I(w,T) = L(Z’T)
Ve e (3.24)
K@) = =27 [ 52(’5_’M)Qd§

where P stands for principal value of the integral. I' and 1+ A can now be rewritten
as [30]

B I(w,T)
F(w, T) = T2 (w’ T}(-{— w?{Q (CU, T) (3.25)
1+ AMw,T) = )

P(w,T) 4+ w?K?*(w,T)

where the constant R can be determined by the sum rule

2 oo 1 T
R= —/ Xw D)y (3.26)
T Jo w

Following this approach the Raman relaxation rates are studied in Chapter 6 as

a function of frequency, temperature and doping.
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3.5 Band structure effects

The knowledge of the band structure in cuprates is essential to determine the elec-
tronic properties: the shape and size of the Fermi surface, for example, determine
the type and number of charge carriers in the material as well as the charge and
spin dynamics.

Even if the determination of the band structure and therefore the Fermi surface
is not trivial since these materials exhibit broad ill-defined electronic excitations
due to the strong correlations [48], some key features are clarified by now especially
due to extensive ARPES measurements [14, 15]. In this section a more quantitative
description of the band structure is added to the general considerations of Sect. 2.2.

Since the electronic conduction in these materials takes place predominantly in
the CuO, planes, where copper and oxygen form an approximately square planar ar-
rangement, these layers are frequently modeled as a two-dimensional square lattice,
as shown in Fig. 3.4; a and b represent the crystal axes, a the lattice constant. The
hopping of an electron to the nearest neighbor or to the next-nearest neighbor site
is characterized by the hopping integrals ¢ and t', respectively. In a tight-binding
picture, the band & can be easily calculated and is

&k = —2t[cos(kya) + cos(kya)] + 4t' cos(kya) cos(kya) — p (3.27)

The parameters ¢, t' can either be taken from

local density approximation (LDA) calculations or e, © t [
determined by fitting the Fermi surface measured Rm
by ARPES. The first approach is based on the Ib ¢ ¢
observation that the 8-band Hamiltonian describ- © © ©

ing the copper-oxygen planes in cuprates can be a
down-folded into a 3-band Hamiltonian of which

Eq. (3.27) is the antibonding band [49]. The sec- Figure 3.4: Schematic model
ond approach is explicitly applied in Chapter 5, g "4y CuO, plane.

where the Fermi surface is directly determined

from ARPES measurements in an overdoped BSCCO sample.

The band structure resulting from Eq. (3.27) is shown in Fig. 3.5; the parameters
used for the plot are ¢/t = 0.45 and u/t = —1.373, which are typical values for
optimally doped samples. In this picture a variation of the doping is modeled by
changes of the chemical potential, which has the effect of rigidly shifting the band;
for example, a reduction of carrier concentration corresponds to a shift of the band

to higher energy values.
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Figure 3.5: Band structure and Fermi surface (FS) in the tight-binding model
of Eq. (3.27). The parameters used for the plot are '/t = 0.45 and p/t = —1.373
which correspond to a filling characteristic of optimal doping.

3.6 Symmetry properties of the Raman response

The importance of Raman scattering studies in the investigation of cuprates is due
to the fact that the polarization selection rules on the incident and scattered light
make Raman scattering a k-sensitive probe. In this section the symmetry properties

of the Raman vertex and the selection rules will be described.

3.6.1 Raman vertex

The symmetry properties of the Raman vertex are conveniently studied in terms
of Brillouin zone harmonics in the expansion of Eq. (3.9) which allows the separa-
tion of energy (wr,ws) and momentum (k) dependences in the function . Since
the Brillouin zone or Fermi surface harmonics transform according to point group

transformations of the crystal, the vertex is conveniently expanded as

Telwr,ws) =D i (wr, ws) B (K), (3.28)

where L marks the Lth-order contribution to the vertex which transforms according
to the pth irreducible representation of the point group symmetry of the crystal.
In a tetragonal Dy, crystal structure, which applies to most of the cuprates, the

lowest order contributions in the relevant symmetries are
®y,,(k) = constant + cos(k,a) + cos(kya) + ...
®p,, (k) = cos(kga)— cos(kya)+ ... (3.29)
®p,, (k) = sin(kza)sin(kya) + ...
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By,

Figure 3.6: Momentum dependence of the basis functions in the first Brillouin
zone: white and black mark maximum positive and negative values respectively;
the dashed lines are the points where the scattering amplitude vanishes.

The k-dependence of the basis functions in the first Brillouin zone is best clarified
by the contour plots explicitly shown in Fig. 3.6. The positive and negative values
are represented by white and black respectively, and the dashed lines mark the points
where the scattering amplitude vanishes. From that it is clear that the B, spectra
probes light scattering events along the k, or k, axes, By, probes the diagonals,
while A;, is a weighted average over the entire Brillouin zone. By comparison with
Fig. 2.10, By, mainly probes the "hot” electrons on the Fermi surface, while the By,
the ”cold” ones. In this manner information about the momentum dependence of
the quasiparticle scattering rate can be obtained.

Since the superconducting gap has a strong k-dependence (see Sect. 2.5), dif-
ferences are expected between the various symmetry channels. The B;, channel,
possessing the same symmetry of a d-wave gap, is an effective probe of the gap am-
plitude. The B,,, on the other hand, being most sensitive in the directions where
the d-wave gap vanishes, probes the low-lying quasiparticle excitations. The depen-
dence on doping and temperature of the response in the two symmetries is discussed
in detail in Chapter 7.

3.6.2 Selection Rules

The Raman vertex symmetry components can be directly projected out by a selec-
tion of the polarization orientations of the incident and scattered light [34]. In this
work, the reference for the polarization vectors are the copper-oxygen bonds of the
CuOy planes, being Z and ¢ parallel to the bonds, and 2’ and ¢" at 45°. The con-
nection between linear polarizations and symmetries is shown in Fig. 3.7 for linearly
polarized light.

As is clear from Fig. 3.7, the measured intensity is always the sum of two con-
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LINEAR POLARIZATION
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Figure 3.7: Symmetries which are projected out with different linear polariza-
tions. The arrows represent the polarization vectors of the incident and scattered
light.

tributions, independent of the choice of the polarization configuration. From this
set of measurements alone, it is not possible to extract the pure symmetries. The
problem has been solved up to now by assuming the Ay, component to be negligible
and the B;, and By, symmetries to be projected out with the polarization vectors
Z'y" and Z7, respectively. This is, however, not generally true and will be discussed
in Sect. 8.3. In this work, circular polarization configurations were measured in
addition to the linear ones. The combinations of spectra obtained with linearly

(Fig. 3.7) and circularly (Fig. 3.8) polarized light allows the extraction of all pure
symmetries.

CIRCULAR POLARIZATION

Figure 3.8: Symmetries which are projected out with different circular polar-
izations for the incident and scattered light.
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Chapter 4
Samples and experimental details

In this chapter the properties of the compounds analyzed and the details of the
experimental apparatus are described. Particular attention is paid to new facilities
which were built during this work to anneal and characterize the samples before the
Raman measurement. For the Raman apparatus, a new method to adjust appro-
priately the polarization states of the incident and scattered light was developed.
This method allows a precise polarization analysis and the exact determination of
all symmetry components of the Raman response.

4.1 Sample preparation and characterization

The availability of high quality single crystals, especially with a variety of doping
levels, is a difficult but necessary condition to perform experiments probing intrinsic
features. In cuprates, where in most of the cases the highest 7 is achieved at non-
stoichiometric compositions, imperfections such as inhomogeneities or impurities
strongly modify the observed properties. This motivated the establishment of a
method which is practical, simple to use and sensitive enough to check routinely
every sample before starting Raman measurements. The knowledge of the quality of
the samples is in fact fundamental to interpret correctly the spectroscopic behaviour
observed.

The samples studied in this work belong to three different material classes of
the hole-doped cuprates: LSCO, YBCO, and BSCCO. In each class, single crystals
with different doping levels are analyzed to investigate the dynamics of the carriers
in the entire phase diagram. The comparison of the results for different compounds
allows a separation of those features common to all cuprate from those specific to a

material class.
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4.1.1 Lay_,Sr,CuQOy4

Lay ,Sr,CuOy4 (LSCO) is characterized
by a body centered tetragonal struc-
ture, called the T-structure and shown
in Fig. 4.1. The CuO, planes, roughly
6.6 A apart, are separated by two LaO
planes which form the charge reservoir.
In the crystal the oxygen is in a O?~

state, the lanthanum in La®** and, to

conserve the charge neutrality, the cop-

13.29 A

per is in a Cu?" state, with a net spin of
1/2. Each copper atom in the conduct-
ing planes has an oxygen above and be-
low in the c-direction, called apical oxy-

gens. Therefore, in this compound the
copper atoms are surrounded by octa-
hedra of oxygens (shown in Fig. 4.1). -«
The dominant bonds are those in the 3.79 A

planes, since the Cu-O distance in the

Figure 4.1: Crystal structure of
c-direction (~ 2.4 A) is larger than in Lag ,Sr,CuOy.

the plane (~ 1.9 A).

The doping is achieved by substituting La3* by Sr?* which results in removing
electrons from the CuQOy planes. For Sr-concentrations between x ~ 0.05 and x ~
0.30 the material is superconducting [50]; the maximum transition temperature is
T, ~ 40 K found at a doping level z ~ 0.15.

The material undergoes several structural phase transitions. In fact, below a
temperature which depends on doping and is approximately 190 K at optimal dop-
ing, the copper atoms and the surrounding oxygen atoms move out of their positions
and form an orthorhombic structure [51].

In this work three single crystals have been studied: an underdoped (UD), an op-
timally doped (Opt) and a strongly overdoped non-superconducting (OD) one. All
the samples have been prepared and characterized by N. Kikugawa and T. Fujita at
Hiroshima University, Japan. The crystals were grown by the traveling-solvent-
floating-zone (TSFZ) technique and the Sr content was determined by energy-
dispersive X-ray spectroscopy. After polishing, the UD and Opt samples were
reannealed in flowing oxygen for 50 hours at 920°C, cooled down to 500°C in 50

hours, and kept for another 50 hours at this temperature. Finally they were cooled
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LSCO | 7. |AT.| p |Label
Laj ¢Srg.10CuOy 28K | 1K [0.10| UD
Laj g5510.15CuOy4 || 38 K | 1K | 0.15 | Opt
Laj 74S19.26CuQy || not SC - 0.26 | OD

Table 4.1: Lay_,Sr,CuOy samples studied, with the corresponding transition
temperature T,, transition width AT,, doping level p, and label used in the text.

down to ambient temperature in 50 hours. This procedure ensured that the crystal
surface was strain free. The characteristics of the samples studied are summarized
in Tab. 4.1. The transition temperature 7T, was determined from the ab—resistivity
Pab, Which is shown in Fig. 4.2 for all samples. The transition width AT, corresponds
to 10-90% width of the resistivity jump. The doping level p corresponds to the Sr
concentration (p = x).

4.1.2 YBaQCu306+x

YBayCu3Og,, (YBCO) belongs to the class of bilayer materials, since its
crystal structure is characterized by two copper-oxygen planes per unit cell,
separated by yttrium ions as shown in Fig. 4.3. The intra-bilayer dis-
tance (~ 3.2 A) is much smaller than the inter-bilayer one (~ 8.2 A).

10 ——Mmm—————————————
La,,Sr,CuO,

08 r

0.6

04 r

Pap (MO cm)

0.2 r

0.0 L=t , | | |
0 50 100 150 200 250 300

Temperature (K)

Figure 4.2: In-plane resistivity pq., of the Lay ,Sr, CuO, samples studied, be-
tween 4.2 and 300 K.
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The planar oxygen ions are shifted to-

ward the interior of the bilayer giving
rise to a buckling of the CuQO, planes
[52]. The conducting CuO, planes are
themselves separated by layers of atoms
containing barium, oxygen and copper,
which act as “charge reservoir”.

11.68 A

The number of carriers depends on

the oxygen content and can be quanti-
fied by the formula YBayCu3Ogy,. In

the case z = 1, the oxygen atoms out-

side the CuQOs planes form one dimen-

sional structures along the b direction

which are called the “Cu-O chains”, as
shown in Fig. 4.3. At the minimum
oxygen concentration (z = 0), no Cu-O  Figure 4.3: Crystal structure of
chains exist. Then the oxidation states Y522 CusOr.

are Y3+t for yttrium, Ba?* for barium, Cu?* and Cu'* for copper in the planes and

chains respectively, and O?~ for oxygen [53].

The concentration of the carriers in the conducting planes is modified by altering
the oxygen content in the Cu-O chains: the new oxygen becomes O?~ by trapping
two electrons from the Cu't of the chains. Since copper can give only one electron
to oxygen, holes are formed in the chains, which are partially filled by electrons of
the CuOs planes.

For z close to 0 an antiferromagnetic phase is observed. Above z ~ 0.4 (p ~
0.035) a magnetic transition into a short range antiferromagnetically correlated spin-
glass-like state is observed [54]. Above z ~ 0.4—0.5 (p =~ 0.05) the superconducting
phase develops [55]. The spin glass regime extends into the superconducting state up
tox ~ 0.6 (p ~ 0.10). The “optimal” composition, corresponding to the maximal 7,
is close to z ~ 0.93. Near z ~ 0.4 also a structural phase transition occurs, from a
tetragonal at lower doping levels, to an orthorhombic phase at higher concentrations
[56], similar to what is found in Lay_,Sr,CuQ,4. In this structural transition the

conduction planes CuQy are almost unaffected.

The YBCO single crystals measured in this work were prepared and characterized
by A. Erb at the DPMC, University of Geneve, Switzerland. They were grown in the
inert crucible material, BaZrOj3, technique which enables one to reach the highest

purity [57]. The samples studied and their properties are summarized in Tab. 4.2.
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YBCO | 7. | p |Label
YB&QCUgOﬁ - 0 AF
YBaQCu3OG_93 93.5 K | 0.16 Opt

Table 4.2: YBayCu3Ogy, samples studied with the corresponding transition
temperature 1., doping level p, and label used in the text.

The doping level p is determined from the measured 7T, using the empirical formula
[58]
T. = T/™[1 — 82.6(p — 0.16)?] (4.1)

where 77" the highest T, obtainable in the material.

4.1.3 BiZSrzCal_meCuzOng(;

BSCCO belongs to the family of bismuth-based cuprates, whose general formula is
BiySryCay1Cu,Ogpy 1446, where n = 1,2 or 3 corresponds to one, two or three CuO-
planes sandwiched between Bi-O insulating bilayers. In this work the compound
with n = 2 has been studied.

The crystal structure is shown in Fig. 4.4 in a simplified form, since the long
range modulation in the b direction is neglected. Note that the Cu-O bonds are not
parallel to the crystal axes, but rotated by an angle of ~ 45°. As a consequence of
the complex structure, BSCCO has the strongest anisotropy in transport properties
between in-plane and out-of-plane behaviour. The Bi-O double layers play a similar
role as the Cu-O chains in YBCO, in that they act as a charge reservoir. Because of
the rich structure, the doping adjustment, which is achieved by changing the oxygen
content 4, is more critical. To access the underdoped region of the phase diagram
the calcium atoms (Ca?") between the CuO, planes can be substituted by yttrium
(Y3H).

As-grown BiySroCaCuyOg 5 samples are typically close to the optimum doping,
and oxygen-annealing can be used to vary the oxygen content and therefore the
carrier concentration. The excess oxygen atoms are incorporated in the BiO plane,
resulting in remarkable superstructure modulations.

In contrast to the previous classes BSCCO can easily be cleaved to obtain fresh
surfaces because the bonds between the Bi-O layers are weak.

The single crystals studied in this work cover a wide doping range and are listed
in Tab. 4.3. p was determined from the measured 7, as described for the YBCO
samples.
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Figure 4.4: Crystal structure of BisSroCaj_, Y, CusOg 5.

The antiferromagnetic sample (AF) was grown with a flux method in a ZrO,
crucible by H. Berger at the EPFL in Lausanne, Switzerland. The optimally doped
sample (Opt95) was grown by Y. Ando, at the CRIEPI, Tokyo, Japan, with the
TSFZ method. The as-grown material had a superconducting transition of 7, = 86
K, but showed superconductivity up to 112 K, possibly indicating an admixture of
a trilayer phase. The sample was annealed in this work as described in Sect. 4.1.4,
and a T, = 95 K was achieved.

The optimally doped Opt92 and the overdoped OD78 were grown by the same
method and characterized by B. Revaz, at the DPMC, University of Geneva, Switzer-
land. OD78 is a particularly homogeneous sample with a 7, = 77.8 K and a tran-
sition width of only 0.2 K. From this sample two pieces were cut and annealed for

seven days at 350°C in oxygen pressures of 260 bar and 1400 bar, respectively. As
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BSCCO | 7. | p | Label
BisSroYCusOgy g - 0 AF
Bi,Sr,CaCuy0s.5 || 95 K | 0.16 | Opt95
BisSr;CaCuyOsss | 92K | 0.16 | Opt92
BipSroCaCuyOsss || 77.8 K | 0.20 | OD78
BipSroCaCusOsss | 65 K | 0.22 | OD65
BiySryCaCusOg.5 || 62 K | 0.22 | OD62
BipSr2CaCuyOss5 | 56 K | 0.23 | OD56

Table 4.3: BiySroCai_; Y,;CusOgys samples studied with the corresponding

transition temperature T, doping level p, and label used in the text.

a result, two more strongly overdoped samples were obtained, OD62 and OD56,
with 7T, ~ 62 K and 7T, ~ 56 K, respectively. The overdoped OD65 sample was
obtained from an as-grown sample prepared with the TSFZ method by B. Revaz,

also annealed for four days at 350° C in an oxygen pressure of 1400 bar. The heat

treatment conditions for the samples annealed during this work are summarized in

Tab. 4.4.
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Figure 4.5: Doping levels and corresponding critical temperatures scaled by the
maximal value of each material class for all the studied samples. The dashed line
represents the empirical law of Eq. (4.1).

In Fig. 4.5 are shown the characteristics of all the samples studied. The T,

divided by T."** of each material class is plotted as a function of the doping level p.

The dashed line represents the empirical law of Eq. (4.1).
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4.1.4 Annealing of the crystals

In this work many BSCCO single crystals were studied since a wide range of the
phase diagram is accessible. By varying the conditions of the sample preparation
like annealing temperature, oxygen partial pressure, and cooling procedure different
doping levels are obtained.

The “as-grown” samples have normally critical temperatures which are below the
maximal value and sometimes show inhomogeneous phases; to reach the highest 7,
which corresponds to optimal doping, the samples must be annealed for a few days
in air at high temperatures. Different hole concentrations can be obtained by an-
nealing the samples in oxygen atmosphere under appropriate conditions. A detailed
analysis of the properties of BSCCO pellets after different annealing procedures was
performed in Ref. [59] and is shown in Fig. 4.6. The lines represent iso-7 lines. Full
and open squares mark individual samples; the grey areas represent regions where
the crystal structure is not stable.

For single crystals a similar study is not existing, partly because the interplay of

oxygen concentration and cation composition is not yet completely clarified. It is in
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Figure 4.6: Investigation of the properties of BSCCO pellets for different oxygen
pressures and quenching temperatures from Ref. [59]. The lines represent iso-T,
lines and are spaced 5 K from 50 K to 90 K and 2.5 K above 90 K. Full and open
squares mark samples which resulted superconducting and non superconducting,
respectively; the grey areas indicate regions where the superconducting phase is
not stable.
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Sample H Time ‘ Temperature | g pressure

Opt95 | 3 days 850°C in air

OD65 || 4 days 350°C 1450 bar of O,
0OD62 7 days 350°C 260 bar of Oq
OD56 7 days 350°C 1400 bar of Oq

Table 4.4: Heat treatment for the annealing of the various sample studied,
indicating the sample label, the time of annealing, temperature maintained and
the estimated pressure inside the annealing cell.

fact observed that sometimes the annealing process modifies the samples irreversibly,
especially in the underdoped range. In particular, samples annealed in oxygen or
argon to reach underdoping result often damaged, probably because the oxygen is
taken out of the CuO4 planes rather then out of the charge-reservoir. For this reason
underdoping is mainly achieved by Y substitution [60].

The annealing at high oxygen pressure was performed in a cell made of
SWAGELOK® components. The cell with the samples inside was plunged into
liquid oxygen, filled with Oy, closed and tightened in the liquid. By warming the
cell, the oxygen becomes gaseous and the sample is in oxygen atmosphere. The es-
timated pressure at 350°C inside the cell is approximately 1800 bar. The annealing
pressure is more accurately determined by measuring the volume of the gas con-
tained in the cell when reopening it at room temperature after the heat treatment.
Typical oxygen pressures inside the cell at 350°C are roughly 1400 bar. In one
case, when the cell was made of used components, part of the oxygen gas was lost
upon warming the cell; in this case a pressure of only 260 bar was obtained. The
heat treatment conditions for the annealing of the various sample are summarized
in Tab. 4.4.

To investigate the results of the annealing procedure and characterize the samples
it is necessary to have a fast, easily operated and quite sensitive method for the
measurement of the critical temperature. In the next section the method and the

apparatus built during this work will be described.

4.2 T, measurement

For the analysis of sample properties before and after the annealing process a new
experimental setup has been built during this work. The method used was in-

troduced originally to measure the critical current density J. and the transition
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temperature 7, in high-transition temperature oxides [61]. Its main advantage for
our purposes is to be contactless, so it leaves the surface to be later measured by
light scattering unaffected. This method is preferable to the simple susceptibility
measurement, because its higher sensitivity allows the measurement of a signal at
the superconducting transition also in samples of sub-millimeter dimensions. In ad-
dition, it allows a probing of sample inhomogeneities which could arise, for example,
from a too short annealing process.

The method consists in measuring the third harmonic component of the ac-
susceptibility of the sample when immersed in a sinusoidal electromagnetic field. The
non linear components of the ac-susceptibility are a measure of the losses induced
by flux motion in a type-II superconductor. Above T, the nonlinear response is
vanishingly small; well below 7, the critical current J. is greater than the current
induced by the ac magnetic field in the sample. In this regime, the dissipation is
small and the third harmonic is again too small to give a detectable contribution.
Close to T, however, J. drops to zero and a hysteresis occurs in presence of an
alternating magnetic field. The surface losses due to hysteresis generate then an

anharmonic signal.

4.2.1 Methodology

The existence of anharmonic components of the ac-susceptibility can be understood
in terms of the Bean model [62] for type-II superconductors which is based on
the assumption that there exists a limiting constant macroscopic superconducting
current density J.: any electromotive force due to an applied magnetic field, however
small, will induce this full current to flow locally.

The flux density profiles in a slab of thickness d when a small alternating field
H,. is applied parallel to the surface are shown in Fig. 4.7. In the state marked
by (1) no magnetic field is applied and no current flows in the material. When a
small field is applied, a current density flows in a surface layer so that the internal
local field is reduced to zero (2). At this stage vortices are created due to the
applied magnetic field. A further increase of the field to its maximum value Hj (3)
will produce a bigger region of penetrating field in the sample. When the field is
reduced, the direction of the current density is reversed at the surface. At the time
the field reaches the zero value again (4), the trapped field inside the vortices causes
the current density to be different from zero. The existence of a hysteresis, and
of the associated irreversibility, generates the higher harmonics, including therefore
the third, in the ac-susceptibility.

The derivation of the harmonic components is not straightforward and depends
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Figure 4.7: Current density and local field in a slab when a small alternating
field H, is applied parallel to the surface.

on the model for the pinning forces in the sample. Here the derivation of Shatz et
al. [63] is considered, where the effect of a small external ac-field H,. on a type-1I
superconductor immersed in a dc-field Hy. is derived. The magnitude of the third

harmonic x3 of the ac-susceptibility is

Ix3| o< 6(H™) 0(1 — §(H™)) + (5(]1{*) \/52(213*) — 5(11;1*) +250(6(H")—1) (4.2)
where 6(z) is the Heavside function, and 6(H*) is a parameter which measures the
extent of penetration of the field into the material. It therefore depends on H*, the
local field inside the sample, which is given by H* = 4waJ./c with J, the critical
current density, 2a the width of the slab and ¢ the speed of light. The analytical
expression of §(H*) depends on how the pinning forces are modelled; the simplest
form is the one given by the Bean model, 6(H*) = H,./H".

From Eq. (4.2) it is clear that |x3| is the sum of two components, one proportional
to 6 and therefore inversely proportional to the internal field H* for low values of
the applied field H,., and one inversely proportional to ¢ and therefore linear in H*
for values of the applied field greater than H*.

For the specific measurements performed in this work, it is of interest to under-
stand the temperature dependence of |xs|. The temperature dependence of J. can

be approximated in a two fluid picture [64] as

T\? 7\*
1— (= 1— (=
(5] - &)
In Fig. 4.8 the dependence of the third harmonic component for various H*(T =
0)/H,c on the normalized temperature 7'/T, is plotted using Eq. (4.2) and Eq. (4.3).

1/2

JAT) = (4.3)
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Figure 4.8: Temperature dependence of |x3| for various values of the applied ac
field within the Bean model.

From Fig. 4.8 it is clear that for any H*(T = 0)/H,. the critical temperature is
marked by the onset of the anharmonic signal. This will be used as the criterium
for the determination of 7, in all the samples characterized.

The physical origin of the peak may be understood by considering the ratio
between the amplitude of the alternating field H,. and the difference between the
local fields in the middle and at the surface of the sample. When this ratio is small,
the alternating field does not penetrate much into the sample; the whole signal is
small and so are its harmonics. Any increase of this ratio will result in a larger
signal. However, beyond a certain point the alternating field penetrates the whole
sample and the signal reaches its maximum possible value. Any further increase of
the ratio will not change the signal, but the resulting normalized harmonics (relative
to H,.) will be smaller. In the framework of the Bean-model we can understand
this feature as follows. For H,., < H* at T < T, J. is large. As the temperature
increases, the amplitude of the third harmonic x3, being proportional to the inverse
of J., should increase since J. decreases with increasing temperature. But as the
temperature approaches T,, the critical current becomes very small causing H* to
become much smaller than H,., so that the nth component x,, becomes proportional
to H*. As a result, x, should decrease with J.(T') near T,, and we should expect a

peak somewhere near the transition temperature.
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4.2.2 Experimental setup

electronics

|
He — |

| | —X — pump

— (o)

(b)
(a)
o head
coil o
sample 5

Figure 4.9: Schema of the cryogenic
apparatus used for the measurements of
the critical temperature. (a), (b), (c) are
three stainless steel tubes.

leads

sample

When planning the setup, its applicabil-
ity in an ultra-high vacuum (UHV) en-
vironment was considered. In fact, in
later development, the setup with only
minor modifications can be used for in-
situ characterization of samples in an al-
ready existing UHV chamber for Raman
measurements. For this reason, among
different possible configurations a “self-
inductance” geometry with only one coil
placed in proximity to the samples, was

selected.

The schema of the experimental setup
is shown in Fig. 4.9. The dip stick is
designed for use in a He transport ves-
sel. The sample is attached to a copper
head fixed at the end of a stainless steel
tube (a). Two other concentric tubes, (b)
and (c), allow the different volumes to be
evacuated separately. To avoid thermal
oscillations and to reach an equilibrium
between the sample and the environment,
the adjustment of the cooling power dur-
ing the sweeps is quite critical. The inner
most volume is generally filled with He as

coil heater

A

[C=

heat
sink

spring

heat Pt
sink resistor

Figure 4.10: Detail of copper head of the setup used for the measurement of T,.



40 4. Samples and experimental details

a contact gas. In principle such volume can be filled with He and pumped in order to
reach temperatures below 4.2 K. The outer volume is either evacuated for thermal
insulation or filled with low pressure gas for cooling.

On the copper head (Fig. 4.10) the heat sinks for the electric leads, the coil
on which the sample is pressed by a capton spring, and a heater, made of a
twisted pair of manganin wires, are placed. The temperature is measured by

a platinum resistor inserted into a hole and fixed with an stainless steel spring.

coil leads The sample is pressed against a pancake-
coil (Fig. 4.11). The coil is made of 140 turns
of 66 pum wire, wound by filling in a groove

spring A Vi plastic (vespel) support. This guarantees
N the stability of the coil, since glues like GE

varnish cannot be used if this setup has to

be used in UHV. To have a good signal to
sample plastic noise ratio it is important that the coupling
support

between the coil and the sample is maximized.

Figure 4.11: Detail of the sample ~ With the sample pressed on the plastic sup-

and coil mounting. port the distance between the coil and sample

is approximately 0.5 mm.

The leads carrying the current to the coil and the heater are copper wires with

a diameter of 0.1 mm; all the others are manganin wires of the same diameter.

Generally twisted pairs are used. The leads carrying the high frequency signal to

and from the coil are inside separate German silver tubes over the entire length to
screen the high frequencies used.

The electronic setup is shown in Fig. 4.12. The sinusoidal potential that drives

fllteI1 E__:F_{_l _____ :F_{ E)____________:Fi; _____ i flltel‘z
— WW—\WW MW i —
| coil !
V(o) 9 i RC§D sample | M
A | i lock-in
Nt R ] Ry

Figure 4.12: Schema of the electronic setup used for the T, measurements. V(w)
and V3 (3w) are the exciting and measured voltages, respectively. Ri-R4, Ry and
R, are resistances, and A and B mark two points were the ground of the circuit
can be disconnected.
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the coil is generated by the internal generator of a lock-in amplifier Stanford SR810.
The frequency of the excitation signal selected was w = 33.31 kHz and its amplitude
between 0.1 and 0.5 V. The output of the generator has to be filtered (filter 1)
to suppress the higher harmonic components which are emitted together with the
ground wave. This is particularly important because the measured signals are in
the range from some tens of nV to a few pV depending on the size of the sample.
The second filter (filter 2) is a Q-filter which allows only the frequency 99.94 kHz
to pass and has a rejection of the fundamental frequency greater than 140 dB. This
reduces considerably the signal at the entrance of the lock-in and allows the use of
high sensitivities without saturating the internal amplifier of the lock-in.

The resistance of the Cu wires, represented as R; and Ry in Fig. 4.12, is 52 €2;
that of the manganin wires, Rz and Ry, is 176 €). In series with the resistance of the
incoming wire there is a resistance Ry = 27 {2 on which most of the potential drop
is expected to happen. The coil has a resistance R, = 6.0 €.

The insulation of the electronic circuit from the noise of the net and the ground-
ing of the different electronic instruments is particularly important in this measure-
ment, due to low level of the signal arising from the typically 0.5 mm?x 0.05 mm
size of the samples. For this reason the ground of the circuit can be broken at two
points, A and B in Fig. 4.12. By careful filtering the non-linearity of the function
generator the noise level can be reduced below 50 nV, achieving a signal to noise of
~ 40.

The temperature sweeps are performed using an I'TC503 Oxford Instruments
temperature controller, which allows the range and duration of the sweep to be
programmed with good accuracy. The proper measurement of the temperature
dependence of the third harmonic signal requires also that the cooling rate is not
too high and thermal equilibrium of the sample with the environment has to be
achieved. In case the temperature sweep is too fast the third harmonic curves
show a strong hysteresis during the thermal cycle which can be as large as 5 K.
Therefore, a fast sweep with a rate of 1 K per 30 s is performed initially to identify
the approximate transition temperature, and afterwards the actual measurements
are performed with a slower sweep of 1 K per min in a small window around the 7.

Then the hysteresis is negligible.

4.2.3 Sample measurements

In this section, the measurements for the optimally doped BSCCO sample Opt95
are described. In Fig. 4.13 the absolute value of the signal at 3w is shown for

two different excitation voltages applied to the coil, 0.5 and 0.2 V. The critical
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Figure 4.13: Third harmonic signal for the optimally doped Opt95 BSCCO as
a function of temperature for two values of the applied voltage to the coil.

temperature of the sample is 95 K and the sharpness of the onset demonstrates the
homogeneity and the good quality of the crystal. As expected (Fig. 4.8), the third-
harmonic signal rises abruptly as the sample is cooled below 7. The increase in

magnitude of |ys| with increasing H, reflects the increase in nonlinearity, including
hysteresis, in the magnetization as a function of field.
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Figure 4.14: Third harmonic signal for the optimally doped Opt95 BSCCO

normalized to the maximum as a function of reduced temperature for two values
of the applied voltage to the coil.



4.3. Setup for the Raman experiments 43

The two curves are best compared if the data are divided by the respective
maximum value of the |x3| and plotted as a function of the reduced temperature,
as shown in Fig. 4.14. As predicted (Fig. 4.8), the temperature at which the signal
first appears does not change with the magnitude of the applied field. The curve
itself, however, becomes broader and the maximum shifts to lower values when H,.
is increased. Therefore, although the total signal is lower, it is preferable to use a

small excitation signal.

4.3 Setup for the Raman experiments

The optical setup for Raman measurements is schematically shown in Fig. 4.15. The
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ol (- —
1> 14
02 P2
Y P1 O1 15 T
ML 0O, al NEAL A N L
LN R o VI RV V A GV R S
A2 CM S3 L6 == S
CCD

Figure 4.15: Schema of the Raman experimental setup. L1-L7 are achromatic
lenses; S1-S3 pin-holes or slits; PMC is a prism-monochromator; M1-M3 mirrors,
P1-P2 polarizers; CM compensator; O1-O3 objectives; S shutter.

light source is an Ar™ ion laser, Coherent Innova 304. Different lines of the laser at
458 nm, 514 nm and 528 nm have been used to investigate the dependence of the
inelastically scattered light upon the excitation energy. In addition, measurements
at 647 nm have been performed using the light emitted by a Kr* ion laser, Coherent
Innova 400.
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A first spatial filter, composed of two achromatic lenses with focal lengths f =
30 mm (L1) and f = 50 mm (L2) and a pin-hole with diameter 30 um (S1), is used.
As a result, the contribution of the plasma radiation from the laser tube, which
is characterized by a much higher divergence as compared to the coherent laser
mode, is eliminated. A finer spectral filtering can then be achieved by the prism-
monochromator (PMC). An adjustable slit (S2) between two achromatic lenses both
with f = 100 mm (L3 and L4) allows the rejection of the undesired lines which differ

from the laser line by more than 30 cm™!.

With a Glan-Thompson polarizer (P1) it is possible to prepare strictly linearly
polarized light. The A/2-retardation plate placed just before the polarizer rotates
the polarization of the outcoming laser light and allows adjustment of the power
incident on the sample. In order to make the spectra directly comparable, it is
important that the power absorbed by the sample is independent of the polarization
configuration. A precise adjustment of the polarization of the light incident on the
sample is achieved with a Soleil-Babinet compensator (CM) described in more detail
in Sect. 4.4.3.

An additional spatial filter, composed of a microscope objective lens (Spindler
and Hoyer, x10) (O1), a pin-hole with diameter 20 um (S3), and an achromatic lens
with focal length f = 30 mm (L5), is finally used to obtain a homogeneous Gaussian
beam. The light is then focussed on the sample surface with another achromatic lens
with f = 250 mm (L6). The angle of incidence of the beam is adjusted according
to the optical constants of the sample so to have minimum reflected intensity for

parallel polarized light.

The sample is placed in a cryopumped
vacuum of ~ 5 x 10~7 mbar of a He-flow
cryostat. Through the thermal contact with
a cold finger it is possible to maintain the
sample at temperatures between 1.8 K and
330 K. The temperature is measured by a
Si diode on the sample holder. More details
of the cryogenic equipment can be found in

reference [65].

The correct alignment of the sample is

fundamental to exploit properly the Raman

selection rules. For this reason, a Laue image

_ is taken after mounting the crystal on a gold-
Fl_gure ,4'16: Detail _Of t,he samp le plated sample holder, so that the sample can
orientation and polarization adjust-

ment.
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be placed with the Cu-O bonds parallel or at 45° with respect to the xyz laboratory
frame (Fig. 4.16). The incoming polarized light hits the surface at an angle of
incidence of approximately 60°; the light reflected by the sample is absorbed by a
beam stopper.

In Fig. 4.16 an example of the measuring geometry is shown: the polarizations of
the incident and of the scattered light are along the x and y directions, respectively,
corresponding therefore (see Sect. 3.6.2 and Fig. 3.7) to the Ay, + By, symmetry
components.

The inelastically scattered light is collected by a camera objective (O2) (Minolta,
f =58 mm, 1:1.4). The selection of the polarization of the scattered light is achieved
by a A\/4-retardation plate and a second polarizer (P2). For linear polarizations, the
retardation plate is not necessary and is therefore oriented with its fast or slow
axis parallel to the transmission axis of the polarizer P2. However, when circular
polarizations are of interest, the retardation plate is used to transform the circular
polarization into a linear one. An additional \/2-retardation plate in front of the
entrance slit of the spectrometer rotates the linearly polarized light into the direction
of maximal transmission of the spectrometer.

The spectrometer is a Jarrel-Ash 25-100 double monochromator with the grat-
ings mounted in the Czerny-Turner configuration. The two monochromator stages
are symmetrical and subtractively coupled (Fig. 4.17). The light focussed on the

entrance slit

M2
M3
¥
A 1
exit slit SM4

Figure 4.17: Double monochromator used for the Raman measurements; SM1-
SM4 are spherical mirrors, M1-M2 plane mirrors and G gratings.
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entrance slit is collimated by the first spherical mirror (SM1) and reflected as paral-
lel light on the grating (G). The dispersed light is collected by the second spherical
mirror (SM2) and focussed on the intermediate slit to enter the second identical
stage.

The light outcoming from the exit slit is focussed by an achromatic lens with
focal length f = 200 mm (L7) and a camera objective (O3) (Nikon, f = 50 mm,
1:1.18) on the CCD chip (Tektronix TK-512), cooled by liquid nitrogen to —110°C.
Since the scanning spectrometer is operated in subtractive mode, the detection is
single-channel and the CCD is virtually used as a photomultiplier. The advantage
over the latter is that for long-time acquisition the signal-to-noise ratio is much
higher because the read-out noise being the main source does not increase with the
acquisition time.

The intensity of the spectra is given in units of photon counts per second (cps)
normalized to the power absorbed by the sample. The temperatures reported in
this work have been corrected for the heating of the sample due to the absorption
of the laser light. For details of the determination of the sample temperature see
[34, 65]. The total intensity is subject to variations because of several sources not
sufficiently controllable, such as the influence of adsorbed surface layers. To correct
for these effects, the spectra are adjusted so to coincide between 800 and 1000 cm .
This procedure is justified by the temperature independence of the mean value of

the scattered intensity in this spectral range [30].

4.4 Polarization analysis

As introduced in Chapter 3, the capability to probe different symmetries is achieved
by adjusting the polarization states of the incoming and scattered light. However,
independent of the polarization state selected, the light is always a sum of two
different symmetries and without a complete set of polarization configurations it
is not possible to extract the pure symmetries (see Sect. 3.6.2). Up to now the
extraction of the different contributions has been based on the assumption that the
Ay, symmetry is not active in cuprate materials [66]. However, inconsistencies in
the high energy analysis of the Raman spectra [30], together with the proposal of
chiral excitations in cuprate superconductors [67, 68] have motivated a more detailed
polarization analysis.

The proper adjustment of the polarization state is a challenging task because it
requires the knowledge of the optical properties of the material and of the effects

induced by the optical components in the light path before the sample. These are in
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fact necessary elements to finally calculate the polarization state inside the sample.

4.4.1 Electrodynamics of metals

The propagation of the electromagnetic field into the sample can be studied by

modeling it as a metal, and considering the Fresnel formulas for the transmitted and

reflected waves [69]. Given an incident plane wave, with A and A, the amplitude

components of the electric field parallel and perpendicular to the plane of incidence,

respectively, the amplitudes of the transmitted wave are

T,

Tj
and of the reflected wave

R,

Ry

A
I 04 R
AIR\< nq
METAL N,
T

Figure 4.18: Incident (I),
reflected (R) and transmit-
ted (T) waves at the air-
metal interface.

which are defined as

t, =

2n1 cos 64

n1 cos 01 + Ny cos By
2n1 cos 04

o coS 67 + nq cos by I

71 €0S 01 — 7o cOS O,

n1 cos 01 + N cos By

4.5
Ty €OS 01 — 1y cos O, (4.5)

Tig cos 01 + mq cos By I

Here n; and 79 are the indices of refraction of air
and of the metal, respectively, and 6, is the angle of
incidence (Fig. 4.18). The index of refraction must
be taken as complex, N = na(1 + iks); ko is called
the attenuation index. For the angle 6, the law of

refraction still holds

sin @y = Ai sin ;. (4.6)

Ng
Since 7y is complex, so is 0y, which therefore has no
longer the simple meaning of the angle of refraction.
To evaluate the propagation of light in the ma-
terial it is useful to introduce the transmission and

reflection coefficients for the electric field amplitude

Ty
Ay
i
A

= IJ_ +Z t’j_ = TJ_eiQBJ'
(4.7)
= t+it] = 7
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and
R .
r, = —AL = 7 +ir] = prext
. (4.8)
R . . ’
G = A_|| = 7‘|" —+1 ’f'|l|' = ,0||6ZX|| .

Transmitted field

The relevant question for the measurements is how the two components perpen-
dicular and parallel to the plane of incidence are absorbed and phase shifted due to
the interface. This, in fact, allows the determination of how any specific polariza-
tion, which can always be decomposed into a sum of a perpendicular and a parallel
component, is transformed inside the sample. In particular, the absorption and the
phase difference are described by 7; and ¢; (with ¢ =1,||), respectively. To deter-
mine explicitly these quantities from Eq. (4.4) it is most convenient to introduce

two functions uy and vy such that [69]
’fLQ COS 92 = U9 +1 Vg . (49)

From Eq. (4.6) and Eq. (4.9) uy and v, are given by

2u2 = ni(1 - kK2) —n?sin?0; + \/[ng(l — k3) — n?sin® 0] + 4n3k3

207 = —[n3(1—k3)—nisin’6] + \/[ng(l — k3) — n?sin® 01 + 4n3k} .
(4.10)
With these two functions, it is finally possible to extract ¢; and 7; from Eq. (4.4)

as functions only of the angle of incidence and the optical constants of the material.

The resulting expressions for the perpendicular component are

= arctan | ———
! <n1 cosfy + u2>

4.11
) 4n? cos? 6, (411)
T =
L n? cos? 0; + 2ny cos By uy + ud + v2
and for the parallel component
¢| = arctan <_n%'£2 cos 0, (1 +2/£§) + 1 (Ugka — Uz))
n3 cos by (1 + k3) + ni(ug + Kovs) (4.12)
2 4n3n3 cos® 01 (1 + K3)
[

[n2(1 — k3) cos 0) + nyus? + [2n3ks cos By + nyvg)?

These expressions are all that is needed to determine fully the propagation in the
sample, once the angle of incidence of the laser light on the sample (;) is determined

and the optical constants are measured. The method to determine ns, established
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Figure 4.19: Amplitude of the transmission coefficients of the sample for the
electric field parallel (1) and perpendicular (7. ) to the plane of incidence as a
function of the angle of incidence 6,. The plots are calculated for 7o = 1.83(1 +
i 0.39).

during this work, is described in Sect. 4.4.2. An example of the absorption and of
the phase shift experienced by the electric field inside the sample as a function of

the angle of incidence are shown in Figs. 4.19 and 4.20, respectively. The plots are

O T T T T T T T T

phase difference

-7'[/2 : 1 ! 1 ! 1 ! 1 ! 1 ! 1 ! 1 ! 1 !
0 30 60 90

01(°)
Figure 4.20: Phase difference experienced at the interface by the transmitted
electric field parallel (¢|) and perpendicular (¢ ) to the plane of incidence as a

function of the angle of incidence 6,. The plots are calculated for fis = 1.83(1 +
i 0.39).

calculated taking for the index of refraction the values obtained for an optimally
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doped YBCO sample 15 = 1.83(1 + 4 0.39).

It is worth noticing that high temperature superconductors have in general highly
anisotropic optical properties. Therefore, the measurement of n, and ko must be
performed in exactly the same geometrical configuration as used for the Raman

measurements.

Reflected field

The interest in the reflected field is related to the necessity to measure the com-
plex index of refraction 7y of the samples, before being able to adjust the proper
polarization state. The optical constants of the sample can be determined by mea-
suring how the light with a given polarization state transforms due to the reflection
on the sample surface.

It is convenient to introduce the ratio between the reflection coefficients, P, the

difference in phase shift, A, and an angle v as

P = tanz/):p—L
P (4.13)

A = x—xL-

It can be shown [69] that from Eq. (4.5) and Eq. (4.6) the following expression holds

for the complex index 7

VA3 —sin®6;  cos 2¢ + isin 2¢sin A . (4.14)

sinf; tanf; 1+ sin 2y cos A

From this expression, the optical constants ny and ko of the sample can be de-
termined by measuring P and A, and the angle of incidence #;. The practical

realization is described in the next paragraph.

4.4.2 Measurement of the optical constants of the samples

Since P and A characterize the difference in absorption and phase shift of the
reflected parallel and perpendicular components, they can be directly measured by
fixing a convenient polarization state before the sample and measuring the resulting
elliptical polarization of the reflected light.

The setup for this measurement is shown in Fig. 4.21. The incoming light is
linearly polarized by the first polarizer (P1) at 45° with respect to the x direction of
the laboratory frame, so that the parallel and perpendicular components have the
same amplitude and phase. Through a lens L6 (see Fig. 4.15) the light is focussed on
small flat piece of the sample surface, typically of size of 0.5 mm?, to obtain a uni-

formly reflected spot. The reflected light is absorbed by a power meter (PM), which
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Figure 4.21: Setup used for the measurement of optical constants of the sample.
P1-P2 are polarizers, L6 a lens and PM the power meter. The transmission axis
of each polarizer is marked by the double arrow in the x-y plot. 01 is the angle of
incidence and ® the angle between the transmission axis of the second polarizer
and the x direction of the laboratory frame.

measures the intensity as a function of the angle ® between the transmission axis
of the second polarizer (P2) and the x direction of the laboratory frame. Since the
two incident waves have the same phase and amplitude, the ellipticity measurement
of the reflected light gives directly P and A.

An example of the elliptically polarized reflected light intensity is shown in
Fig. 4.22, where the intensity is plotted as a function of ® for an optimally doped
YBCO sample (see Tab. 4.2). The measured intensity is related to the ellipticity of
the light by the expression

2 2
I(®) = % cos> ® + % sin? @ + % sin? 20 cos § (4.15)

where a; and ay are the x and y components of the electrical field, respectively, and
0 is the phase difference between the y and x components. By fitting the data, as
shown in Fig. 4.22, a,, as and § are directly determined. Since in this configuration
the x direction is parallel to the plane of incidence, it is clear that P = tany = as/a,

and A = —¢. For this sample the resulting optical constants are 7o = 1.83(1+4 0.39).

4.4.3 Calibration of the Soleil-Babinet Compensator

For the adjustment of the proper polarization state outside the sample a Soleil-
Babinet compensator (Bernhard Halle Nachfolger) has been used [69]. As shown
in Fig. 4.23, it is composed of three quartz pieces, two wedges (b,c), and a plane-
parallel slab (a), with the optical axis oriented perpendicular to the optical axes of
the two wedges.
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Figure 4.22: Intensity of the light

reflected by the YBCO sample Opt (Tab. 4.2)

as a function of the angle ® of the second polarizer, measured at an angle 8 = 60°.
The dashed line is the best fit using Eq. (4.15).
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Figure 4.23: Sketch of the Soleil-
Babinet compensator. The optical
axis of the first slab (a) is perpen-
dicular to the axes of (b) and (c).
The grey arrow marks the direc-
tion of movement of wedge (c) for
increasing values of d.

8y — 8

Therefore, the compensator has two de-
grees of freedom, the optical path inside the
material, and the angle between the polariza-
tion of the incident light and the optical axis of
the first element. In practice the optical path
can be modified by changing the position of
the wedge (c) with respect to (a) and (b), as
indicated by the grey arrow in Fig. 4.23. This
shift between (c) and (b) is controlled by a mi-
crometer screw and is measured through the
quantity d. The angle of the optical axis of (a)
can be adjusted through another micrometer
screw to within 1/20 of degree. It is therefore
possible with the Soleil-Babinet compensator
to prepare any desired type of elliptically po-
larized light. If the optical axis of piece (a) is
along the y direction of the laboratory refer-
ence frame, the phase shift between the x and

y components is given by

2
= o = nel(hy = ho)] (4.16)
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with A the wavelength of the incoming light, ny and n. the ordinary and extraordi-
nary indices of refraction of the material (ng = 1.544 and n, = 1.553 at A = 589 nm).

To be able to use the compensator, a proper calibration of the instrument is
necessary at each specific wavelength used. This is performed by determining the
relative position of the two wedges (b) and (c), hy, and the exact orientation of the
optical axes of the three pieces. A possible configuration for the calibration of the

compensator is shown in Fig. 4.24.

P2 iris

@0 cM @W

Figure 4.24: Setup used for the calibration of the compensator. PI1-P2 are

polarizers, CM the compensator and PM the power meter. The transmission
axis of each polarizer is marked by the double arrow in the x-y plot.

The compensator is placed between two crossed polarizers (P1 and P2), and
the power meter (PM) measures the intensity transmitted by the second polarizer.
An iris diaphragm is necessary to block the multiple reflections coming out of the
compensator. In this configuration, assuming that the wedges are placed so that
0 # 0, a rotation of the compensator around the optical axis will have the effect of
changing the angle between the incoming polarization and the optical axis of the
first piece (a). It is therefore clear that a minimum of the intensity is measured by
the power meter when this axis is parallel or perpendicular to the transmission axis
of the first polarizer, since in this case no phase difference is introduced between the
x and y component and the light will be blocked by the second polarizer. Once the
position of the optical axis with respect to the laboratory frame is determined, the
phase difference as a function of the shift of the wedges, measured by a parameter d,
can be determined measuring the maxima and minima of the transmission intensity
when only d is varied. The distance between two maxima or minima corresponds to
a phase shift of 27.

The variation of the phase shift with the wavelength is summarized in Tab. 4.5,
where A\, is the laser wavelength, dy represents the § = 0 position and Ad, is the
variation of the parameter d corresponding to a phase shift of § = 7. The small
variations of the value of dy, which should be independent of )\, are probably due to

a slight misalignment of the compensator.
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Az, (nm) ‘ do (mm) ‘ Ad, (mm)

458 14.87 291
931 14.82 3.43
633 14.82 4.16

Table 4.5: Wavelength dependence of the phase shift of the compensator. Af
is the laser wavelength, dy the § = 0 position, and Ad, is the variation of d
corresponding to a phase shift of § = .

4.4.4 Preparation of the polarization state of the incident
light

Once the compensator is calibrated and aligned, and the properties of the sample
are measured, the polarization state of the incoming scattered light can be adjusted.
First, the ellipticity necessary to produce the desired polarization state inside the
sample must be determined. Then, after adjusting the compensator to produce the
proper phase difference, the polarization state of the light just in front of the en-
trance window of the cryostat has to be measured, using Eq. (4.15). Although the
calibration described in Sect. 4.4.3 allows the determination of the compensator set-
tings corresponding to a certain phase shift, minor adjustments are always required,
mainly because of the mirror M3 (Fig. 4.15).

The polarization states adjusted before the sample and expected inside the sam-

BEFORE THE SAMPLE INSIDE THE SAMPLE
1.0 T T T T T T T T T T T

05 | 1t :

St

0.5 | 1t -

- 1 O . 1 . . 1 . . 1 . . 1 .
-10 -05 0.0 05 10 -10 -05 0.0 05 1.0
EX EX
Figure 4.25: Example of preparation of the polarization state to have circularly

polarized light inside the sample. The sample is the optimally doped YBCO
sample (Opt in Tab. 4.2).
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ple are shown in Fig. 4.25 for the optimally doped YBCO sample (Opt in Tab. 4.2).
Note that the scattered light, being measured at normal incidence, is not affected

by the propagation in the metal, and no corrections are required.
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Chapter 5

Two-particle and single-particle
relaxation rates: experimental and

theoretical results

In this chapter experimental angle-resolved photoemission spectroscopy (ARPES)
data of an overdoped BSCCO sample are analyzed to determine the single-particle
properties of the carriers. These results are then used to calculate the Raman
response, which is finally compared to the experimental observations. Since pho-
toemission is a single-particle probe in contrast to Raman, which is a two-particle
probe, this approach allows the identification of those features of the Raman spectra
which can be traced back to single-particle properties.

5.1 Loose ends in the normal state Raman obser-

vations

The normal-state Raman spectra are characterized by several features which are
still not at all understood. In addition to the anisotropy between B, and By,
symmetries, which becomes more and more pronounced with underdoping, a large
scattering intensity is observed in all symmetries up to energies of at least 1 eV. As
introduced in Sect. 3.3.1, the self energy is not only necessary to observe inelastic
light scattering in the normal state, but is crucial for the understanding of the
spectral shape. At present, however, there is no agreement on the form of the self
energy since the electronic interactions in the cuprates are still an open issue.
Different theoretical models have been proposed so far. The effect of an impurity

potential on free electrons, for example, has been studied [70]. In this picture, the
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spectra have a peak at an energy of the order of the scattering rate and then fall off
at large frequencies and can therefore not fit the large flat continuum observed up to
energies of 1 eV. The response of a nested Fermi liquid was also calculated, leading
to a frequency and temperature dependent scattering rate 1/7* = max{s7T, aw},
where o and § are constant prefactors [71]. This form of the scattering rate, while
yielding a qualitatively good agreement between the theoretical curves and the mea-
sured spectra at high frequencies, does not explain the channel dependence observed.
More recently the model of a nearly antiferromagnetic Fermi liquid was explored and
the Raman spectra calculated [72]. The idea is that the strong magnetic interactions
between the quasiparticles are peaked at or near the antiferromagnetic wavevector
Q = (n/a,m/a) (Sect. 2.6 and [27]) and lead to an anisotropic self energy. Al-
though a qualitative agreement with the experiments is achieved at low frequencies,
substantial deviations are observed at high frequencies.

In this work a new type of approach is used which is based on the determination of
the single-particle self energy from photoemission data. The form of the self energy
obtained is then used to calculate the Raman response and allows the understanding

of the experimental spectra in a large energy range.

5.2 What photoemission spectroscopy measures

Angle-resolved photoemission (ARPES) essentially measures the probability of cre-
ating a photoelectron with an energy hw; and wave vector k; by an electron with
energy hiw and wave vector k inside a solid. Under the assumption that the pho-
toelectron leaves the sample so quickly that the interaction with the photohole left
behind is negligible (“sudden approximation”) the intensity of the photocurrent can
be written as [73, 74]

I(k,w) = |M(k)|*[A(k, w)np(w)] ® Ryx + B(w) (5.1)

where M (k) represents the matrix element linking the initial and final electronic
states, A(k,w) is the single-particle spectral function, ng(w) is the Fermi-Dirac
distribution function, and ® marks the convolution with the energy and momentum
resolution function R, k. B(w) is an energy dependent background, which contains
extrinsic effects such as inelastic scattering of the photoelectrons, and which is only
weakly momentum dependent.

The information related to the single-particle properties are contained in the
spectral function. In fact, A(k,w) is related to the imaginary part of the single-
particle Green function G(k,w) as A(k,w) = —2G"(k,w) [40], where G(k,w) =
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G'(k,w) +1G"(k,w). From Eq. (3.13), after performing the analytical continuation,

the spectral function can be written as

~ 25" (k, w)
[w =& — X'k, w)]? + [Z(k, w)]?

Ak, w) = (5.2)
where ¥ = 3 4 43" is the self energy (Sect. 3.3), & = ex — p the band dispersion
(Sect. 3.5). The convention & =1 and kg = 1 is used. Therefore A(k,w) must be
extracted from the measured intensity expressed by Eq. (5.1).

The influence of the matrix elements, which can produce dramatic variations
in the angular distribution of photoelectrons [75, 76|, can be accounted for using
a “self-normalization-procedure”. The measured intensity is divided by a quantity
which mimics the matrix-element effects but at the same time is a slowly varying
function of momentum. Two methods successfully applied to the determination of
the Fermi surface topology consist in dividing the data by the signal at the highest
binding energy available or by the intensity integrated over all energies [74]; the

former method will be used in this work.

The knowledge of the spectral function, or equivalently of the imaginary part
of the single-particle Green function, is all that is needed to calculate the Raman
response function (Sect. 3.3). The derivation of A(k,w) from the measured intensity
in Eq. (5.1) is however non-trivial and depends substantially on the quality of the
experimental data. It is also worth noticing that to calculate a response the spectral
function has to be determined for all frequencies (—oo < w < oo), while ARPES
only probes occupied states (w < 0 at 7' = 0 if the Fermi level is taken as reference),
as implied by the Fermi-Dirac distribution function in Eq. (5.1). To overcome this
problem particle-hole symmetry is assumed, that is A(w) = A(—w) [77]. While
holding for low frequencies (w < T'), this approximation probably fails for large
w [77]. The direct extraction of the spectral function from the measured intensity
is further hampered by the lack of detailed knowledge of the additive extrinsic
background B(w) which itself is w-dependent.

The new electron analyzers employed in the last few years allow the simultane-
ous measurement of the photoemitted intensity as a function of both energy and
momentum. This permits a new approach, used in this work, which explores the
momentum rather than the traditional energy dependence of the spectral function
in Eq. (5.1). Given the set of measurements analyzed in this thesis this approach is
preferable also because of the much finer mesh of data in k-space as compared to

the energy space.

For k near the Fermi wavevector kr, and varying normal to the Fermi surface,
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the band dispersion can be linearized as
& = vy (k — kp) (5.3)

where v is the bare Fermi velocity and the band dispersion is measured with respect
to the Fermi level. The real part of the self energy can also be expanded around the
Fermi surface as ¥'(w) ~ w(0%'/0w), =0, since ¥'(w = 0) = 0 [40]. Then Eq. (5.2)

can be written

2% (k, w)
Alk,w) = — : 5.4
S GRS 730 Ry o a7 )
and, introducing the renormalized Fermi velocity op = v%/[1 — (0%'/0w)u=0)],
Eq. (5.4) can be rewritten to emphasize the k-dependence as
22// k 02

2 2
w Yk, w
e 2]+ [2]
Assuming that ¥ (k,w) is not strongly dependent on k, Eq. (5.5) implies that the
intensity measured at a fixed w, as a function of k£ perpendicular to the Fermi surface

is essentially a Lorentzian centered at

1
kmaac = kF +w— (56)
VF

and with a half width at half maximum (HWHM) of
Ak = |2"(w)l/(vF) (5.7)

The validity of these approximations will then be tested analyzing the intensity
as a function of a k normal to the Fermi surface at different angles on the Fermi
surface ¢.

The conventions used in this work to label any k-point through the angle ¢
and the magnitude of the wave vector k& = |k|, measured starting from the point
(r/a,m/a), are shown in Fig. 5.1. The momentum dependence of the measured
intensity is derived keeping the angle ¢ fixed and varying the magnitude of the
wave vector k, represented schematically by the arrows in Fig. 5.1. These “cuts”
in momentum space at a fixed binding energy are called momentum distribution
curves (MDCs). The advantage of this method of performing MDC is that the cuts
are approximately perpendicular to the Fermi surface. Whenever the curve strongly
deviates from a Lorentzian, the dependence of the self energy on the amplitude
momentum is not negligible, and the approximations of Eq. (5.6) and Eq. (5.7) are
not valid any longer.
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These considerations alone already show

the advantage of an analysis based on the
k, MDCs. Another motivation for this choice is

that MDCs have a constant background since

(0,0)

Figure 5.1: Method used to

obtain momentum distribution
curves (MDC) from cuts in mo- does not affect the determination of the quan-

measured at a fixed energy, which therefore

mentum space at a fixed binding  tities ko, and Ak. In addition, these curves
energy. ¢ is the angle around the o}y o well defined peak in the normal state at
Fermi surface; the cuts are labeled

all points on the Fermi surface even if a peak in
the EDC is not visible any longer [78]. Finally,

given the set of data available for this study, with a relatively coarse mesh of energies

by the angle.

and with an energy resolution of only 20 meV, an analysis based on interpretation
of the MDC is more robust.

5.3 Photoemission results on overdoped
BigSI‘QC&CUgOg.M

In this section raw photoemission data of an overdoped Pb-BSCCO sample with
T. = 71.9 K are analyzed [15]. The advantage of partially substituting Pb for Bi
in BSCCO samples is that the structural modulation along the crystallographic b
direction characteristic of BSCCO disappears, simplifying the observed MDCs. The
experiments were performed by S. Borisenko and co-workers at the Institute for
Solid State and Material Research, IFW Dresden, using monochromatic, unpolar-
ized He I radiation and a SCIENTA SETS200 analyzer [74]. The energy covers a
range from -220 meV to 120 meV in steps of 10 meV around the Fermi energy;
in momentum space a mesh of 4117 k-values covers roughly half of the Brillouin
zone. The temperature of the sample was 300 K, and the resolution achieved was
0.014 A= x 0.035 A=* x 19 meV for the full width at half maximum (FWHM)
momentum (parallel and perpendicular to the analyzer’s entrance slit) and energy

resolution, respectively.
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OD 719K

Figure 5.2: Momentum distribution map (MDM) at the Fermi energy measured
at 300 K. Light colors correspond to higher intensities. The raw data cover half
of area shown and have been rotated by 180° around the (0,0) point to produce
an image over the entire first Brillouin zone (FBZ) marked with a dashed line.

The analysis of these data is performed starting from the momentum distribution
maps (MDMs), which are images of the Brillouin zone, taken at fixed binding energy.
The momentum distribution map at the Fermi energy is shown in Fig. 5.2, where
the intensity at the Fermi level divided by the intensity integrated over the entire
available range is plotted. The bright points determine the location of the Fermi
surface. From these data the lattice constant a turns out to be about 3.9 A, in good

agreement with the tabulated value [79].

5.3.1 Experimental Fermi surface and Fermi velocity

The topology and character of the normal state Fermi surface can be effectively in-
vestigated by photoemission spectroscopy. The experiments confirmed the existence
of a large hole-like surface centered at the corners of the Brillouin zone as predicted
by band structure calculations [80, 81]. The improvements in energy and momen-
tum resolution achieved in the last years have allowed to settle controversial issues
such as the existence of shadow Fermi surfaces and diffraction replica [82] and, quite
recently, the existence of a splitting of the bands due to the interaction between the
CuO, layers [83, 84, 85].
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Figure 5.3: MDC at ¢ = 45° and zero binding energy. The dashed line is the
best Lorentzian fit to the data. The maximum of the curve determines the Fermi
wavevector kr(45°), and the HWHM is called Ak(45°).

Fermi surface

To remove the effect of the matrix elements, the data are self-normalized by
dividing the signal at the binding energy of interest by the signal at the highest
binding energy available, i.e. 220 meV. As mentioned in Sect. 5.2, this operation
is necessary to obtain the single-particle spectral function. The Fermi surface is
determined from Eq. (5.6) as the locus of the k,,q,-values in the MDM taken at the
Fermi energy (Fig. 5.2). Therefore cuts in the Brillouin zone as shown in Fig. 5.1
are taken at every two degrees for 0° < ¢ < 90°. Each curve is characterized
by a peak with an approximately symmetrical form which is fitted by a Lorentzian
curve to determine kpqz (9, w = 0) = kr(¢) and Ak(4). As an example, the MDC
obtained at ¢ = 45° and w = 0 is shown in Fig. 5.3.

The resulting Fermi surface is plotted in Fig. 5.4. The dashed line corresponds
to a fit using the tight-binding band given in Eq. (3.27)

—2t[cos(kza) + cos(kya)] + 4t' cos(kya) cos(kya) —p =0 .

The parameters obtained from the fit are #'/t = 0.45 and p/2t = —0.55.

To investigate more carefully the effect of the matrix elements the results for
kr(¢) and Ak(¢) for different self-normalization procedures have been investigated
in this work. While the Fermi surface itself is completely robust, the momentum

width of the MDCs, Ak(¢), is most precisely determined when the self-normalization
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Figure 5.4: Fermi surface obtained from the maximum of the MDCs. The
dashed line is a fit within the tight-binding model of Eq. (3.27), with t'/t = 0.45
and p/2t = —0.55.

is performed by dividing the spectra by the intensity at the highest binding energy.
This is clearly related to a better elimination of matrix element effects which allows
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Figure 5.5: Dispersion resulting from MDCs at ¢ = 45° at different binding en-
ergies (left panel). Band dispersion for the tight-binding model band of Eq. (3.27)

(right panel). The grey rectangle marks the area investigated in the left panel.
FS is the Fermi surface.
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a relatively flat background and consequently a reduction of the errors on the width

determination.

Fermi velocity

To obtain the imaginary part of the self energy from in Eq. (5.7), the Fermi
velocity as a function of the angle ¢, v%(¢), must also be determined. However, the
Fermi velocity determined from the band dispersion corresponds to the renormalized
Fermi velocity @ [86], and the bare one v%(¢), cannot be measured. For this reason,
Up is used in practice to determine the self energy [87].

The band dispersion resulting from the
maximum of the MDCs at ¢ = 45° at

different binding energies is clearly linear, 4t

and is shown in Fig. 5.5. From a linear b
fit to these data the Fermi velocity results
Op(¢p=45°) ~2.2eV A ~33x107 cms !, n

consistent with previous results on the

A/s)

015 (

same material [74].

The angular (¢) dependence of the

VFX1

mean velocity of the electrons is derived -
from the variations of the band struc- 1¢

ture €y, determined as in Fig. 5.4, for k-

intervals perpendicular to the Fermi sur-

O N N N N N
face or, restoring #, 0O 15 30 45 60 75 90

12a(9) ¢ (°)
~ B (5.8)

UF

Figure 5.6: Renormalized Fermi ve-
locity as a function of the angle around
creteness of the experimental data (Aex =  the Fermi surface.

The symbol A is used because of the dis-

+10, 20, ... meV). The result of averaging over different Aey is shown in Fig. 5.6.
The Fermi velocity has a small angular modulation, being maximal at the nodal
direction, 9p(¢ = 45°) ~ 3 x 107 cm s™!, and minimal at the antinodal directions
Up(¢p =0°,90°) ~ 2 x 10" cm s 1.

5.3.2 Momentum dependence of the self energy

The observation that the spectral function for Fermi surface crossing along the
(m,0) — (7, ) direction in the Brillouin zone (antinodal or “hot” region) is smeared
by strong scattering as compared to the spectrum along the (0,0) — (7, 7) direction

(nodal or “cold” region) [83] has been ascribed to a strong momentum dependence of
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Figure 5.7: Half width at half maximum Ak of the MDCs as a function of the

angle ¢ around the Fermi surface. The dashed line is the fit to the data obtained
using Eq. (5.9).

the quasiparticle self energy, whose imaginary part is responsible for the scattering
rate. Now, from the width of the MDCs it is finally possible to verify the extent
of the anisotropy of the single-particle self energy and therefore of the quasiparticle
scattering rate.

The half width at half maximum Ak (Fig. 5.3) at different angles ¢ on the
Fermi surface is shown in Fig. 5.7. Ak shows a modulation and is maximal at the
antinodal points (¢ = 0°,90°) and smallest at the nodal direction (¢ = 45°). The
angular dependence of the Ak can be described by the function

Ak(¢) = Aky + Ak cos®(2¢) (5.9)

The parameters resulting from a fit to the data are Ak, = 0.037 A~' and Ak, =
0.051 A~'. These values are consistent with those in Ref. [15].

Using Eq. (5.7) it is finally possible to evaluate the momentum dependence of
the imaginary part of the self energy at the Fermi energy (w = 0), which is shown
in Fig. 5.8. From a fit to the data with the same angular dependence of Ak(¢) the
modulation of |¥"| around the Fermi surface results as

Ci(¢) = |2 (¢p,w = 0)| — |£"(45°,w = 0)| = (67 meV) - cos?(2¢) . (5.10)

Since the momentum width (Fig. 5.7) and 9x(¢) (Fig. 5.6) have different depen-

dences upon ¢, the strong variation of Ak(¢) is partially compensated in the self
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Figure 5.8: Absolute value of the imaginary part of the self energy at the Fermi

energy as a function of the angle ¢ around the Fermi surface. The dashed line is
the fit to the data.

energy. Still, |X"| is maximal at the antinodal directions marking a stronger scat-
tering rate as compared to the nodal directions where it is minimum, as expected
from other indirect observations [78, 86].

5.4 Derivation of the Raman response from
single-particle properties

In the traditional Fermi liquid picture, an electron in a solid becomes “dressed” with
a “cloud” of excitations acquiring a different effective mass but still behaving like a
single-particle excitation or a “quasiparticle”. In the cuprates, where the electrons
are strongly correlated and highly interacting with different excitations, the question
as to the appropriateness of this picture is still under debate. At optimum doping
and in the underdoped region of the phase diagram several experiments seem to
indicate a breakdown of this scenario [87, 3.

As introduced in Chapter 3, it is the single-particle self energy Y (k,w) that
reflects fundamental interactions in a many-body system; ¥ has a two-fold effect:
it renormalizes the dispersion relation &, and introduces a finite spectral linewidth
r=-2%"

Here, the self energy directly derived from the photoemission data is used to calculate

7 = h/T is the lifetime of the quasiparticles in the interacting system.

the Raman response for overdoped samples.
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5.4.1 Single-particle self energy

From the analysis of the raw photoemission data the momentum dependence of the
self energy is obtained in this work. However, due to the poor energy resolution
and the lack of measurements at various temperature, the energy and temperature
dependence of the self energy is taken from experimental observations on comparable
samples by other groups [78, 74].

Recent photoemission studies in optimally doped BSCCO have provided evidence
that the imaginary part of the self-energy has a linear temperature dependence along
the Brillouin zone diagonals independent of the binding energy for small energies and
a linear energy dependence independent of temperature for large binding energies
[87]. This behaviour seems to support a marginal-Fermi liquid picture [88, 89].

The temperature dependence of the full width at half maximum Ak of the MDCs
of an optimally doped BSCCO sample is shown in Fig. 5.9. [78]. Ak is linear in

0.15

0.10

Ak (A

0.05

0.00 ‘
0 100 200 300

T (K)

Figure 5.9: Full width at half maximum Ak of the MDCs as a function of
temperature for different positions on the Fermi surface for an optimally doped
BSCCO from Ref. [78]. The different cuts are shown in the right panel. FS is the
Fermi surface. The widths are measured at the Fermi level and at the leading
edge in the normal and in the superconducting (grey region), respectively.

T, being reminiscent of the temperature dependence of the resistivity [41], with a
small zero-temperature intercept Cy ~ 9 meV.
Including the dependence on the angle ¢ around the Fermi surface, the imaginary
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part of the self energy can be represented as

(g0, T) = = |C(9) + v/{aw)” + (BT)?] . (5.11)

C(¢) includes the zero-temperature contribution (Cp) and the angular modulation
(C1(¢)) given by Eq. (5.10)

C(¢) = Co + Ci(9) (5.12)

«a and S are two dimensionless constants which characterize the variation of the
self energy with energy and temperature, respectively. From other measurements
by the same group on similar samples, it has been shown that the experimental
EDCs are consistent with the values & = 1.1 and 8 = 2 [74]. Therefore these values
are used in this calculation. Since the self energy represents the scattering rate
of the quasiparticles, it cannot become arbitrarily large for increasing w, implying
an unphysical, vanishingly small mean free path. Therefore, a smooth cutoff wy is
introduced by multiplying the imaginary part of the self energy (Eq. (5.11)) by a
Lorentzian, and a constant value equal to the maximum of the function is taken
for the energy dependent term at high frequencies. In Fig. 5.10 the low energy
dependence of the imaginary part of the self energy is plotted in the nodal (¢ = 45°)
and antinodal (¢ = 90°) directions, for three temperatures. In Appendix A the high-
energy properties of X" are shown in more detail.

The real part of the self energy is calculated analytically by Kramers-Kronig
transformation of the imaginary part to satisfy causality. The explicit analytic

expression of the real part is reported in Appendix A.

5.4.2 Raman response

As described in Sect. 3.3.1, the Raman response function in the normal state is given
by (Eq. (3.16))

) = 30k [ 26 06"y - ok - a) e~ nely—w)] (.19

—0o0

where np is the Fermi-Dirac distribution function and 7y is the Raman vertex. The

imaginary part of the renormalized electronic Green function G”(y, k) is

E”(y, k)

Gl = e ST+ T )

(5.14)

with & the band dispersion.
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Figure 5.10: Variations of the imaginary part of the self energy with frequency
at three temperatures at the antinodal (¢ = 0°, panel (a)) and nodal (¢ = 45°

panel (b)) directions.

The analytical calculation is further simplified by approximating the Fermi sur-

face as cylindrical and by changing the 2D k-sum in an energy and an angular

integration around the Fermi surface

Xk:—>/02wd¢/_(:deN(

€)

(5.15)

where N(e) is the density of states, which is considered constant and equal to its

value at the Fermi level N(¢) ~ N(e = er) = N since the electrons participating

in the interaction are mainly those with energies around the Fermi energy. Within

these simplifications and for q — 0, it is possible to write the response function as

) = Ne [Cdo [ o) [T L inrty) - nely )

e T

G”(ya €, ¢)Gll(y —Ww,E¢, ¢) .

(5.16)

The energy integration can be performed analytically assuming that the self
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Figure 5.11: Theoretical Raman response in Bi, and B, symmetries. The
parameters used for the plot are o = 1.1, =2, T = 100 K, Cy = 9 meV, and
Wy = 1eV.

energy depends on k only through the angle ¢ around the Fermi surface. The

resulting expression for the Raman response is

Xy, (w) = Np /

—0oQ

o0

dy ey~ )~ ne(w)] [ "4 (6)

X'y — w, 8) + X"(y, ¢)
X'y —w,0) = X'(y,0) + )P+ [E"(y —w,¢) + X"(y,9)*

In Fig. 5.11 the Raman response given by Eq. (5.17) is plotted for By, and By,
symmetries. The values of the parameters used are o = 1.1, § = 2, T = 100 K,
Co =9 meV, and wy =1 eV.

The evolution with temperature of the response is shown in Fig. 5.12 for the By,
(panel (a)) and By, (panel (b)) channels. The curves are calculated for 7" = 100, 200,
300 K; the other parameters have the same values used for Fig. 5.11. The spectra
have been adjusted at w = 1000 cm~! to allow a better comparison of the low

frequency spectral shape. In both symmetries the initial slope of the spectra, which

(5.17)

is proportional to the lifetime of the carriers, increases with decreasing temperatures.
This result is consistent with experimental Raman observations, as will be discussed

in detail in Sect. 6.1 (see for comparison Fig. 6.3).

5.4.3 Comparison with Raman experimental results

The comparison of the theoretical curves and the experimental Raman observations
is shown Fig. 5.13. The data correspond to the overdoped BSCCO single crystal
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Figure 5.12: Temperature dependence of the theoretical response in By, (a)
and in By, (b) symmetries. The parameters used for the plot are o = 1.1, f = 2,
Co =9 meV, and wyg =1 eV.

with T, = 78 K and p = 0.20 (see Tab. 4.3). The fit to the data is performed by
adjusting the cutoff frequency wy = 5 meV, which is the only parameter not derived
from experimental ARPES measurements. The other parameters are o = 1.1, 8 = 2,
T =200 K and Cy =9 meV.

As is clear from Fig. 5.13, a good agreement between the theoretical curves and
the experimental data is obtained both for the low-frequency spectral shape and the
high-frequency continuum in B;, and By, symmetries. From this analysis it appears
that the two spectroscopic techniques are consistent in the overdoped regime. In
other words, the Raman observations can be understood qualitatively in terms of

single-particle properties as detected by photoemission.
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Figure 5.13: Comparison between the experimental measurements (points) and
the calculated response (lines) in Bi, and in By, symmetries. The parameters
used for the plot are « = 1.1, =2, T =200 K, Cy =9 meV, and wy =5 eV.

5.5 Experimental indications of many-body ef-

fects

In conclusion, through the approach described in this work the experimental Raman
spectra can be traced back to an energy, momentum and temperature dependent
self energy consistent with photoemission results.

When the carrier concentration is reduced, substantial modifications in the prop-
erties of the excitations are expected. From the Raman spectra the anisotropy be-
tween the B, and the By, responses is strongly doping dependent. In particular, in
By, symmetry the Raman lifetime in the static limit becomes shorter with decreas-
ing carrier concentrations in contrast to the By, where the doping dependence is only
moderate [30]. The question whether this can still be attributed to single-particle
self energy properties arises.

The evolution of Ak(¢) with doping has been recently studied in BSCCO by
photoemission [15]. Surprisingly, the ¢ dependence of the momentum widths was
essentially doping independent. The authors argue that the observed anisotropy
could actually be the result of two contributions, the splitting of the band due to the
presence of two CuO, planes (bilayer splitting) and the angular dependence of the
coupling to the interactions. In principle, the two effects could have opposite doping
dependences. However, since the anisotropy of the self energy is unaffected by the

carrier concentration, it is clear that this alone cannot account for the experimental
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Raman results in the optimally and underdoped regimes. These results indicate
that the evolution of the Raman spectra with doping cannot be derived only from
single-particle properties and is probably to be ascribed to many-body effects.

In Chapter 6 the evolution with doping of the Raman spectra is investigated in
detail and discussed within a scenario where a putative quantum phase transition

happening in the phase diagram of the cuprates (see also Sect. 2.3) is considered.
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Chapter 6

Observation of an unconventional
metal-insulator transition above

the critical temperature

In the overdoped region of the phase diagram, the observed Raman spectra are
consistent with angle-resolved photoemission spectroscopy (ARPES) results, as dis-
cussed in Chapter 5. However, when the carrier concentration is reduced the two
spectroscopic techniques seem to reveal different properties of the dynamics of the
carriers. In fact, while the single-particle self energy (see Sect. 5.4.1) does not dis-
play substantial variations with doping [15], the Raman spectra undergo dramatic
modifications [30].

To solve this inconsistency, detailed measurements of the Raman spectra in
BSCCO in the normal state over a wide doping range are presented in this chapter.
As a result of the study of the temperature and symmetry dependence of the Ra-
man measurements, a strong anisotropy of the electronic relaxation rates is observed
which cannot be explained by single-particle properties alone. Therefore, a new phe-
nomenological model is developed here, which allows a quantitative understanding
of the Raman results in terms of an unconventional metal-insulator transition. The
results in other compounds, YBCO and LSCO, are also presented for comparison.

6.1 Experimental results in Bi;SroyCaCusOg.;

The experiments on BSCCO have been performed on the set of crystals Opt92,
0OD78, OD62 and OD56 (Tab. 4.3). The samples in the crucial doping range (OD62,
OD56) were obtained from the same extremely homogeneous overdoped single crys-

tal (OD78) cut in pieces and annealed in different oxygen partial pressures, as de-
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Figure 6.1: FElectronic Raman response at T = 180 K in By, symmetry of
differently doped samples. The critical temperature and the doping level are
indicated.

scribed in Sect. 4.1.3.

The electronic Raman response x”(w, p) for differently doped samples at a fixed
temperature 7' = 180 K is shown in Fig. 6.1 for B;, symmetry and in Fig. 6.2 for By,
symmetry. The contribution of the lattice vibrations has been subtracted out. The
overall intensities of the spectra are adjusted by a multiplicative constant to allow
the comparison of the spectral shapes at low frequencies. The doping dependence
of the intensity at 800 — 1000 cm™! is discussed in Sect. 7.1 and in [30].

By comparing the sets of spectra in the two symmetries, it is clear that the
Raman response x"(w,p) shows a very different evolution with doping. In By,
symmetry (Fig. 6.1) the response is strongly suppressed below 2000 cm ™!, indicating
the opening of a gap in the electronic excitation spectrum upon decreasing carrier
concentration. In contrast, in By, symmetry (Fig. 6.2) there is only a very weak
doping dependence, as if a gap would exist only for the antinodal quasiparticles.

The evolution of the spectra with the carrier concentration is best evinced when
also the temperature dependence is studied. In Fig. 6.3 the raw Raman spectra of the
strongly overdoped sample OD62 are shown for By, (a) and for By, (b) symmetries
in the normal state at 206 K, 114 K and 80 K. The temperatures discussed here are
already corrected to include the heating of the sample due to the absorption of the
laser light. The sharper features superimposed on the broad electronic continuum

are due to lattice vibrations. The low-frequency response (w < 200 cm~!) depends
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Figure 6.2: Electronic Raman response at T = 180 K in By, symmetry of
differently doped samples. The critical temperature and the doping level are
indicated.

on temperature in a rather similar way in the two symmetries: the initial slope
of the spectra, which is proportional to the lifetime of the carriers, decreases with
increasing temperature, indicating typical metallic behaviour.

The previous observations can be compared with measurements for another over-
doped sample (OD78) with a smaller carrier concentration. The Raman response in
By, symmetry is shown in Fig. 6.4 (b) at the three temperatures, 242 K, 190 K and
91 K. The spectra in this symmetry are similar in shape and temperature evolution
to those of the strongly overdoped sample (OD62, Fig. 6.3 (b)). In the By, channel,
however, there is hardly any temperature dependence at all for the sample with
p = 0.20 (Fig. 6.4 (a)).

Finally, the results for a slightly underdoped sample with 7, = 92 K and p = 0.15
[90] are shown for comparison in Fig. 6.5. While in By, symmetry (panel (b)) there is
still a decrease of the slope at low frequencies with increasing temperature, just the
opposite temperature dependence is observed in B, symmetry (panel (a)). With
increasing temperature the slope of the spectra and, therefore, the lifetime of the
carriers also increases indicating non-metallic behaviour.

Summarizing, while the overall continuum in By, geometry is relatively doping
independent and has a temperature evolution typical for metallic behaviour, it shows
a non-trivial dependence on doping and temperature in B;, symmetry: the slope of

the low-frequency response decreases with increasing 7" in a way similar to that in
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Figure 6.3: Raman response X" (w,T) of the overdoped BSCCO sample OD62
at different temperatures as indicated in the figure. In panels (a) and (b) By,
and By, symmetries, respectively, are shown. The spectra in B14 symmetry have

been multiplied by 0.5 to show the data on the same scale as in Fig. 6.4 and
Fig. 6.5.

By, symmetry for the strongly overdoped sample (Fig. 6.3), becomes temperature

independent near optimal doping p > 0.16 (Fig. 6.4), and starts to increase with
increasing T just below optimal doping (Fig. 6.5).
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Figure 6.4: Raman response x"(w,T) of the overdoped BSCCO sample with

T. = 78 K at different temperatures as indicated in the figure. In panels (a) and
(b) B1y and By, syminetries, respectively, are shown.

6.2 Doping dependence of the Raman relaxation

rates

To better quantify the dynamics of the carriers and to study its evolution with tem-
perature and doping, the Raman relaxation rates can be extracted from the mea-
sured response x”(w,T,p). The method to calculate I'(w, T, p) is briefly described
in Sect. 3.4.

The dynamical relaxation rates for the samples OD62 and OD78, whose raw
Raman spectra are shown in Fig. 6.3 and Fig. 6.4, are displayed as a function of
temperature in Fig. 6.6. Both in By, (a,b) and By, (c,d) symmetries, the frequency
dependence of the quasiparticle relaxation rates shows only little dependence on

momentum and doping. As compared to results at lower doping levels [30] a ten-
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Figure 6.5: Raman response X" (w,T) of an underdoped BSCCO sample with
p = 0.15 at different temperatures from Ref. [90]. In panels (a) and (b) B4 and
Boy symmetry results are shown, respectively.

dency to a more quadratic frequency dependence below approximately 400 cm™!

in By, symmetry is found here, possibly indicating more conventional quasiparticle
dynamics.

The static relaxation rate obtained in the dc limit, I'¢(T") = I'(w — 0,T), repre-
sents the inverse of the quasiparticle lifetime and therefore has a significance similar
to the transport resistivity in a conventional metal. As visible from Fig. 6.6, the
dependence of the dc limit of the relaxation rates on temperature evolves differently

with doping in the two symmetries: while Fég *(T) decreases with temperature at

both doping levels (Fig. 6.6 (c,d)) consistent with ordinary and optical transport

[91], T (T) is essentially temperature independent for p = 0.20 and assumes the
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Byg behaviour at p > 0.22 [92].
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Figure 6.6: Relaxation rates in By (a,b) and Byy (c,d) symmetries at different
temperatures for the two overdoped samples OD78 and OD62.
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Figure 6.7: Static relaxation rates in By, and By, symmetries as a function of
doping p at a fixed temperature T' = 200 K. Results from previous measurements
[90] are also included. The grey line marks optimal doping.
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The doping dependence of the static relaxation rates at a fixed temperature
T = 200 K is summarized in Fig. 6.7, where results from previous measurements [90]
are included for completeness. The error on I'y is of the size of the points in Fig. 6.7.
The strong anisotropy between the two symmetries is clearly visible up to p ~ 0.21.
The magnitude of F(lf 9 decreases by approximately 70% for 0.09 < p < 0.22 while
F(])B *9 is almost constant up to p ~ 0.20 and changes by only 30% in the narrow range
0.20 < p < 0.22. In particular, a crossover for 0.20 < p < 0.22 is clearly visible
where the Raman relaxation rates rapidly decrease, and the anisotropy vanishes.
Since the changes for 0.20 < p < 0.22 are observed for a set of samples prepared
from a single homogeneous piece, the observed features are robust and not related

to differences in sample quality.

The variations of the relaxation rates with temperature 0T'o(T, p)/0T as a func-
tion of doping are shown in Fig. 6.8 (a) at a fixed temperature 7" = 200 K. The error
in both panels of Fig. 6.8 is of the size of the points. In B;, symmetry, which probes
mainly the nodal quasiparticles (see Sect. 2.6), OT¢(7T,p)/0T deviates only little
from 2 in the entire doping range. The logarithmic derivative 8[lan *(T)]/0(InT)
in Fig. 6.8 (b) demonstrates that I't>* (T') varies essentially linearly with tempera-
ture. The two observations suggest that Ff % (T) varies as F0B29 (T,p) ~ 2kgT. In
contrast, OFOBI"’ (T, p)/0T, which reflects the dynamics of the anti-nodal quasiparti-
cles, is strongly temperature dependent, increases continuously with p and changes
sign close to optimal doping. For p > 0.22, also for 0I'y (T, p) /0T, with u = B4, Bag,

any kind of anisotropy disappears.

It is both the apparent symmetry dependence of the relaxation rates, F(lf %< F(lf l9

(Fig. 6.7 (a)), and the characteristic increase of the relaxation rate toward lower
temperature, 8F0319 (T)/0T < 0 for p < 0.16 (Fig. 6.7 (b)), which indicate that there
is not only a gap but also a strong anisotropy in momentum space. In particular,
since the strongest effects are observed in B, symmetry, the maxima of such a gap
must be located around the Brillouin zone axes (anti-nodal or “hot” region). Thus
the “hot” quasiparticles show a crossover from metallic to insulating behaviour near
optimal doping while the “cold” quasiparticles are metallic for all dopings at the
temperatures examined. In this sense, the observed evolution with doping indicates
the existence of an anisotropic or unconventional metal-insulator transition. This is
different from a conventional Mott transition [93] since the charge excitations become
gapped only on specific areas of the Fermi surface, and the overall dc transport

remains still metallic.
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Figure 6.8: (a) Variation with temperature of the static relaxation rates in By,
and By symmetries as a function of doping p at a fixed temperature T' = 200 K.
(b) Logarithmic derivatives of the Raman relaxation rates indicating power-law
behaviour in the temperature dependence in By, symmetry. The grey line marks
optimal doping.

6.3 Theoretical model for the metal-insulator

crossover

These experimental results can be understood in terms of an anisotropic gap which
develops near the hot spots to minimize strong interactions between the electrons
[94]. An exact treatment of non-resonant electronic Raman scattering in systems
displaying a quantum-critical MIT in the limit of infinite dimensions has been for-
mulated for Hamiltonians displaying both Fermi-liquid and non-Fermi-liquid ground
states [95, 96]. However, the development of an anisotropic gap and its effect on

the Raman response have not been investigated yet. Therefore, a phenomenological
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treatment for a system near a quantum phase transition has been considered in this
work, focusing on the effect of an anisotropic, doping-dependent gap in the charge
channel, A¢(p).

The observation of non-metallic behaviour of quasiparticles with momenta along
the axes of the Brillouin zone indicates that the gap is compatible with | dy2_,2 |
symmetry. Therefore, the simplest form which is maximal along the axes and van-

ishes along the Brillouin zone diagonals is considered here

Ac(p, d) = Ac(p) cos™(29) (6.1)

with ¢ the azimuthal angle on a cylindrical Fermi surface and Ac(p) the doping
dependent magnitude. The doping dependence is postulated to be of the form

Bolp) = 8e(0) (1 2)C (62)

Pe

with p. the critical doping and As(0) the maximum value of the gap that, together
with the exponent (, has to be determined by comparison with the experimental
results.

The doping dependence of the

gap given by Eq. (6.2) is shown in
1.0 1 Fig. 6.9 for the exponent ( = 1/4.
= For doping levels larger than p. the
% gap is closed and the dynamics of
é 05] |  the quasiparticles is metallic. For
p < p. the gap increases in magni-
. tude with decreasing p.
0.0 0.5 1.0 The effect of this gap is to reduce
p/pe the number of states participating

) . in the conduction of “hot” quasi-
Figure 6.9: Doping dependence of the

charge gap in normalized units. particles by depleting the conduc-
tion band as shown schematically in
Fig. 6.10. The available states are those located in either part of the band with a
total width Ej, separated symmetrically with respect to the chemical potential by
+Ac/2. Note that the gap A should be considered an activation energy for moving
a particle rather than a single particle gap.

As described in Sect. 3.3.1, the Raman response function in the normal state in

given by (Eq. (3.16))

) =30k [ 2606 - ek - ) ) - e - )] (63)
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Figure 6.10: Effect of the opening of a normal state gap, Ac, in the band Ey.
The energies are referred to the chemical potential.

where ny is the Fermi-Dirac distribution function, 7 is the Raman vertex. A =1
and kg = 1 are considered. G"(y,k) is the imaginary part of the renormalized
electronic Green function

2(y, k)
(y — & — (v, k))* + (X"(y,k))?
with & = ex — p the band dispersion.

G"(y,k) = (6.4)

Following the same approximations as in Sect. 5.4.2, the Raman response can
be finally written (Eq. (5.17)) as

Yow) = Ni / " dy ey - ) — )] / " dg(9)

E”(y - W, ¢) + Z”(ya (]5)

Xy —w,¢) =X (y,0) + w)* + [E"(y — w, ¢) + X' (y — w, 9)]?
(6.5)

Next, some modeling is necessary for the momentum, energy and temperature

dependence of the self energy. In this chapter ¥”(k,w) is approximated to be mo-
mentum independent. Although as described in Chapter 5 the self energy possesses
a modulation along the Fermi surface with the maximum at the “hot” spots and
the minimum along the Brillouin zone diagonals (Fig. 5.8), this effect does not es-
sentially vary with doping [15] and, therefore, cannot account for the evolution of

I'2% and I'§% with the carrier concentration. So, the self energy is taken as
¥'(k,w) = X" = const . (6.6)

Photoemission results have also shown that 3" (k, w) does not display any energy

dependence for w < 2.5 T,(Fig. 5.10), but rather increases linearly with temperature
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[97, 78]. As the calculation is performed in the static limit (w — 0), the self energy
can be consistently approximated by X" (T) o< T
With these approximations Eq. (6.5) reduces to

22/[

ey =) =ne)] [ AP0 mem (6

mw=m/

band

The energy integration is performed over the states participating in conduction
(schematically colored in dark grey in Fig. 6.10). Finally, taking the limit w — 0 in
Eq. (6.7) the Raman response becomes

" 2m d 0 1
G0 =Ne [Taore) [ LD L (o)

Given the symmetry of the integrand function, Eq. (6.8) can be rewritten as

o 2 ) [nr () e (BP9

with Ac (¢, p) given by Eq. (6.1) and Eq. (6.2). The static Raman relaxation rate is
defined as the inverse of the slope of the Raman spectra for vanishing frequencies,
that is

Xy (W —0) = —w

1

To(T.p) = (aa’; (W — 0))_1 (6.10)

From Eq. (6.9) it follows that

To(T, p) = {i\g /0% dé [%(@W (%)} _ dny (%) }_1 o (611)

In the limit E, > T, which applies because Ej of the order of 105 K and T of the
order of 10% K,

1

rrn =" { [ ao[rome (SCPY)L L ey

The relaxation rates calculated from Eq. (6.12) are plotted in Fig. 6.11 for By,

(panel (a)) and By, (panel (b)) symmetries for different doping levels p/p.. The
temperature corresponding to the experiments is also marked. From the figure it is
possible to see that, when the doping level is reduced from p/p. = 1, the slope of the
relaxation rates in the B;, symmetry at a fixed temperature decreases and eventually
changes sign at a doping concentration which depends on the temperature. In By,

symmetry no substantial variations are observed.



6.4. Unconventional metal-insulator transition in the overdoped regime 87

5000

4000

3000

2000

I 9p,T) (K)

1000

measuring
temperature

1500

I7%9(p,T) (K)

1000

(b)

0 1 | 1 |
0 100 200 300 400 500

temperature (K)

Figure 6.11: Temperature dependence of the static relaxation rates in the By,
and B, symmetries for different doping levels p/p.. The temperatures at which
the experiments are performed is indicated.

6.4 Unconventional metal-insulator transition in

the overdoped regime

The comparison between the experimental static relaxation rates (Fig. 6.7) and the
model described (Sect. 6.3) is shown in Fig. 6.12. The theoretical curves have been
calculated from Eq. (6.12) with Ac(0) = 1100 K, and ¢ = 0.25. In B, symmetry
which reflects dc and optical transport properties [30], the influence of the gap is
weak, and the temperature dependence comes essentially from 3" (7). This explains
why in conventional transport the MIT is observed at much lower temperatures if
at all. The general trend of the B, rates, in particular the sign change, is well
reproduced by the phenomenology in spite of the simplified form considered for "
and for the gap.

These observations strongly suggest that a putative quantum critical point for
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Figure 6.12: Static relaxation rates, (a), and variation with temperature of the
relaxation rate, (b), in By and By, symmetries as a function of doping p at
a fixed temperature T = 200 K. The solid lines are fits to the data with the
parameters p. = 0.22, A¢(0) = 1100 K, and ¢ = 0.25.

this material would lie at a doping of p. ~ 0.22 [98]. Even if this value is higher than
pe =~ 0.19 derived from transport properties [8, 99, 100, 101], the two phenomena
are probably directly linked. The differences in the critical doping in transport
and Raman can be understood in terms of different selection rules and are a direct
effect of the unconventional anisotropic nature of the gap controlling the transition.
In fact, while transport is most sensitive to quasiparticles located in the “cold”
spots, the possibility of differently weighting the regions on the Fermi surface allows
Raman to resolve the MIT up to its very onset at p.. Since p. ~ 0.22 is also inferred
from the T° line [102], Raman scattering probably captures the first onset of non-
Fermi liquid behaviour in this compound and can trace it back to a correlation-
induced localization of carriers. On the other hand, the pseudogap at 7™ does not
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fit straightforwardly into this scenario. It either marks a pairing or charge-ordering
instability or is connected to T° in a more complicated way through fluctuation
effects [9].

6.5 Results in other compounds

Finally, the results obtained in BSCCO are compared to those obtained in two other
cuprates, YBCO and LSCO.
The temperature dependence of the static relaxation rates in YBCO and its evo-

lution with doping reproduced from [90] is shown in Fig. 6.13. For both symmetries
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Figure 6.13: Temperature dependence of the static relaxation rates in YBCO
in Byy4 and By, symmetries, at different doping levels form [90)].

the overall behaviour is similar to what is observed in BSCCO, especially strong re-
duction or disappearance of the anisotropy in the scattering rates in the overdoped
sample with z = 1.00 or p = 0.19. As in BSCCO, Ty is linearly increasing with
doping in By, symmetry at all doping levels consistently with transport measure-
ments. Again, Ff " (T) displays an approximately linear temperature dependence
only in the overdoped sample, while it becomes almost and completely temperature
independent in the optimally (x = 0.93) and underdoped (z = 0.50) samples, re-
spectively. Hence, the “cold” electrons probed by By, symmetry display metallic
behaviour in the entire doping range studied, while the “hot” ones, probed by B,
symmetry, are metallic only in the overdoped regime. Since p > 0.19 cannot be
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Figure 6.14: Temperature dependence of the static relaxation rates in LSCO at
different doping level as indicated in B, and Bg, symmetries. The dashed lines
are relaxation rates calculated from the resistivity through Eq. (6.13).

accessed in this compound by oxygen doping alone, it is not possible to determine
Pe-

The static relaxation rates in the three LSCO samples measured (Tab. 4.1),
underdoped (z = 0.10), optimally doped (z = 0.15) and overdoped but no longer
superconducting (z = 0.26), are shown in Fig. 6.14. The error on Iy is of the size of
the points. In the figure are also plotted (dashed line) the relaxation rates calculated

from the resistivity shown in Fig. 4.2 using the Drude expression
To(T) = p(T)eowy, (6.13)

with €y the permittivity of vacuum and wy; the plasma frequency. wy,; has been used
as a parameter to scale the transport relaxation rates to those measured by Raman;
the values used in Fig. 6.14 are wy = 0.57, 0.96 and 1.75 eV in the underdoped,
optimally and overdoped sample, respectively. The plasma frequencies obtained are
close to those extracted from infrared reflectivity [103]. The doping dependence is
somewhat stronger, but, given the simplicity of the approach, discrepancies on this
scale are not surprising.

Similarly to BSCCO and YBCO, LSCO is also characterized by an anisotropy be-
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tween the two symmetries, which vanishes in the overdoped sample, where FOBI-" and
FOBZ“’ practically coincide. Also the agreement between Fég * and transport (dashed
lines in Fig. 6.14) is observed at all doping levels. However, while a consistent picture
for all high-temperature superconductor families studied so far is evolving from the
analysis of By, symmetry, the results in B;, symmetry are quite surprising. They
can not be straightforwardly reconciled with the metal-insulator-crossover scenario.
It is possible that the expected transition from an essentially isotropic material to
a strongly anisotropic one is still occurring when the hole concentration is reduced.
Specifically, at high temperatures the magnitudes of the B;, relaxation rates Ff t9
are much larger than I'g* similarly as in BSCCO and YBCO. However, the increase
of Fég ' upon cooling, which is considered to be an indication of a gap, is completely
absent. At T' < 100 K F(? ' becomes even smaller than F(]);Zg for the underdoped
sample with z = 0.10 (Fig. 6.14 (a)).

Additional information which can help the understanding of these observations is
provided by the comparison with results from other experimental methods. As will
described in Chapter 8, there seems to be a clear indication for charge ordering in
LSCO with a relatively large correlation length of the one-dimensional domains, that
influences also the correlation properties [104]. Therefore, a superposition of two
effects is probably observed: at high temperatures the metal-insulator transition
dominates the dynamics in B;, symmetry as in the other compounds. For this
reason POBIQ is still larger than Fé%" for almost the entire temperature range. At low
temperatures, however, the effect of the gap is overcompensated by the influence
of charge ordering which leads to an enhanced conductivity along the principal

directions.

6.6 Quantum critical point in the phase diagram

of cuprates

The Raman results indicate the existence of a crossover that is at a critical doping
pe. = 0.22 at T = 200 K. This result needs to be compared with the present under-
standing of the complex phase diagram which characterizes all cuprates (Fig. 2.4).

In the normal state several crossover lines separating regions of the phase dia-
gram with different physical properties are detected by different experimental probes
[9]. As introduced in Sect. 2.3, the temperature 7* scale usually identified with
the opening of a pseudogap has been observed in many experiments which probe
both single-particle properties such as specific heat and angle-resolved photoemis-

sion spectroscopy, and many-particle properties such as NMR and transport [16].
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temperature

An additional crossover at higher temperatures and doping has been determined

from anomalies in NMR at 7° [105, 106].

It has been recently proposed that the peculiar properties of the cuprates both

in the normal and in the superconducting states are controlled by a quantum critical

point (QCP), which is located in the optimally or slightly overdoped region of the

phase diagram [101, 107].
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Figure 6.15: Summary of the relevant en-
ergy scales in the phase diagram of BSCCO
[9]. The symbols correspond to different ex-
perimental measurements, the dashed lines
represent the possible crossovers.

called “strong-pseudogap” crossover.

The doping dependence of the rele-
vant energy scales observed in BSCCO
by various experimental methods is
summarized in Fig. 6.15 [9]. The
squares correspond to NMR Knight
shift measurements, the circles to
ARPES and NMR measurements, and
the crosses mark the T, of part of the
samples. The position of the QCP
is in the overdoped region around
p ~ 0.23. The line T° (sometimes
also referred to as “weak-pseudogap”
crossover [108]) is the critical line
which, starting from the QCP, marks
the appearance of phonon-induced
charge ordering and of the subsequent
depression of the single-particle den-
sity of states. For T < T° (p)
the critical charge-ordering fluctua-
tions are expected to become substan-
tial. These, which are proposed by
the authors of [9] to mediate the effec-
tive critical interaction, shift the crit-

ical line to T* at lower temperatures,

Indeed, the existence of a quantum critical point is supported by recent trans-

port experiments on copper oxides with relatively low superconducting transition

temperatures 7, [8, 99, 100]. In these materials a metal-insulator transition (MIT)

has been observed at very low temperatures in magnetic fields high enough to sup-

press superconductivity. In fact, the resistivity p(7T") exhibits a minimum, and such

minimum moves to zero temperature with increasing p and disappears close to opti-



6.6. Quantum critical point in the phase diagram of cuprates 93

o
EN
T

|

Pap (MQ cm)
o
w

1.5

Pab (ML cmM)

0.5

0.23

L PSS S [ RN S TR TR N T SO S T N N S ST S N S SRR
0 50 100 150 200 250 300
T (K)

Figure 6.16: Temperature dependence of the in-plane resistivity pop, of differ-
ently doped BiySry_,La, CuQOgys crystals measured without (solid lines), and

with (points) applied magnetic field [99]. The inset shows the low temperature
behaviour of the £ = 0.66 and x = 0.73 samples.

mal doping, p ~ 0.16. This is shown in Fig. 6.16 where the temperature dependence
of the in-plane resistivity pg is plotted for differently doped BiySry ,La,CuOg,s
crystals [99]. In zero magnetic field applied (solid lines) all samples except for the
most underdoped one with x = 0.84 display a metallic behaviour above 7,.. When a
magnetic field of 60 T is applied (points), a clear upturn is observed in the resistivity
indicating non metallic behaviour. The inset shows the low temperature behaviour
of the samples with x = 0.66 and x = 0.73, the doping values at which the upturn
starts to be observed. The doping dependence of the minimum in the resistivity
curves is also visible in Fig. 6.16. Since p(7") has no characteristic energy scale other
than the temperature itself, this MIT has been ascribed to the existence of a nearby
quantum-critical point (QCP). Although many scenarios have been proposed, there
is not yet a picture which has been able to reproduce the complex behaviour of the
electron dynamics over a wide range of doping levels and reconcile the results from

various experimental methods.

In conclusion, the existence of a quantum phase transition seems to be a general
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feature of the cuprates although the critical doping depends on the material class as
demonstrated for low T, compounds [8, 99, 100]. This quantum phase transition can
be described phenomenologically in terms of a generalized metal-insulator transition
with a strongly anisotropic doping dependent gap. In LSCO the influence of such a

transition on the Raman spectra seems to be masked by a charge-ordering instability.
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Chapter 7

Electronic anisotropies below the

critical temperature

The observation of an unconventional metal-insulator transition in the overdoped
region of the phase diagram raises the question of whether there is a corresponding
phenomenon below the critical temperature. It is therefore of great interest to study
the anisotropy in the electronic properties and its evolution with carrier concentra-
tion in the superconducting state. Indeed, from the analysis of the polarization
dependent response the d-wave character of the superconducting energy gap has

been successfully observed [109].

Raman studies of the electron properties below T, have already been carried
out for various doping levels in BSCCO, YBCO and LSCO [30, 110, 111, 112].
However, several issues remain still unclarified, particularly the evolution of the
electronic properties with the carrier concentration. The superconducting energy
gap itself, fundamental for the quest of the pairing mechanism, seems to elude
clear understanding. This manifests itself most clearly in the different energy scales

obtained by different investigation techniques [25].

In this chapter a detailed characterization of the superconducting spectra is
presented throughout a wide region of the phase diagram. The different evolution
of the electronic contributions detected in B;, and By, symmetries may play a key

role in understanding the nature of the pairing state.
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7.1 Doping dependence of the electronic Raman

spectra

The Raman experiments were performed on differently doped BSCCO (Opt92,
OD78, OD62 and OD56 in Tab. 4.3), and on underdoped and optimally doped
LSCO single crystals (UD and Opt in Tab. 4.1).

The evolution with carrier concentration p of the spectra in B;, symmetry at
approximately 10 K and 90 K is shown in Fig. 7.1. The spectra of two underdoped
samples measured previously [113] are also included for comparison. The By, spectra
of the same samples are shown in Fig. 7.2. The contribution from phonon excitations
has been subtracted out in all spectra except in the B, response of the OD56
sample (Fig. 7.2 (a)). The data are plotted as a function of energy normalized to
the respective transition temperatures of the samples to separate the scaling with

T, from other changes as a function of the doping level.

The superconductivity-induced features in B;, and By, symmetries show a very
different scaling behaviour with the carrier concentration. In B;, symmetry, as
the carrier concentration decreases from overdoped, Fig. 7.1 (a), to underdoped,
Fig. 7.1 (e), the spectrum undergoes substantial modifications. In particular, the
intensity is strongly suppressed upon reducing the doping level. In the strongly un-
derdoped sample (p < 0.15, Fig. 7.1 (e)) there is no evidence of a superconductivity-
induced feature, consistent with what was previously reported in YBCO [111]. The
energy of the superconductivity-induced feature hwP'e  marked by a dark-grey ar-

peak’

row, is also strongly affected by doping, moving from hwziljk /kgT, ~ 4.5 in the most

overdoped sample (Fig. 7.1 (a)) to hwilagk/kBTc ~ 9.4 in the slightly underdoped
one (Fig. 7.1 (d)). In conclusion, the energy of the superconductivity-induced peak
in By, symmetry does not scale with 7 but rather has a stronger dependence on
doping p.

In contrast, the By, spectra (Fig. 7.2) show a superconducting peak at all dop-
ing levels. The maxima of the superconducting spectra hwﬁfk /kgT, are approxi-
mately constant between 6 and 6.5, with the exception of the most overdoped sample

(Fig. 7.2 (a)).

The intensity of the spectra at high energies (fw > 12kgT,) in the two sym-
metries depends differently on doping. In Bj, symmetry a stronger dependence
is observed: the intensity increases by a factor of two from the most overdoped
(Fig. 7.2 (a)) to the optimally doped sample (Fig. 7.2 (c)), being maximal in the
slightly underdoped one (Fig. 7.2 (d)) and decreasing again toward stronger un-
derdoping (Fig. 7.2 (e)). In B;, symmetry no substantial change is observed from
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Figure 7.1: Doping dependence of the Raman response x"(w) in B4 symmetry
in the normal and superconducting states. Panels (d,e) are from [113]. The
data are plotted as a function of energy normalized to the respective transition
temperatures T, of the samples. The arrows mark the energies wpeqr, and wy.
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Figure 7.2: Doping dependence of the Raman response x"(w) in By, symmetry
in the normal and superconducting states. Panels (d,e) are from [113]. The
data are plotted as a function of energy normalized to the respective transition
temperatures T of the samples. The arrows mark the energies wpeqr and wy.
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optimally to overdoped samples, but the intensity is strongly suppressed in the
underdoped sample (Fig. 7.1 (e)). These results are consistent with previous obser-
vations in the same compound [90].

In Figs. 7.1 and 7.2 the energy at which the superconducting and normal state
spectra merge, wy, is marked by a light-grey arrow. Clearly, this energy scales with

T, in both symmetries.

In Fig. 7.3 the measurements in the superconducting state are summarized for
both B, (panel (a)) and By, (panel (b)) symmetries. The intensity normalized to
the respective value at high energies (~ 14kgT) to allow a direct comparison of the
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Figure 7.3: Doping dependence of the superconducting Raman response x" (w) of

BSCCO in By, (a) and By, (b) symmetries. The data are plotted as a function of

energy normalized to the respective transition temperatures of the samples. The

dashed line in panel (b) is the theoretical prediction for a d-wave superconducting

gap with Ay (Eq. (7.1)) scaling with T, upon doping. The parameters used are
described in the text.
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response. In By, symmetry all the data are consistent with a d-wave superconducting
gap (see Sect. 2.5) of the form

A(¢) = Agcos(29) . (7.1)

In fact, if the only effect of doping is to modify 7, and to change Ay proportionally,
then the spectra plotted as a function of normalized energy fuww/kgT, are expected
to scale one on top of each other. This is emphasized by the theoretical curve
(dashed line in Fig. 7.3 (b)) which is calculated using Egs. (3.19) and (3.20) and
Ao /kpT. = 5. The other parameters used for the plot are p/t = —1.373, t'/t = 0.45
and ¢t = 250 meV; a phenomenological damping of I'/¢t = 0.05 has been used to
mimic the effect of impurities.

In the By, channel (Fig. 7.3 (a)), the superconducting spectra become sharper
and gain intensity when the carrier concentration p is increased. The evolution
of the spectra with p cannot be explained consistently in B;, and By, symmetries
without introducing additional, so far unidentified physical effects.

The doping dependence of the redistribution of the intensity in the supercon-
ducting state is shown in Fig. 7.4. The inverse of the normalized maximum intensity
is plotted as a function of doping. Results from previous measurements [113] are
also included. The dashed line is a linear fit to the data. The inverse of the peak
intensity decreases linearly with doping and extrapolates to zero at approximately
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Figure 7.4: Doping dependence of the inverse of the peak intensity in By, spectra
of BSCCO at 10 K. The dashed line is a linear fit to the data. The grey line

marks the critical doping at which the metal-insulator transition is observed in
the normal state (Chapter 6).
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Figure 7.5: Raman response x"(w,T) of the underdoped LSCO in the super-
conducting and normal states . In panels (a) and (b) are shown By, and By,
symmetries.

p ~ 0.29. This value is close to the doping level p ~ 0.27 where T, vanishes (as
determined from Eq. (4.1)). The grey line marks the critical doping p. = 0.22 at
which the metal-insulator transition is observed in the normal state (Chapter 6).
From Fig. 7.4 it is clear that no changes in the evolution of the peak intensity are
observed when p. = 0.22 is crossed. Therefore, no indications of the metal-insulator
transition are found in the superconducting state from this analysis.

The electronic Raman response of underdoped LSCO is shown in Fig. 7.5 in
the superconducting and in the normal state at 7 K and 43 K, respectively. As for
BSCCO, the data are plotted as a function of energy normalized to the respective
transition temperatures of the samples. The lack of a superconductivity-induced
peak in By, symmetry is similar to what is observed in BSCCO (Fig. 7.1 (e)) and is
consistent with previous results in LSCO [112]. In addition, an anomalously strong
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Figure 7.6: Raman response x"(w,T) of the optimally LSCO in the supercon-
ducting and normal states . In panels (a) and (b) are shown the By, and By,
symmetries.

increase of the low-frequency response is observed. This anomaly is studied in detail
in Sect. 8.4.2 and is interpreted as an indication of charge ordering in underdoped
LSCO.

The electronic Raman response in optimally doped LSCO in the superconduct-
ing and in the normal state at 7 K and 56 K, respectively, is shown in Fig. 7.6. In
By, symmetry the spectrum at the lowest temperature (7 K) is characterized by a
strong superconductivity-induced peak, similarly to what is observed in the under-
doped sample. Such a feature is now visible also in B;, symmetry with a maximum
(190 cm ') slightly higher than in By, symmetry (120 cm '). The maximum mag-
nitude of the superconducting energy gap is usually estimated from the position of
the Bj, peak [32], since wifk ~ 27,4z (see Sect. 3.3.2). Then A, ~ 95 cm™!

consistent with previous Raman measurements [114] and with estimates from angle-
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resolved photoemission experiments where the shift of the leading edge midpoint is
analyzed [115].

7.2 Low-frequency power laws

The low-frequency behaviour of the spectra depends on the symmetry of the energy
gap in a characteristic way for ordered and disordered systems. In disordered un-
conventional superconductors with d-wave pairing, the frequency dependence of the
electronic Raman response for w — 0 is linear in By, symmetry and changes from w
to w? at a characteristic frequency w* in By, symmetry. The scale w* is expected to
grow with increasing impurity concentration as w* ~ /I'Aq [116]. In By, symmetry
the slope of the spectra is related to A as

K, (- 0) o (57) (72)

The study of the low-frequency behaviour in both symmetries can therefore be
used to study the evolution with carrier concentration of both the magnitude and the
anisotropy of the gap. In Fig. 7.7 the By, spectra of four differently doped samples
are plotted in double logarithmic scale to show the low-frequency power laws. The
intensities have been normalized at high energies. The power-law exponent obtained
from the fit to the data of the overdoped sample OD78 (T, = 78 K, p = 0.2) is
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Figure 7.7: Low-frequency power laws of the Raman response x"(w) of BSCCO
in Boy symmetry for differently doped samples. The spectra have been normalized
to 1 at high energies. The dashed line is a linear fit to the data of the sample
OD78 (T. =78 K, p =0.2).
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0.71, indicating a variation with w close to linear as expected. However, the most
relevant result shown in Fig. 7.7 is that the spectra of all samples collapse on one
curve. Therefore, not only the position of the maximum of the intensity but also
the low-frequency part of the spectra indicate that the gap maximum A, (Eq. (7.1))
scales strictly with 7.

The low-frequency behaviour of the By, spectra is shown in Fig. 7.8 in double
logarithmic scale. At all doping levels the spectra are characterized by a crossover
from linear to cubic power laws as expected in the case of a disordered d-wave su-
perconductor [116]. The crossover frequency is found to be doping dependent, as
shown in Fig. 7.9, where results from previous measurements [90] are also included.
The dashed line is a linear fit to the data and the grey line marks the critical doping
pe =~ 0.22. w* decreases linearly with increasing p and extrapolates to zero approxi-
mately at p ~ 0.25. Similarly to what is observed for the intensity of the peak, the
crossover frequency does not display any deviation from the linear dependence for

p = p. either.

Since w* is obtained directly from the measurements (Fig. 7.9) and A, can be
derived from the superconducting peak maximum, I' oc (w*)?/A, can be estimated.
However, w]iljk and wa:(fk exhibit different doping dependences and, therefore, are

both considered: Ay = w]ila"k/Q and Ay = wzifk/ 1.7 [117]. The resulting I's are
shown in Fig. 7.10 in panels (a) and (b), respectively. The first observation is
that, independently of the choice of Ay, I' possesses a strong doping dependence,
decreases upon increasing doping level and changes by an order of magnitude. If I’
were attributed entirely to impurities [116] then, in a first approximation, no doping
dependence would be expected, since oxygen doping does not introduce defects in
the CuO, planes. Apparently, it has a different origin. For this reason the normal
state relaxation rate I'y in By, symmetry extrapolated to zero temperature is also
plotted in Fig. 7.10. The comparison with the normal state scattering confirms
that no indication of a metal-insulator transition, clearly visible as a jump in Iy, is

observed below T..

In conclusion, the doping evolution of the superconducting state spectra still
remains puzzling. The analysis of the spectra at low energy in both symmetries is
consistent with a disordered d-wave superconductor with a maximum gap magnitude
Ay which scales with the carrier concentration similarly to 7,. However the doping
dependence of I' and the different scaling of wpeqr With p in the two symmetries
indicate that some additional phenomena are involved in the superconducting state.

Below T, no anomaly is found at p,.
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Figure 7.8: Low-frequency power laws of the Raman response x"(w) of BSCCO
in B4 symmetry for differently doped samples. The spectra have been normalized
to 1 at high energies. The dashed lines are a linear fits to the data in logarithmic
scale. The obtained exponents are indicated.
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Figure 7.10: Doping dependence of the scattering rate I' extracted from the
crossover frequency w*. The superconducting gap is considered to posses the
doping dependence of either wziljk (a) or of wfefk (b). To(T — 0) is the static
relaxation rate in the normal state in B1, symmetry extrapolated to zero tem-

perature. The grey lines mark p, = 0.22.
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7.3 Two energy scales in the superconducting

state?

The evolution of the energy gap with doping as determined by the position of the
superconductivity-induced feature wpeqr in B14 and By, symmetries is summarized in
Fig. 7.11. Results from previous measurements [113] are also included. The dotted
line represents the scaling of T, with doping as given from Eq. (4.1) and is adjusted
to fit the By, results as 6kpT,(p). The dashed line is a linear fit to the B, peak
position.

While the By, peak position follows closely the evolution of T, wilagk scales
linearly with the doping in the range studied. In the strongly underdoped (p = 0.09)
sample no superconducting peak was observed in B;, symmetry. It is therefore hard
to discuss how the superconductivity-induced peak behaves in the range 0.09 < p <
0.15. Previous measurements do not provide a definite answer since contradictory
results were obtained. While in [110] wﬁ;"k is found to continuously increase for
decreasing p, in [118] it is reported to be constant for p < 0.1.

The two peak positions merge in the overdoped region at p ~ 0.20, where

cuprates are believed to recover a BCS character. A similar analysis has been per-

1000 [ T T ] L B A B
— [ - B29 ;
‘_-é 800 I (m,m) \\ 7
) RS AN .

L R
8 600 | * .
E= - (T ke E .
2 00 | R
0O, 400 B O _
'CMU B _
S 200 | H i
i OPTIMAL ]
0 DOPING

0.00 0.05 0.10 0.15 0.20 0.25 0.30
doping level p (holes / CuO,)

Figure 7.11: Position of wpear, in the B1y and Bag spectra of differently doped
BSCCO samples. Previous results are also included [113]. The dotted line is
6 kgT.(p), with T,(p) given by Eq. (4.1); the dashed line is a linear fit to the
B4 peak position. The regions of the Brillouin zone where the vertex is most
sensitive are shown in the insets with light colors.



108 7. Electronic anisotropies below the critical temperature

formed on YBCO [30], and a comparable evolution with p of the superconductivity-

induced peak has been observed.

The scaling of A, with T, as derived from the low-energy analysis of the By,
symmetry spectra is consistent with the results for the superconducting energy gap
derived from the magnetic penetration depth [119], electron tunneling for bias volt-
ages well below the gap [120, 121], as well as Andreev reflection measurements [25].
However, if the B, peak energy wﬁ;"k is considered, Raman scattering seems to re-
veal a different energy scale which increases monotonically upon decreasing carrier
concentration. This result is in agreement with the doping dependence determined
from the conductance peaks in the tunneling experiments [122] and with photoe-

mission observations [123].

To reconcile the different energy scales observed, different proposals have been
put forward but still there is no accepted model. It has been proposed that there are
two relevant energy scales [25, 124]. The single-particle excitation energy as probed
by photoemission and tunneling spectroscopies increases with decreasing doping and
reflects the increase of the inter-particle interaction towards the antiferromagnetic

phase. This seems to be the energy scale detected by the B;;, Raman response.

The second energy scale is related to coherence in the superconducting phase and
can be measured by two-particle probes, such as Andreev reflections or By, Raman
scattering. These two energies approach the same value at high doping levels, but
become increasingly different at low doping levels. The interpretation of these energy
scales and their relationship remains, however, an unsolved question. More recently
the existence of an additional order parameter competing with the superconducting
gap has been proposed to be the origin of the the complex phenomenology of cuprates
[67]. The d-wave character of this order parameter mostly affects the B;, Raman

response and could account for some of the experimental observations [125].

A different proposal is that the anisotropy of the superconducting gap changes
with doping [121]. In particular, A in Eq. (7.1) is suggested to be no longer con-
stant but to posses an additional ¢ dependence. So, while Ay(¢ = 7/4)/kpT, is
constant and represents the mean-field gap, A¢(¢ = 0,7/2)/kgT, is doping depen-
dent because of its interplay with the normal state gap or pseudogap [16]. In this
scenario the discrepancies between the results from different techniques [25] are re-
lated to the different regions of the Brillouin zone: along ¢ = 0,7/2 by tunneling
and ¢ = 7/4 by penetration depth, for example.

In summary, in the superconducting state two energy scales with distinctively
different doping dependences are observed by Raman in the two symmetries which

probe different regions of the Brillouin zone (see insets in Fig. 7.11). The By, scat-
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tering geometry is most sensitive in regions where the energy gap is maximum.
Therefore the excitations with energy high enough to overcome the maximal su-
perconducting binding energy are mainly contributing. The By, channel, instead,
probes regions where the gap is vanishing. So, low-lying quasiparticles contribute
mainly to this symmetry. Although the significance and the interplay of these two
energy scales is still controversial, the Raman results indicate that the energy scale
emerging from the B;, spectra is related to single-particle properties while that

emerging from the By, spectra reveals thermodynamical properties.
gimg g

7.4 Detailed temperature dependence below 7,

The evolution of the spectra with temperature in the superconducting state is shown
in Fig. 7.12 for two overdoped samples OD78 (a) and OD56 (b). Only the B, spectra

are shown where the strong superconducting signal allows a clear temperature char-
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Figure 7.12: Temperature evolution of the Raman response x"(w,T) in By,
symmetry for the overdoped samples OD78 (a) and OD56 (b). The grey line
marks the position of the peak at the lowest temperature measured.
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Figure 7.13: Temperature dependence of the superconductivity-induced peak in
B1y symmetry for the overdoped samples OD78 and OD56. The temperature is
scaled to the corresponding T, and the peak positions by the value at the lowest
temperature. The grey area marks the normal state.

acterization. With increasing temperature the intensity of the superconductivity-
induced peak is reduced and vanishes at 7,.. No indication of partially coherent states
above the critical temperature are therefore found as opposed to what is claimed in
[126]. This result is not only characteristic of the overdoped regime but was also
observed in the slightly underdoped sample (UD92) where the superconductivity-
induced peak in B, symmetry is still visible [90].

The frequency of the maximum intensity decreases slightly with increasing 7.
The temperature dependence of ‘*’;ifk for the two overdoped samples of Fig. 7.12
(OD78 and OD56) is summarized in Fig. 7.13. To compare the results of the two
samples, the temperatures are normalized to the respective 7T,s and the peak po-
sitions to the values at the lowest temperature (10 K). The error on the data is

approximately of the size of the points. Apparently, wlle

vear, depends only weakly on

temperature, in contrast to what is expected if the peak would directly reflect a
BCS-like d-wave superconducting gap [127]. It is also interesting to notice that, in
agreement with the results from the peak intensity (Fig. 7.4) and from the crossover
frequency (Fig. 7.9), the superconducting state does not seem to reflect the metal-
insulator transition observed at p. ~ 0.22 in the normal state. In fact, the two
samples with p < p. (OD78) and p > p. (OD56) are characterized by the same
temperature dependence.
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7.5 Resonance properties of the gap feature

In order to gain additional information on the superconductivity-induced features,
the dependence of the spectra on the excitation energy can be studied. In fact, it
has been previously argued that the pair-breaking excitations show clear resonance
properties in strongly overdoped BSCCO samples (with T, < 82 K) in B;, symmetry
[128]. The resonances were analyzed in connection with two-magnon excitations and
were interpreted as a signature of the crossover from persisting antiferromagnetic
order at lower doping levels to an antiferromagnetically correlated Fermi liquid in
the strongly overdoped regime.

The purely electronic Raman spectra of the overdoped BSCCO samples OD78,
0OD62, and OD56 at 10 K for excitation energies between 1.9 €V (Ajgser = 647 nm)

and 2.7 eV (Ajgser = 458 nm) are shown in Fig. 7.14 for the By, and By, scattering
geometries.
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Figure 7.14: Raman response x" (w) in B4 and Ba, symmetries of the overdoped
BSCCO samples OD78 (a,b), OD62 (c,d) and OD56 (e,f) at 10 K at different

excitation energies.

To enable an optimum comparison of the shape of the Raman response the overall
spectra at wavelengths A ser 7 458 nm have been multiplied by a factor, ranging
from 0.7 to 2, to adjust the intensity at 800-1000 cm ! to the spectra at \jgser = 458
nm.

As is clear from Fig. 7.14 there is no significant variation of the lineshape of the

spectra with excitation energy in any symmetry and doping level studied. While
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in the B, spectra the total intensity does hardly display a wavelength dependence,
a reduction of the overall intensity is observed in By, symmetry upon decreasing
photon energies. This reduction is not visible in Fig. 7.14 since the overall spectra

at wavelengths Aj;ser # 458 nm have been adjusted to the spectra at A\jgser = 458
nm.
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Figure 7.15: Raman response x"(w) in B4 (a) and By, (b) symmetries of the
optimally doped LSCO crystal at 10 K for different excitation energies.

Stronger effects are observed in LSCO. In Fig. 7.15 the electronic contribution of
the optimally doped sample at 10 K is shown for different wavelengths in By, (a) and
By, (b) scattering geometries. Also in this sample the spectra have been adjusted
by a multiplicative factor to make them coincide at 600-800 cm~!. While the overall
intensity in B, symmetry does not change with the excitation energy, the intensity
in By, symmetry is reduced by a factor of four upon reducing the photon frequency.
In both symmetries the lineshape of the spectra is modified with the wavelength,

but the effect is more severe in the By, channel, where the clear peak observed with
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Aaser = 458 nm is almost completely washed out at Ajgser = 647 nm.

In conclusion, while in BSCCO no specific variation of the superconductivity-
induced peak is observed at any excitation energy, strong resonance effects are ob-
served in LSCO in By, symmetry where the superconducting peak is strongly sup-
pressed upon reducing the energy of the exciting photons. The overall cross section
displays a dependence on the wavelength, which is strongest in LSCO, only in the
By, response.

The different dependence of the lineshape on the wavelength in the two materials
could arise from different phenomena. The independence of the lineshape observed
in BSCCO is similar to what observed not only in YBCO [129] but also in the
electron-doped NCCO [130]. In the latter material, however, the resonance effects
have the opposite dependence on \j4,.-. The change of the lineshape of the spectra in
LSCO could be related to superconductivity-induced phonon renormalization effects
[131]. The A;, phonons at 125 and 145 cm ™! are in fact peaked at approximately the
same energy as the pair-breaking feature. On the other hand, it has been proposed
recently that the band structure-related resonance effects might strongly modify
both the intensity and the shape of the spectra [132].
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Chapter 8

Role of antiferromagnetic

correlations

The analysis of the normal-state Raman spectra of several cuprates (Chapter 6)
reveals a doping dependent anisotropy in the relaxation rates. The study of the
evolution with temperature and doping indicates that the “hot” quasiparticles with
momenta along the Brillouin zone axes (see Sect. 2.6) do not carry current any more
when the doping level is reduced, while the “cold” quasiparticles with momenta along
the Brillouin zone diagonals remain metallic for all samples studied. These exper-
imental observations are explained in terms of an unconventional metal-insulator

transition which can be observed for p < p. = 0.22 [98].

What drives such a transition remains, however, unclarified. A possible connec-
tion with antiferromagnetic fluctuations is explored in this chapter. In particular,
the role of antiferromagnetic correlation is investigated, focusing on different aspects
of the interaction between magnetic excitations and electrons. The contribution of
the scattering by spin excitations to the Raman spectra in the superconducting
state is discussed first, then a new theoretical model is introduced which allows
the understanding of the A;, symmetry component in the superconducting state.
The possible existence of chiral spin fluctuations is investigated by performing a
complete symmetry analysis. An Ay, symmetry component is clearly resolved for
the first time in metallic cuprates. Finally, the spin and charge order is studied in
LSCO.
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8.1 Metal-insulator transition and two-magnon

scattering

The normal state properties of the Raman spectra have been interpreted in terms
of an anisotropic gap which opens below a critical doping p. (Sect. 6.3). When the
carrier concentration is further reduced, the magnitude of the gap increases, reduc-
ing the states available for conduction. The momentum dependence of this charge
gap is compatible with | d,2_,2 | symmetry, and a possible connection to the super-
conducting gap or to the pseudogap could be proposed on the basis of the similar
k dependence [16, 133]. However, the presence of precursor superconductivity due
to strong pairing attraction above T, [134] can be safely excluded because of the
high temperature (200 K) and doping level (p > 0.19) at which the crossover is
observed (Sect. 6.4). Also the pseudogap scenario must be ruled out, because the
onset temperature 7* at which the pseudogap starts to be visible is of the order of
T. around optimal doping p ~ 0.16 [101] and increases only for decreasing carrier

concentrations (see Fig. 6.15).

On the other hand, the proximity of superconductivity and antiferromagnetism
in the phase diagram raises the question of the persistence of antiferromagnetic

fluctuations also for high carrier concentrations.

In an antiferromagnet the electric field of the incoming photon can excite two
magnons of opposite momenta [135]. A simple picture for the two-spin flip process
in the CuO4y plane can be obtained if the microscopic process is decomposed into
individual electron hoppings as visualized in Fig. 8.1. The incoming photon couples
to a down-spin electron on a Cu site (a) inducing a charge transfer to a neighboring
oxygen orbital (b). This is followed by an exchange process with a neighboring Cu
spin (c). Finally, an up-spin electron hops back to the initial Cu site emitting the
outgoing photon (d) [136]. Due to the form of the nearest-neighbor light scattering
Hamiltonian, the Raman intensity arising from two spin flips will appear only in
By, symmetry [135]. A more detailed study of the Raman intensity in the resonant
regime [137], which considers the effect of final state interaction, qualitatively ex-
plains the lineshape of the spectra in an antiferromagnet. Within this model the
excitation of a pair of zone-boundary magnons leads to a peak at wyy, ~ 2.8J in
the B, spectra, where J is the exchange coupling constant. When holes are doped
into the antiferromagnet, the two-magnon feature in the Raman weakens and shifts
to lower energies, but is still present in the superconducting and metallic phases.

In Fig. 8.2 the By, and By, normal state spectra are shown for differently doped
BSCCO samples covering the range from optimal doping (Opt95) to the strongly
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overdoped regime (OD78, OD62 and OD56) (Tab. 4.3).

The sharp features below 800 cm™!

are due to llz{aut.tice1 vikl)rat?o.rll)sl. .T}:; two- Cu 0O Cu
magnon peak is clearly visible in the op-
timally doped sample (panel (a)) as a ‘g ® /8’ (a)

broad feature in the B;, spectrum at
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lower frequencies for increasing carrier

O b
concentrations p. While still visible in ~ [ )2’ ( )
the overdoped sample with p = 0.20
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in the two strongly overdoped samples O 1 ‘2( (C)

(panels (¢,d)). As expected, no structures
are observed in the By, spectra, which H\
have almost no doping dependence (see

Fig. 6.2). 7 e & (d)
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The analysis of the By, spectra indi- a

<
cates that short range antiferromagnetic

coupling persists in the superconducting  Figure 8.1: Schematic picture of the

metallic phases. In fact, Raman detects  two-spin flip process in a CuOz plane.
(a) The incoming photon is absorbed
creating (b) a charge transfer excitation
from a Cu to an O orbital. After the
doping (Flg 8.2 (a)) It is interesting to exc]]ange process (c) the electron hops

notice that such a contribution seems to  back from O to Cu site with the emis-
disappear for p > 0.21 (Fig. 8.2 (c,d)), sion of the outgoing photon [136].

doping level at which also the anisotropy

the contribution of the scattering from

spin-flip excitations well beyond optimal

between the relaxation rates in the two symmetry channels By, and By, vanishes
(Fig. 6.7). This observation suggests a possible relationship between the two phe-

nomena.

8.2 Antiferromagnetic correlations below 7,

If, in general, antiferromagnetic correlations persist in the metallic phase, they seem
particularly important in the superconducting state where spin susceptibility stud-
ies have revealed the existence of a resonant spin excitation. Such an unusual spin
collective mode, most extensively studied by inelastic neutron scattering, is unique

to high-temperature superconductors and is believed to be a key factor in the phe-
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Figure 8.2: Doping dependence of the Raman response in By, and in By, sym-
metries in the normal state for differently doped BSCCO samples.
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nomenology of the cuprates.

First observed in YBCO [44, 138, 139], it has been also identified in BSCCO
[140] and in TBCO [46] at various doping levels. The magnetic resonance peak is a
sharp collective mode that occurs at an energy of wg >~ 41 meV in optimally doped
samples and at a momentum Q = (7/a,7/a), where a is the nearest-neighbor Cu-
Cu distance. Its intensity decreases continuously with increasing temperature, and
vanishes above the transition temperature 7.. The energy of the mode is found to
scale linearly with 7, with a maximum value wg ~ 41 meV in YBCO and BSCCO
[140] and wgr ~ 47 meV in TBCO [46].

These observations have inspired numerous theoretical studies of the interplay
between electrons and collective spin excitations. The anomalies in the spectra
observed close to T, by photoemission, tunneling and optical conductivity [141, 142]
have been interpreted as evidence of coupling to the neutron mode.

Here, the Raman response of a d > _,» superconductor including the contribution

from a spin fluctuation identified with the resonance near wg =~ 41 meV is calculated.

8.2.1 Theory of Raman scattering from spin fluctuations

There is a clear experimental indication of the interplay between antiferromagnetism
and superconductivity from inelastic neutron scattering. Several fundamentally dif-
ferent microscopic descriptions have been proposed to explain it. In this work it
is modeled considering a magnon-like collective mode in the superconducting state
[143].

Spin fluctuation collective mode

The spin susceptibility x; is modelled by extending the weak-coupling BCS form
for a superconductor in a d,»_,» pairing state to include antiferromagnetic spin
fluctuations by a random-phase-approximation (RPA) form [144, 145]

X6 (q,w)

1— UXOBCS(q, CU)

Xs(q,w) = (8.1)
where U is taken as an effective interaction strength. xZ¢* is the BCS susceptibility
[43]
BCS( . : 1 N 5 YA .’
Xo (q,iw) = BTrZG(k, iw)G(k+q,iw + w) (8.2)
k,iw’

where G (k,iw') is the matrix form of the electronic propagator explicitly written in
Eq. (3.17), Tr denotes the trace, 8 = T~!, and the conventions 7 = 1 and kg = 1

are used. In Eq. (8.1) xF¢ includes the superconducting pairing correlations, while
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the RPA structure of the response and the strength of the effective interaction U
represent the antiferromagnetic correlations.

The band structure is described by a tight-binding model for a tetragonal sys-
tem (see Sect. 3.5, Eq. (3.27)), with the addition of a term describing the hopping
between the CuO, planes of a bilayer

& = —2t[cos(kya) + cos(kya)] + 4t' cos(kya) cos(kya) —ti (k) — p (8.3)

a and c are the lattice constants; ¢, (k) represents the inter-plane hopping term and
is given by [143]

t1 (k) = 2t cos(k,c)[cos(kza) — cos(k,a)]® (8.4)

where k, is 0 or 7/c for the bonding or anti-bonding band of the bilayer, respectively.
The corresponding two Fermi surfaces are shown in Fig. 8.3. The band structure
parameters in this work are always chosen to be applicable to optimally doped
systems and are (n) = 0.85, t'/t = 0.45, and ¢, /t = 0.1 [145]. The double arrows

('TC,'TC)

Figure 8.3: Bonding and antibonding Fermi surfaces. The arrow labeled Q
correspond to a (w/a,n/a,n/c) momentum transfer. The parameters used for
the plot are (n) = 0.85, t'/t = 0.45, and t, /t = 0.1. The light and dark colors
in the background mark the regions where the d-wave superconducting gap is
maximal and minimal, respectively.

labeled by Q correspond to a momentum transfer of (w/a,w/a,m/c), which connects

states on the bonding Fermi surface to states on the anti-bonding Fermi surface.
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Figure 8.4: Spin susceptibility for Q = (n/a,n/a,n/c). The parameters used
for the plot are (n) = 0.85, t'/t = 0.45, t, /t = 0.1, U/t = 1.3, and A/t = 0.25.
wp Is the resonance frequency.

Because of the form of the band structure selected, the states which are re-
lated by a momentum transfer of Q are located close to the Brillouin zone axis (see
Fig. 8.3). These are approximately also the regions in k space where the d-wave su-
perconducting gap is maximal, as represented by light background colors in Fig. 8.3.
The spin response is therefore expected to be very sensitive to the magnitude of the

superconducting energy gap.

Although a bilayer model is used here, strong magnetic interactions between
closely spaced CuQ, layers are not required for the formation of the resonant mode,
as proved by the observation of the neutron scattering resonance in the single-
layer cuprate Tl;BasCuQOgys [46]. The results of the Raman calculation are not

qualitatively changed when a monolayer structure is considered.

In Fig. 8.4 is shown the spin susceptibility as given by Eq. (8.1). For the plot the
superconducting gap maximum is chosen as Ag/t = 0.25 and the effective interaction
as U/t = 1.3. The temperature is fixed at 7/t = 0.08. Then, ¢t ~ 100 meV
corresponds to wr >~ 41 meV.

The evolution of the resonant spin excitation energy wg with doping poses seri-
ous constraints for the theoretical modeling. From neutron scattering experiments,
the energy of the magnetic resonant mode is found to scale with the transition tem-
perature T, in both the underdoped and the overdoped regimes [140]. This is well
reproduced by the model considered here. In fact, the resonance wg scales linearly
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Figure 8.5: Dependence of the resonance on the d-wave gap maximum. The
parameters used for the plot are (n) = 0.85, t'/t = 0.45, t, /t = 0.1, and U/t =
1.3. The dashed line is a linear fit to the data.

with the d-wave superconducting gap maximum A, as shown in Fig. 8.5 and Aq
scales linearly with 7, [121].

Other forms for the spin susceptibility can be straightforwardly used for the
calculation of the Raman contribution. However, the results are mainly determined
by the collective mode at Q. Therefore we take the bilayer susceptibility for a

representative calculation.

Raman vertices

As described in Sect. 3.6.1, the Raman vertex is often expressed through an
expansion in Brillouin zone or Fermi surface harmonics. However, for the limiting
case of vanishingly small scattered (wg) and incident (w;) photon energies, it can be

represented in the effective-mass approximation as

= g el O ex e (8.5)
e = L g ok, ‘
JTRY

where e’ and e are the unit vectors representing the polarizations of the incoming
and the scattered light, respectively, with u,v € {z,y}. The convention used for
the orientation of the axes is that of Fig. 3.7, so that By, symmetry, for example, is
obtained with e/ = 2 = (1,0) and €% = § = (0, 1).

Using Eq. (8.5) and the bilayer tight-binding dispersion (Eq. (8.4)) the Raman
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vertex in the various symmetries becomes

fyl’:h"’ = 2a’tyy — 2a°t, cos(k,c)[cos(2k,a) + cos(2k,a)]
—4a? cos(kya) cos(kya)[t' + 2t cos(k,c)] (8.6)
4t
fyflg = 2a’t} (1 + TL cos(k,c)[cos(kza) + cos(kya)]) (8.7)
V22 = 402t +t, cos(kyc)] sin(kqa) sin(kya) (8.8)

where 4%* = (cos(k,) F cos(k,))/2. Since the incoming photons have an energy
hwr ~ 2.5 eV, which is of the order of the bandwidth and of the inter-band excita-
tions according to local density calculations [36], the validity of the effective-mass
approximation is questionable in cuprates [146, 147]. Indeed, a strong dependence
of the response in A;, symmetry on the detailed form of the bare Raman vertex
[117] was found earlier. Here, other forms for the vertices, which obey the proper

symmetry transformations, are considered as well,
,le:hg = cos(kga) + cos(kya) (8.9)

and
fylflg = cos(kza) cos(kya) . (8.10)

These basis functions assign weight to different regions of the Brillouin zone. Hence
the A;, response resulted particularly sensitive to the specific choice of ’ylf Y in

previous calculations.

Raman response function

The spin fluctuations lead to an additional contribution to the Raman response
via a two-magnon-like process and the resulting total response is represented dia-
grammatically in Fig. 8.6 [144]. The Raman response function x.,(q,iw) at finite

PB SF

Ly = <+, \

/ \
/ \
/ \
Figure 8.6: Feynman diagrams for the Raman response function which includes
the polarization-bubble (PB) and the two-magnon process (SF). Dashed, wiggly,
and solid lines represent photons, spin fluctuations, and fermionic propagators.
~ denotes the bare Raman vertex of a specific symmetry.

temperature is therefore written as the sum of a polarization-bubble (PB), discussed
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in Sect. 3.3, and a spin fluctuation (SF) contribution

Xy (@, iw) = X2 P (q, iw) + x50 (9, iw) (8.11)

with the index 7 specifying the scattering geometry in the Raman vertex function.

In Fig. 8.7 the Feynman diagram for the spin fluctuation contribution is explicitly
plotted. The spin fluctuation propagator is incorporated in its RPA form for the
bilayer by the ladder diagram series with an effective on-site Hubbard interaction U

[148].
Xs _\_hﬁ

= Uil a)

/
/
/
/
\
\
\

SF .
Ly =

/
/

b)

Figure 8.7: Feynman diagrams for the spin fluctuation contribution. a) Ladder
series for the spin fluctuation propagator xs. b) Explicit diagram for the spin
fluctuation contribution. Dashed, wiggly, and solid lines represent photons, spin
fluctuations, and fermionic propagators. v denotes the bare Raman vertex in a
selected scattering geometry.

In the limit of vanishing momentum transfer g — 0 (Sect. 3.2) the diagram for

the spin fluctuation contribution translates into

1 . .
3 Z VI, iw, iw)xs(—q, —iw')
q iw!

Xs(d', iw + w )V (d, —iw, —iw") (8.12)

Xor (iw) =

where iw, iw’ denote bosonic Matsubara frequencies. The vertex function

V(d, iw, iw') includes the bare Raman vertex 7y and is evaluated as
1 N _
V(d, iw, iw') = 5T D Gk, iw” + iw) iU
k,iw'!

Gk + o, iw" + iw + iw' )7 UG (k, iw") . (8.13)

1w" are fermionic Matsubara frequencies, 7; with ¢ = 1,2,3 are the 2 x 2 Pauli
matrices and 7y = 1. The calculation of the analytical expression for the vertex

function is described in Appendix B.
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x4F is evaluated as described in Sect. 3.3.2

X (iw) = — Trz A(k)G(k, iw' )y (k)G (k, iw' — iw). (8.14)

k,iw’

The total Raman response is calculated in the gauge invariant form of Eq. (3.12)

w) Xil (1w)

X (iw) = Xy (iw) — (i) (8.15)

where x,1 and xi; are obtained by the replacement 7, — 1 in one or both bare
Raman vertices in the vertex function Eq. (8.13). The analytical continuation to
the real axis is performed numerically using Padé approximants [149]

The two-magnon contribution to the A, channel given by X I alone, is plotted
in Fig. 8.8. The parameters used for the plot are U/t = 1.3, T/t = 0.08, and
Ao/t = 0.25. x5 is the convolution of two spin susceptibilities (see Eq. (8.12))
and therefore has a maximum near twice the magnetic resonance frequencies of the
imaginary part of the x;(q,w) at = Q and q = Q' = (7/a,7/a,0). For the chosen
parameters, Imy; has a strong peak for q = Q near wiz ~ 0.4 and a weaker peak
for q = Q' at a slightly higher frequency.
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Figure 8.8: Spin fluctuation contribution to the Raman response X:jf in Ay
symmetry. The parameters used are t'/t = 0.45, t = 130 meV, Ag/t = 0.25,
U/t =1.3 and (n) = 0.85.

A first fundamental result of this calculation is that in the By, and By, geome-

tries the spin fluctuation term introduces vanishingly small corrections to the total
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response. The presence of the spin fluctuation term is therefore important only in
the Ay, geometry. This is due to the symmetry properties of the vertex function
V7, explicitly written in Eq. (8.13). For spin fluctuations with momentum Q, V7 is
the result of the sum over the Brillouin zone of the bare Raman vertex -, times a
function which possesses A, symmetry. For vy of By, or By, symmetry such a sum
vanishes identically. On the other hand, the contribution of spin fluctuations with
momentum different from Q is negligible because of the sharpness of the resonance
peak in momentum space. Therfore, for the B, and the By, channels the response
is given by the polarization-bubble term alone.

The dependence of the total response (Eq. (8.15)) in A;; symmetry on the ef-
fective interaction U is shown in Fig. 8.9. The parameters used are the same as
for Fig. 8.8. For U = 0 the response corresponds to polarization-bubble contribu-
tion alone. The shape of the Raman response is modified by varying U/t and in
particular the position of the peak is shifted towards higher energies for increas-
ing U. With the inclusion of the spin fluctuation term the Ay, peak position in
the superconducting spectra is at frequencies slightly above A consistent with the
experimental observations in YBCO and BSCCO (for a review see [66]).

A comment is in order on the relative magnitude of the spin fluctuation and
the polarization-bubble term. A comparison of Figs. 8.8 and 8.9 makes it clear

that the spin fluctuation term is much smaller than the polarization-bubble term.

1.4 ; T ; T ; T

12 B / \ — -
10 I~ / ----- e —

0 . 8 | II \\ ..................................... -]

%" ()t

06 N R .
04 F ~ i

0.2 7/ Ay T

0.0 / . | . | . | .
0 1 2 3 4

Figure 8.9: Raman response in A1, symmetry. Solid, dashed and dotted lines
correspond to U/t = 0, U/t = 1.3 and U/t = 2.0, respectively. The parameters
used are t' [t = 0.45, t = 130 meV, A¢/t = 0.25, U/t = 1.3 and (n) = 0.85.
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The effect of this new term is nevertheless visible since the backflow (the second
term in Eq. (8.15)) mixes the two contributions in a nontrivial way. Since the spin
fluctuation term varies as U* in this model it starts to dominate for larger U, leading
to a shift in spectral weight out toward higher frequencies.

Previous studies [117] have shown that the calculations for the A;, screened
response are unstable to the inclusion of higher-order Brillouin zone harmonics for
either the energy gap, the band structure or the Raman vertex. Thus, theories based
on dg:_,2 model fail to reproduce the rather universal character of the A, peak,
present in different cuprates even with only one single CuO, sheet [150, 151].

This inconsistence is solved when the spin fluctuations term is included in the
response. This is shown in Fig. 8.10 where the Raman response is calculated for the
three different forms for the vertex given by Eq. (8.8), (8.9) and (8.10). All curves
are normalized to their peak height to allow for an easier comparison. Clearly,
the strong sensitivity to changes of the bare Raman vertex (Fig. 8.10 (a)) is much
reduced when the spin fluctuation term is added (Fig. 8.10 (b)). Within this model
it has been verified that this reduced sensitivity is not altered by different model

parameter choices and different broadening of the response [148].

8.2.2 Comparison with experimental results

The comparison between theoretical and experimental results is shown in Fig. 8.11.
Data for an optimally doped BSCCO sample are taken from [152]. For the Raman
vertex the expression derived from the tight-binding dispersion is used. The param-
eters are t = 130 meV, Ay/t = 0.25 and T/t = 0.08. The effective interaction U
and the hopping integral ¢ are used as the only two fitting parameters.

Adding the spin fluctuation contribution leads to a shift of the peak position
from near Ay for U = 0 to higher frequencies, and thus to a better agreement with
the experimentally observed relative peak positions in A, and B, geometries. For
the fit, ¢ is adjusted to achieve a good agreement with the By, channel, and then U
is used to match the A;, peak position.

The value of ¢ obtained from the fit is ¢ = 130 meV. This value has to be
compared with ¢ >~ 105 meV, which results from the condition wgr ~ 40 meV. This
slight discrepancy is most probably related to our simple modeling of the propagators
which neglects strong renormalization due to interactions as well as impurities. The
value of U obtained from the fit is U = 1.3 consistent with previous results ([136]
and references therein). The excess experimental intensity in the A;, channel above
the theoretical curve in Fig. 8.11 is somewhat sample dependent and is possibly

related to disorder-induced phonons.
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Figure 8.10: Raman response in A1, symmetry for different vertices: 7;3 Y ob-
tained from effective mass approximation (solid line), cos(k,) + cos(ky) (dashed
line), cos(k;)cos(ky) (dotted line). In the upper panel the Raman response is
plotted for U/t = 0, in the lower panel for U/t = 1.3.

The conclusion of this calculation is therefore that the scattering from the col-

lective spin fluctuation mode plays an important role in the superconducting state.

In fact, the inclusion of this contribution in the Raman response solves the previ-

ously unexplained sensitivity of the A, response to small changes in the Raman

vertex. In addition, within the described model it is now possible to obtain the

correct relative peak positions of the A;, and the B, scattering geometry. Thus,

the two-magnon-like contribution controls the A, peak and is ineffective in the By,

and By, symmetries, which are mainly determined by the polarization-bubble term
described in Sect. 3.3.

The interplay between the magnetic resonance and the Raman response has been

investigated by experiments on Ni-substituted YBCO [153]. Ni is believed to replace
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Figure 8.11: Comparison of the calculated A1, and B4 response with the spec-
tra of optimally doped BSCCO from [152]. The parameters used are t'/t = 0.45,
t =130 meV, Ag/t = 0.25, U/t = 1.3 and (n) = 0.85.

Cu in the CuO, planes [154] with the effect of reducing 7, without changing the
carrier concentration. As a result the experimental peak positions of the supercon-
ducting spectra in A;, symmetry are found to scale as wr when 7, is reduced and
to remain constant in B, symmetry. Also, the temperature dependence of the peak
intensity is found to follow the intensity evolution of the magnetic resonance only in
Ay, symmetry. These results provide experimental evidence for the relevance of the

scattering from spin fluctuations in the superconducting state for the A;, response.

8.3 Chiral excitations and unconventional density

waves

As shown in the two previous sections, spin fluctuations play a fundamental role in
the phenomenology of cuprates. Here an additional contribution to the scattering
from the spin degrees of freedom is considered.

In a Mott insulator, in which the insulating behaviour arises from electron-
electron interactions, a charge excitation produces a distortion of the magnetic state.
As a consequence, the phase of the excitation wave function may depend not only
on its position, but also on the path which the hole followed to arrive at the site
[155]. Therefore, a hole doped into a Mott insulator may acquire a phase while

moving along a closed path. In this case the excitation is said to be chiral, and
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the total solid angle formed by three adjacent spins given by the expectation value
in the ground state of the chirality operator ) S;(S; x Si) is different from zero.
In the Raman response, the scattering from chiral excitations produces a finite Ay,
symmetry component [155, 156]. Such a contribution has indeed been observed up
to large energy shifts in insulating compounds [157, 158].
Recently the proposal of the existence of orbital
Cu O currents circulating in the Cu-O planes [67, 159]
) ' has attracted great interest. Such currents break
time-reversal symmetry and give rise to an uncon-
ventional charge density wave with d-wave symme-
try (d-density wave or DDW in short) which com-
petes with the superconducting order parameter pro-
ducing the complex phenomenology of cuprates [67,
125, 160]. Indeed, experimental support for this sce-
nario comes from photoemission spectroscopy. Using
circularly polarized light a spontaneous breaking of
time-reversal symmetry is observed at doping levels
and temperatures corresponding to the “pseudogap”
phase [161].
Raman scattering is another direct tool to inves-

tigate chiral excitations because excitations breaking
time-reversal symmetry can be detected as a contri-

bution in Ay, symmetry.

8.3.1 Complete symmetry analysis of

(b)

the Raman spectra

Figure 8.12: Possible

current patterns in the Cu-
O planes proposed by [159] polarizations are necessary to extract the pure sym-

(a) and [67] (D). metry components. The method developed to adjust
and measure circular polarizations is described in Sect. 4.4.

As introduced in Sect. 3.6.2, both linear and circular

With reference to Fig. 3.7 for the linear polarizations and Fig. 3.8 for the circular
polarizations, the combination of the measured spectra used to extract the symmetry
components is tabulated in Tab. 8.1. A linear combination involving all six spectra
is always used to average over small changes in the experimental conditions during
the experiment. To avoid the deposition of layers on the sample surface which would
dramatically alter the spectra especially at high frequencies it is crucial to acquire

the spectra in rapid sequence. Therefore, all six spectra at a given temperature are
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SYMMETRY H LINEAR COMBINATION
Ay (xx+x’x’+LL-(xy+x'y'+LR)/2)/3
Ay (xy+x'y’+LL-(xx+x’x’+LR)/2) /3
By, (xy'+xx+LR-(x'x’+xy+LL)/2)/3
By (xy+x'x’+LR-(xx+x"y’+LL)/2)/3

Table 8.1: Linear combination of the measured spectra used to extract the pure
polarizations.

measured within a few hours.

A quantitative check of the consistency of the measurements can be performed
by summing each two measured spectra with the same polarization state of the
incident light. With reference to Figs. 3.7 and 3.8, the result is the sum of all four
symmetry components

XX + Xy
x'x’ + X’y’ = Alg + Agg + Blg + BQQ . (816)
LL+LR

An example of such a consistency check is shown in Fig. 8.13 for optimally doped
BSCCO (Opt95) at 30 K. The curves represent the sums given in Eq. (8.16) and

are plotted without any adjustment. The discrepancies are of the order of 5%.
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Figure 8.13: Consistency check for the optimally doped BSCCO sample Opt95
at 30 K. Fach curve is the sum of two experimentally measured spectra with the
same incoming polarization state.
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8.3.2 Experimental evidence of A, component

The pure symmetry components of the optimally doped BSCCO Opt95 at 30 K are

shown in Fig. 8.14. The sharp features at frequencies below 800 cm~! are due to
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Figure 8.14: Raman response of the optimally doped BSCCO sample Opt95 at
30 K in the four symmetries.

lattice vibrations. At approximately 500 cm ! the superconductivity-induced peak
is visible in A,,, By, and By, symmetries. As a result of the complete polarization
analysis an A, symmetry component is clearly resolved. This component is negli-
gible below 1000 cm~! but becomes comparable in intensity to the other symmetry
components at high frequencies. The two-magnon peak (Sect. 8.1) is clearly visible
in By, symmetry.

For comparison, the pure symmetries in the overdoped OD65 sample (Tab. 4.3) at
157 K are plotted in Fig. 8.15. In the overdoped regime, too, the Ay, component is
significant only for frequencies above 1000 cm™*. The B;, component does not show
an indication of the two-magnon peak and is practically constant above 2000 cm ™ *.

The result of the complete symmetry analysis in antiferromagnetic YBCO
(Tab. 4.2) at 210 K is shown in Fig. 8.16. The electronic continuum at low fre-
quency is strongly suppressed in all symmetries. A few sharp structures due to lat-
tice vibrations are clearly visible in the A, and B;, symmetries. The two-magnon
peak in B, is the most prominent feature as expected for an antiferromagnetically
ordered sample. Some intensity appears also in Ay, and By, symmetries, because
of spin-flip processes involving next-nearest-neighbor sites [137]. The sharp peak
at approximately 1300 cm™! in the A;, spectra is possibly related to two-phonon
scattering [90].
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Figure 8.15: Raman response of the overdoped BSCCO sample OD65 at 157 K

in the four symmetries.

8.3.3 Temperature and doping dependence of the Ay, com-

ponent

The temperature dependence of the Ay, symmetry component in the optimally
doped BSCCO sample Opt95 is shown in Fig. 8.17. Above 2000 cm™~! the spectra
measured at the different temperatures are not distinguishable. Below 2000 cm™*
a weak temperature dependence is observed. Due to the weakness of the signal
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Figure 8.16: Raman response of the antiferromagnetic YBCO sample at 210 K

in the four symmetries.
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Figure 8.17: Raman response in Ay, symmetry at different temperatures in the
optimally doped BSCCO sample Opt95.

(below one count per second) more precise measurements are required to rule out
artifacts arising from improper subtraction of the different spectra. The sharp peak
at 450 cm™! in the spectrum at 220 K is a residue of a strong A;, phonon (dis-
placement in the c-direction of the apex oxygens in the Sr-O planes [162]) whose
contribution is not properly canceled. Also in YBCO and LSCO samples there is
no clear indication of temperature dependence up to high frequencies.

The doping dependence of the Ay, symmetry component is shown in Fig. 8.18
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Figure 8.18: Raman response in Ay, symmetry in the normal state of antifer-
romagnetic (AF), optimally (Opt95) and overdoped (OD65) BSCCO samples.
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where normal state spectra are plotted for the antiferromagnetic (AF), the optimally
(Opt95) and overdoped (OD65) samples.
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Figure 8.19: Raman response in Ay, symmetry in the normal state of different
cuprates: optimally doped LSCO, YBCO and BSCCO (Opt95) crystals. The
temperatures of the measurements are indicated.

The Ay, signal is maximal in the optimally doped sample where an almost linear
frequency dependence is observed up to 7000 cm~!. For higher frequencies it remains
approximately constant. In the overdoped sample a similar frequency dependence
is observed. However, above 5000 cm ! the signal saturates to a constant value.
The Ay, signal is smallest in the antiferromagnetic sample where it remains almost
negligible (below 1 count per second) up to 3000 cm™".

Finally, in Fig. 8.19 the A;; Raman response of the normal state is compared for
different cuprates at optimal doping, LSCO, YBCO and BSCCO. In YBCO the Ay,
signal is minimal with a linear increase with frequency in the entire range studied.
In LSCO the strongest frequency dependence is observed up to 4000 cm™!. The

I and seems to saturate

response reaches its maximum at approximately 6000 cm™
or slightly decrease for higher frequencies.

In Fig. 8.20 are summarized the temperatures and doping levels at which Ay,
symmetry component has been investigated in the different compounds.

In conclusion, as a result of the complete symmetry analysis an Ay, component
has been detected in all samples studied. The intensity of this signal is comparable
to that of the other symmetries at high frequency, and negligible below 1000 cm™!.
The origin of such a component is, however, not yet clarified. It is not simply

related to magnetic fluctuations because then its intensity would be maximal in
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Figure 8.20: Phase diagram investigated investigated to study the As, symme-

try component. The critical temperatures of YBCO, BSCCO (TCY Be ’BSCCO)

and LSCO (TF5¢0) are calculated from Eq. (4.1).

the antiferromagnetic sample, similarly to what is observed for the two-magnon
peak in B, symmetry (compare Fig. 8.2 and Fig. 8.14). On the other hand, it is
not characteristic of superconducting samples either because it is present, although
with different intensities, in antiferromagnetic and overdoped metallic samples. In
particular, no influence of the metal-insulator transition at p. = 0.22 could be found.
The lack of a temperature dependence in the range of temperature and doping
studied implies that no crossover is observed for the excitations probed. This result
does not allow a straightforward interpretation in terms of orbital currents appearing
in the pseudogap phase. In addition, the signal is clearly visible in the overdoped
sample with p = 0.22 and at 7" = 157 K where no pseudogap is observed. Since
the effect of such currents found by photoemission is at most 4% [161], it is well
possible that such a contribution is not detectable with the present experimental
setup. A better insight could be obtained by investigating the dependence of the
Ay, component on the wavelength of the exciting light.

As mentioned, scattering from chiral spin fluctuations is not the only process that
can give rise to an Ay, contribution. If the laser light can excite inter-band transi-
tions, the selection rules for the Raman process are altered and such a component
can appear [34].

It is, however, important to notice that the Ay, component is relevant for the
analysis at larger energy transfers and cannot be neglected as done in previous

studies. Once the pure symmetries are extracted, the Raman relaxation rate I'(w)
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and mass renormalization factor 1+\(w) (see Sect. 3.4 for details) become consistent

with infrared and photoemission results.

The dynamical relaxation rate calculated from the By, Raman response of op-
timally doped BSCCO (Opt95) at 200 K is shown in Fig. 8.21. I'(w) is shown
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Figure 8.21: Dynamical relaxation rate in By, symmetry of optimally doped
BSCCO (Opt95) at 200 K.

for the spectrum measured with z¢ polarization orientations, corresponding to the
Ayg + By symmetry components, and for pure By,. The relaxation rate in the By,
symmetry spectrum has a frequency dependence consistent with the imaginary part
of the self-energy derived from photoemission results (Fig. 5.10 and Fig. A.1). To
facilitate the comparison a scale in meV has been added in Fig. 8.21.

The mass renormalization factor 1 + A(w) calculated from the B, spectrum of
optimally doped BSCCO (Opt95) at 200 K is shown in Fig. 8.22. As a result 1+ \(w)
asymptotically approaches unity, differently from what was previously reported [30],
indicating the validity of the quasiparticle description up to high energies. The linear
fit in a logarithmic energy scale (dashed line) illustrates that 1 + A(w) exhibits a
logarithmic divergence over almost three decades. This result supports the marginal
Fermi liquid scenario [88, 89, 163] introduced in Sect. 5.4.1 to evaluate the Raman
response.

In conclusion, the By, spectrum obtained by a complete symmetry analysis is
consistent with the carrier dynamics determined by other techniques, such as pho-

toemission or infrared spectroscopies over a wide doping range.
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Figure 8.22: Mass renormalization factor as calculated from the By, Raman
response of optimally doped BSCCO (Opt95) at 200 K. The dashed line is a
linear fit to the data in logarithmic scale.

8.4 Experimental results in Lay_,Sr,CuOy:

charge ordering and stripe formation

The effect of antiferromagnetic correlations is particularly strong in LSCO, where
it is believed to produce spin-charge separation [17]. For this reason this compound
has attracted particular attention in the last years. The early observation of an
anomalous suppression of superconductivity in samples with a hole concentration
of x = 1/8 [164] is probably related to the formation of a dynamical modulation of
spin and charge.

In this chapter Raman spectra for differently doped samples are analyzed as
a function of temperature and scattering geometry. In the underdoped region an
anomalous response is observed which indicates a new type of electron dynamics.
Infrared measurements on the same samples are also presented. The comparison
between the two spectroscopies used to interpret the anomalous response observed
leads to the conclusion that charge ordering is observed by Raman for the first time.

8.4.1 Stripes in Lay_,Sr,CuQ,?

As introduced in Chapter 2, cuprate superconductors are obtained by doping the
“parent” compounds, which are antiferromagnetic Mott-Hubbard insulators since
their insulating behaviour is the result of strong electron-electron correlations. In

Fig. 8.23 is depicted an example of the antiferromagnetic ground state. The arrows
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indicate the spin orientations on the Cu sites. Even when doped with a sufficient
number of holes to make the material superconducting, the local magnetic correla-

tions persist up to the overdoped region.

A single hole in a two-dimensional an-

tiferromagnet should have very low mobil-

ity because of the large magnetic energy re- ® ¢ Cu
quired for the breaking of the spin bonds ® ® ® O
resulting from its motion. Since its motion

inevitably frustrates the antiferromagnetic E& e \ ® \§
bonds, the hole will be strongly localized un- ® ® ®

til the long-range antiferromagnetic order is

destroyed. ?\ ® \?\ ® %

However, recent resistivity measure-
ments on LSCO [165] have shown that the
doped holes in clean crystalline cuprates Figure 8.23: Sketch of the CuO,

are surprisingly mobile in a wide range of  plane. The arrows indicate possible

temperatures, even in the antiferromagnetic  alignment of the spins in the antifer-
romagnetic ground state. a is the lat-

phase. These results, together with the un- -
tice constant.

expected persistence of short-range antifer-
romagnetism in the superconducting phase, have been interpreted in terms of spin-
charge ordering.

The basic idea is that the mobile carriers in the CuO4 planes, the holes, are ex-
pelled from regions of well-formed local moments and confined to one-dimensional
lines, which are therefore called charged “stripes”. A proposed pattern for the
spin-charge ordering is schematically represented in Fig. 8.24 [166], where only
the Cu atoms are displayed. The arrows represent the local spins on the Cu site
which are antiferromagnetically oriented within the domains. The charge stripes
are the shaded areas. Since the number of holes per Cu is 1/2, one out of two
Cu sites is occupied (filled circles). In inelastic neutron scattering experiments on
Laj g Ndg4Sr,CuQOy [17] it was observed that these structures are most pronounced
for a hole concentration of 1/8 as represented by the magnetic unit cell shown in
Fig. 8.24.

At the moment there is no agreement on what drives the separation of charge
and spin and on what is the effect of stripes on superconductivity. Experimental evi-
dence suggesting that stripes and superconductivity are related comes from neutron
scattering measurements. In fact, a linear relation between the transition temper-

ature 7, and the inverse modulation period of the spin-density wave was observed
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1/8, according to the model of [166]. Only the

: i - ident at the doping level z = 1/8
Cu atoms are displayed; a is the lattice constant.

where the static stripes and a lo-
cal minimum in the critical temperature 7T, [164] are observed. In the absence of
Nd it is believed that the stripes are still existing but strongly fluctuating, and are
sometimes referred to as “dynamical” [168]. The experimental observations are still
insufficient to clarify their existence or absence in LSCO. Therefore it is partic-
ularly important to investigate this compound by the Raman technique, since the
k-resolution allows the detection of anisotropic conduction which cannot be observed

by transport or magnetic measurements.

8.4.2 Raman and infrared conductivity experimental results

The measurements were performed on an underdoped and an optimally doped LSCO
single crystals (UD and Opt in Tab. 4.1). The electronic Raman response x”(w, T') of
the underdoped crystal is shown in Fig. 8.25 for By, (panel (a)) and By, (panel (b))
symmetries. The contribution from vibrational excitations has been subtracted
out for clarity. To facilitate the comparison between the spectra, their intensities
have been adjusted by multiplicative factors (between 0.94 and 1.09) to make them
coincide at high energies.



8.4. Experimental results in Lay ,Sr,CuQy: charge ordering and stripe forma-
tion 141

12 I Lay.90Sr0.10CuO, se0 |

x” (®,T) (cps/mW)

0 | " 1 " 1 " 1 " (b) ]
0 200 400 600 800
Raman shift ® (cm™1)

Figure 8.25: Raman response X" (w,T) of underdoped LSCO at different tem-
peratures. In panels (a) and (b) are shown the B, and the By, configurations,
respectively.

At high frequencies, w > 400 cm™!, the electronic spectra are featureless and
consistent with earlier results in LSCO [112], YBCO and BSCCO [30, 114]. Up to
approximately 1500 cm™" the continuum is essentially constant in B, symmetry
(panel (b)) and increases linearly in B, symmetry (panel (a)). In the range below
200 cm~! the usual temperature dependence of the slope of the spectra is observed
in By, symmetry (panel (b)): the increase of the spectral weight upon reducing the
temperature leads to an increasing slope of the response in the dc limit (see for com-
parison Fig. 6.3 in BSCCO). Since 9x"(w — 0,7T)/0w is proportional to the static
lifetime of the carriers (Sect. 6.2), this behaviour is compatible with the metallic
decrease of the resistivity upon reducing the temperature. In the superconducting
state (7 K) a clear redistribution of spectral weight at low frequencies is observed.

This is an indication of the good quality of the sample, since a significant amount of
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impurities would reduce the superconductivity-induced peak and eventually wash it
out completely [31, 116].

In B;, symmetry a similar metallic increase towards low temperature is observed
between approximately 250 and 100 K. The spectra are more flat than in By, sym-
metry indicating a larger relaxation rate or a shorter lifetime as well as a weaker
temperature dependence than. Below 200 K an anomalously strong increase of
the low-energy response is observed. Although the spectra are measured down to
15 cm ™! the linear decrease toward zero energy, which is necessary to satisfy causal-
ity, cannot be resolved any more. Consequently, the lifetime must become very long
and exceed the one observed at By, symmetry by far. In B, symmetry, despite the
good sample quality, no superconducting peak can be observed. This is consistent
with what was previously reported not only in LSCO [112] but also in underdoped
BSCCO and YBCO [111].

The electronic Raman response x”(w,T') of the optimally doped sample is shown
in Fig. 8.26 (a) and (b) for By, the By, symmetries, respectively. Also in this case
the contributions from the phonons have been subtracted out and the spectra have
been adjusted by multiplicative factors (between 0.67 and 1.38) to make them match
at high energies. Similarly as in the underdoped sample the By, spectrum at the
lowest temperature (7 K) is characterized by a strong superconductivity -induced
peak which is now visible also in the B, spectrum.

The high-energy spectra have generally similar behaviour to those of the under-

I and

doped sample in both symmetries. However, in the range between 300 ¢cm™
700 cm ™! the low-temperature spectra (7 K and 56 K) in By, symmetry display a
loss of spectral weight. A similar depletion was previously observed in YBCO and
BSCCO [111]. Also the low-energy response is consistent with YBCO and BSCCO
results, since the anomalous increase in the B;, normal-state spectra is absent and

the evolution with temperature is similar to what is found in other cuprates [111].

In conclusion, below 100 K an unexpected long lifetime is observed in the under-
doped sample in only one of the two symmetry components which is not visible at
any of the temperatures measured (7" > 56 K) in the optimally doped crystal. The
fact that this behaviour is not observed in YBCO and BSCCO seems to indicate
that a new type of electron dynamics is involved. For this reason it is interesting
to analyze the infrared conductivity on the very same samples. Since the two spec-
troscopies are characterized by different selection rules but measure essentially the

same quantity, they are complementary.

The infrared spectroscopy experiments were performed by the group of Prof.

P. Calvani, at the University of Rome ”La Sapienza”, Italy. To compare directly
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Figure 8.26: Raman response X" (w, T') of the optimally doped LSCO at different

temperatures. In panels (a) and (b) are shown the B14 and the By, configurations,
respectively.

the spectra obtained by the two spectroscopic methods, the measurements were
performed on the very same surfaces of each sample.

In the infrared experiment the sample was mounted on the cold finger of a two
stage closed-cycle cryostat, whose temperature was kept constant to within £2 K
and could be varied from 20 to 295 K. The reflectivity R(w,T) of the crystal was
measured at quasi-normal incidence (8°) with the radiation field polarized in the
CuO, (a — b) planes. The reference was obtained by evaporating a gold layer onto
the sample using a hot filament placed in front of the surface [169]. The spectra
cover the range from 20 to 20,000 cm*. The real part of the optical conductivity
o(w,T) was extracted from R(w,T) by the usual Kramers-Kronig transformations.
A Drude-Lorentz fit was used to extrapolate the reflectivity to w = 0. On the
high-energy side, the data were extrapolated with the R(w) reported in [170].
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Figure 8.27: In-plane optical conductivity o(w,T) of the underdoped LSCO
sample. The corresponding reflectivity data are shown in the inset. The symbols
at zero energy represent the dc conductivity values at the respective temperatures.

The resulting real parts of the optical conductivity o(w,T’) of the underdoped
and of the optimally doped sample are shown in Fig. 8.27 and Fig. 8.28, respectively.

The raw reflectivities R(w,T’) are shown in the inset of the figures.

In the underdoped sample strong spectral features well below 200 cm~! are ob-
served at all temperatures. These structures are not related to infrared-active lattice
vibrations of LSCO in the a — b plane, as a comparison with the weak phonon line
at 360 cm~! demonstrates immediately. They cannot be wings of a Drude contribu-
tion either because the dc conductivity at the respective temperatures (indicated by
the solid symbols in Fig. 8.27) is much lower than the conductivity in the peak at
finite energies. Below 100 K the spectral structures merge into a huge peak, and the
conductivity reaches about 13,000 Q! cm ™t at 40 cm ! and 20 K. This softening
goes along with a transfer of spectral weight which depletes the region between 100
and 200 cm ™!,

In the optimally doped sample a strong far-infrared structure is also clearly
visible at w # 0 (Fig. 8.28). Although at this doping level the spectrum at the lowest
temperature is not as sharp as in the underdoped sample, the various structures
observed cannot easily be attributed to phonons alone for the high values of the

conductivity and for the strong temperature dependence. In addition, a systematic
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Figure 8.28: In-plane optical conductivity o(w,T') of the optimally doped LSCO
sample. The corresponding reflectivity data are shown in the inset.

study of the infrared conductivity in differently doped LSCO samples has shown
that the unconventional absorption is observed for a wide range of temperatures
and doping [171].

8.4.3 Raman scattering versus infrared conductivity

To verify whether the increase in the lifetime of the quasiparticles observed by Ra-
man is connected to the occurrence of the peak in the conductivity the temperature
dependence of the spectral weight has been calculated. The first moment of the

infrared spectrum between w; and w» is defined as

/:2 wo (w) dw
oo

For small frequencies, if selection rules and vertex correction are neglected, the

(Whir = (8.17)

Raman response and the real part of the conductivity can be related as x"(w,T) ~
wo(w,T) [156]. Tt is therefore possible to define the first moments of the “Raman
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Figure 8.29: (a) First moments of the Raman spectra in By, and By, symmetries
for the underdoped sample. (b) First moments of the infrared spectra (left scale)
and the difference between the B, and the By, moments A(w) (right scale).

conductivity” as

with Mm = Blg: ng.

(8.18)

The temperature dependence of the moments for the underdoped sample as

calculated using Eq. (8.18) is shown in Fig. 8.29. In panel (a) the By, and By,

moments calculated from the Raman spectra are plotted. In panel (b) the infrared

moments and the difference between the By, and the By, moments A{w) = (w)p,, —

(w) B,, are shown. For the calculation the values of w; =20 cm ™" and wy = 200 cm ™

1

have been used. The error on the data in indicated. The moments of the Raman

response (panel (a)) are not temperature independent, since there is no sum rule.
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Figure 8.30: (a) First moments of the Raman spectra in B4 and By, symmetries
for the optimally doped sample. (b) First moments of the infrared spectra (left
scale) and the difference between the B, and the By, moments A(w) (right
scale).

In By, symmetry an essentially linear decrease with temperature is observed, while
in Bj, symmetry a crossover of two linear regimes with different slopes occurs.
The moment derived from the conductivity (panel (b)) is temperature independent
down to approximately 100 K and decreases by up to 40% for T' < 100 K. The
changes in By, symmetry are more clearly visualized by plotting the difference A(w)
in Fig. 8.29 (b). Apparently, A(w) closely follows the behaviour of (w);g. Both
quantities are nearly constant at high 7" and exhibit a kink at around 100 K. Of
course, the relative changes cannot be expected to be equal since different quantities
are being measured. However, the comparison demonstrates that the enhanced
conductivity at finite energy observed in the infrared spectra and the exceptionally
long quasiparticle lifetime derived from the Raman response are apparently two

aspects of a common underlying change in the electronic properties.
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The same analysis has been carried out also in the optimally doped sample, and
the first moments are shown in Fig. 8.30. In this sample, consistent with the lack
of an anomalous Raman conductivity at low frequencies, no substantial difference
between the B, and By, moments is detected (panel (a)). Therefore, the difference
A{w) (panel (b)) shows no temperature dependence in the range studied. The
infrared moments reflect a similar constancy down to temperatures of approximately

50 K. Then a small but rapid decrease is observed.

8.4.4 Evidence of one-dimensional order in the underdoped

region

For the similarity of the infrared response in LSCO and one-dimensional ladder
compounds [172] charge ordering is a possible scenario for the explanation of the
unexpected features both in the Raman and the infrared spectra. The different
spectral shapes are possibly due to the selection rules and the coherence factors
involved. In crystals or subunits such as the CuO, planes with a center of inversion
the mutual exclusion principle holds, and infrared-active (odd or polar) excitations
cannot be observed in the Raman spectrum (even excitations) and vice versa [173].
In addition, due to the coherence factors collective phenomena such as supercon-
ductivity or density waves, which are a possible way to look at charge ordering, lead
to different spectra in the Raman response and in the conductivity.

The observation of the increased lifetime of the carriers in B;, symmetry only
would be consistent with the orientation of the stripes at this doping level. As

schematically represented in Fig. 8.31 the stripe order changes orientation with the
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Figure 8.31: Scheme of charged stripes orientation below and above the critical
doping x. = 0.055. The arrows represent the polarization vectors of the incident
and scattered light used used in the Raman experiments to detect Bi, and Ba,
symmetries. For clarity only four oxygen atoms are displayed.
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doping level being at 45° for z < z. and along the copper-oxygen bonds for > z.
[174]. x. = 0.055 is the concentration at which the insulator to superconductor
transition is observed. In Fig. 8.31 are also shown the polarization vectors of the
incident and scattered light used in the Raman experiments and the corresponding
symmetry components (see Sect. 3.6.2). In underdoped LSCO with z ~ 0.1 the
stripes are oriented parallel to the CuO bonds. In B;4 symmetry the polarizations
of the incoming and outgoing photons are perpendicular to each other and along the
diagonals of the CuO, unit cell having therefore a finite projection on the direction
of the one-dimensional structures. This orientation of the stripes is then compatible
with the observed symmetry dependence, i.e. the long lifetime seen in B;, symmetry.
In By, symmetry, instead, both polarization vectors are along the Cu-O bonds, and

either the incoming or the outgoing light is perpendicular to the one-dimensional
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Figure 8.32: Relevant temperature scales in the LSCO phase diagram. T, is the
charge-ordering temperature from x-ray absorption spectroscopy [175]; Tsy is spin
freezing temperature determined from the wipeout effects in nuclear quadrupole
resonance [176]; T, is the upturn temperature in resistivity measurements [177];
Tss in LNSCO is also shown [178]. The grey area is the superconducting phase.
Asterisks mark the T, of the samples studied here.
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structures, which therefore cannot be detected.

The onset temperature for one-dimensionality from the analysis of the first mo-
ments is consistent with the charge-ordering temperature observed by different ex-
perimental techniques (Fig. 8.32) [102]. Although the temperature for the first
formation of charge inhomogeneities is generally identified with the temperature 7™
where a pseudogap [16] opens, which is as high as 400 K in LSCO with z ~ 0.10, the
modification of the Raman spectra, starting already at high temperatures, becomes
visible only at lower temperatures. This is consistent with the present infrared
observations showing a well-defined excitation peak already at room temperature.

Significant changes of the physical properties can be expected when one-
dimensional structures become longer than the distance between the stripes and
comparable to the electron mean free path. Indications of an enhanced dc con-
ductivity along the stripe direction have indeed been found recently by longitudi-
nal transport [179] close to temperatures at which the moments start to decrease
(Fig. 8.29). Similarly, the transverse (Hall) conductivity decreases below approxi-
mately 80 K when the stripes are being completely pinned in Nd-doped LSCO [18].
Finally, recent results of inelastic neutron scattering on Lay g3Srg97CuO,4 show [180]
a strong increase in the stripe fluctuations below 100 K for energies between 2 and
8 meV (16 and 64 cm™!, respectively).
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Chapter 9

Summary

In this work the study of electronic properties of copper-oxide superconductors is
described. Various compounds have been investigated by inelastic light (Raman)
scattering as a function of temperature, carrier concentration, photon energy, and
polarization. For the data analysis new models have been developed which allow
a more general and consistent description of the results of Raman, photoemission,
and infrared spectroscopies.

To access a wide range of the phase diagram a new setup was built for annealing
and characterizing the samples. With a contactless inductive method the supercon-
ducting transition temperature 7, can be measured and possible inhomogeneities of
the samples can be probed.

To extract all symmetry components from the measured spectra, experiments
with linearly and circularly polarized light are necessary. For this purpose a new
method for the precise determination and adjustment of the desired polarization
state was developed.

In the normal state, the results from angle-resolved photoemission spectroscopy
(ARPES) as a single-particle probe and Raman spectroscopy as a two-particle probe
have been directly compared. From the analysis of the ARPES data of overdoped
BiySroCaCuy0g15 (BSCCO) electronic properties such as the Fermi velocity or the
self energy were extracted and used to calculate the Raman response. Good agree-
ment between the two spectroscopic techniques is obtained for both the low and the
high-energy part of the spectra in By, and By, symmetries. Hence, the Raman spec-
tra can be understood entirely in terms of single-particle properties in this region of
the phase diagram.

When the carrier concentration is reduced, Raman and ARPES seem to re-
veal different properties of the carrier dynamics. In fact, while the single-particle

self energy does not display substantial variations with doping, the Raman spec-
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tra undergo dramatic modifications. An evolution of the spectra with temperature
and doping indicates the presence of an unconventional metal-insulator transition
at a critical doping p. ~ 0.22 where antinodal quasiparticles with momenta along
the Brillouin zone axis become insulating while nodal quasiparticles with momenta
along the Brillouin zone diagonals remain metallic. A phenomenological model has
been developed which allows a quantitative understanding of the Raman results and
provides a scenario which links single- and many-particle properties.

The transition observed in BSCCO is also found in YBay;Cu3Ogy, but not in
Lag_,Sr,CuO4 (LSCO). Instead, a new type of electronic state develops below ap-
proximately 100 K which is characterized by a very long lifetime of the electrons
moving along the Cu-O bonds. By comparison with infrared spectroscopy mea-
surements these results are interpreted as a signature of an enhanced 1D transport
within a charge-density-wave (CDW) scenario where low-energy stripe fluctuations
with a correlation length of several lattice constants develop at low temperatures.
These effects are believed to be related to the strong coupling of spin, charge and
lattice degrees of freedom in underdoped LSCO.

The observation of a metal-insulator transition at p. = 0.22 in the normal state
raises the question of whether there is a corresponding anomaly below 7.. A com-
plete analysis of the response has been carried out in the superconducting state
for various doping levels. The spectra in By, symmetry (nodal quasiparticles) are

consistent with a d,2_,» energy gap with the maximum A, scaling with 7,. In

~y
By, symmetry (antinodal quasiparticles) the evolution of the spectral shape and
the intensity is incompatible with dz2_,» pairing. At p = p, no anomaly is found.
However, the new energy scale proportional to 1 — p may play a key role in the
understanding the nature of the pairing state.

To pinpoint the origin of the metal-insulator transition the role of antiferromag-
netic fluctuations has been explored both experimentally and theoretically. In the
superconducting state, scattering of electrons by spin excitations is found to be par-
ticularly important. In general, magnetic correlations are found to be present for
p < p. and seem to influence the normal state properties as well. The existence of an
Ay, symmetry component, which can originate from chiral spin waves for instance,
is clearly established for the first time in metallic cuprates. The intensity of this
component is comparable to that of the other symmetries at high frequency and neg-
ligible below 1000 cm™!. Although its spectral weight seems to scale approximately

with T, conclusions as to the origin and importance are premature.
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Zusammenfassung

In der vorliegenden Arbeit wird eine Untersuchung der elektronischen Eigenschaften
von Kupferoxidsupraleitern beschrieben. An verschiedenen Verbindungsklassen
wurden Lichtstreuexperimente (Raman-Effekt) als Funktion der Temperatur, der
Dotierung, der Photonenenergie und der Polarisation durchgefiihrt. Zur Beschrei-
bung der Daten wurden zum Teil neue theoretische Modelle entwickelt, die es
erlauben, einen breiteren Kontext herzustellen und die Ergebnisse von Raman-,
Photoelektronen- und Infrarot-Spektroskopie konsistent zu erklaren.

Um die Abdeckung eines weiten Dotierungsbereichs zu erméglichen, wurden Ap-
paraturen zum Tempern und zur Charakterisierung der Proben entwickelt. Uber
eine kontaktlos arbeitende, induktive Methode kénnen sowohl die Sprungtempe-
ratur bestimmt, als auch Probeninhomogenitaten erkannt werden.

Die Ableitung der reinen Symmetriekomponenten aus den gemessenen Spektren
erfordert Messungen sowohl mit linear als auch mit zirkular polarisiertem Licht.
Dafiir wurde eine neue Methode zur prazisen Bestimmung und Einstellung der er-

forderlichen Polarisationszustande entwickelt.

Ein Ziel der Arbeit war die Untersuchung der Beziehung zwischen Ein- und
Zweiteilchen-Response im Normalzustand. Dazu wurden die Ergebnisse von winkel-
aufgeloster Photoeelektronen- (ARPES) und Raman-Spektroskopie gegeniiber
gestellt.  Aus den durch die Analyse der ARPES-Daten von iiberdotiertem
BiySryCaCuy0g.5 (BSCCO) gewonnenen elektronischen Eigenschaften wie Fermi-
Geschwindigkeit oder Relaxationszeit wurde der Raman-Response berechnet und
mit den experimentellen Resultaten verglichen. In B, und By, Symmetrie findet
man sowohl fiir den nieder-, als auch fiir hochfrequenten Spektralbereich gute
Ubereinstimmung. Das bedeutet, dass im iiberdotierten Bereich des Phasen-
diagramms die Raman-Spektren vollstindig im Rahmen eines Einteilchen-Bildes
beschrieben werden konnen.

Wird die Ladungstriagerkonzentration reduziert, scheinen ARPES und Raman-
Spektroskopie verschiedene Eigenschaften der Ladungstragerdynamik widerzu-

spiegeln. Wéhrend die Einteilcheneigenschaften nicht wesentlich von der Dotierung
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abhangen, verdndern sich die Raman-Spektren dramatisch. Die Entwicklung der
Spektren als Funktion von Temperatur und Dotierung weist auf einen unkon-
ventionellen Metall—Isolator-Ubergang bei einer kritischen Dotierung p. = 0,22
Ladungstrager/CuQOy hin, bei dem “anti-nodale” Quasiteilchen mit Impulsen lings
der Cu-O Bindungen keinen Strom mehr tragen, wihrend “nodale” mit Impulsen
langs der Flachendiagonalen metallisch bleiben. Um die Raman-Ergebnisse quanti-
tativ zu interpretieren, wurde ein phanomenologisches Modell entwickelt, das Ein-
und Mehrteilchen-Eigenschaften miteinander verkniipft.

Der in BSCCO gefundene Effekt wird auch in YBayCu3Ogy,, nicht aber in
Lag ,Sr,CuO4 (LSCO) beobachtet. Stattdessen entwickelt sich hier unterhalb von
etwa 100 K ein Zustand, der durch eine sehr lange Lebensdauer der sich langs
der Cu-O Bindungen bewegenden Elektronen charakterisiert ist und den Einfluss
des Metall-Isolatoriibergangs iiberkompensiert. Raman- und parallel durchgefiihrte
Infrarot-Messungen konnen im Rahmen eines Szenarios von fluktuierenden Ladungs-
dichtewellen mit einer Korrelationslange von mehreren Gitterkonstanten qualitativ
verstanden werden. Die Resultate legen eine starke Kopplung von Spin-, Ladungs-
und Gitterfreiheitsgraden in LSCO nahe.

Der im Normalzustand bei p, = 0, 22 beobachtete Metall-Isolator-Ubergang wirft
die Frage nach einer zugeordneten Anomalie im Suprazustand auf. Daher wurde un-
terhalb von T, eine dhnlich systematische Analyse wie oberhalb durchgefiihrt. Das
Bs,-Spektrum ist konsistent mit einer Energieliicke mit d>_,»-Symmetrie, deren
Grofle mit 7, skaliert. In B;,-Symmetrie wird dagegen eine mit d,2_,2-Paarung
inkompatible Dotierungsabhiangigkeit des spektralen Verlaufs und der Intensitat
beobachtet. Bei p = p. wird jedoch keinerlei Anomalie gefunden. Die neu entdeckte
zu 1 — p proportionale Energieskala konnte aber eine Schliisselrolle im Verstandnis
der Natur des Paarungszustandes spielen.

Um die Ursache des Ubergangs einzugrenzen, wurde die Rolle antiferromag-
netischer Fluktuationen experimentell und theoretisch untersucht. Im Suprazustand
stellt sich die Streuung von Elektronen an Spinanregungen als besonders wichtig her-
aus. Experimentell konnen magnetische Korrelationen fiir p < p, nachgewiesen wer-
den, was tatsichlich einen Einfluss auf die Normalzustandseigenschaften nahelegt.
Die Existenz einer Ay -Symmetriekomponente, die zum Beispiel von chiralen Spin-
wellen kommen kann, wurde zum ersten Mal in metallischen Kupraten nachgewiesen.
Die Intensitat dieser Komponente ist bei hohen Frequenzen vergleichbar mit der in
anderen Symmetrien und vernachlassigbar unterhalb von 1000 cm™t. Obwohl das
spektrale Gewicht dieser Komponente etwa dem Verlauf von 7T, folgt, sind Schlussfol-

gerungen iiber deren Ursprung und Bedeutung verfriiht.
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Appendix A

Details of the single particle self

energy

In Chapter 5 the imaginary part of the self energy determined from photoemission

measurements can be represented, with # =1 and kg = 1,

(g,w,T) = = [C(8) + V/{aw)? + (BT)?] . (A1)

The term C(¢) = Co+C1(¢) (Eq. (5.12)) includes the zero-temperature contribution
(Cp) and the angular modulation (Ci(¢)) given by Eq. (5.10). To prevent the
imaginary part of the self energy from diverging at high frequencies, ¥" is multiplied

by a Lorentzian w3/(w + w?) and is set constant at high frequencies by defining it

as

2
Wy

wi + w?

w < Wy

- |¢@) + Viawy + (5T7]

w? o?w? 1
-C 0o __ 0 w > w
(9) wi + w? 2 \/(aw0)2 + (BT)? M

S (g, w,T) = (A.2)

T\ 2
Witth:\/wg—Q(ﬁ—) ~wy fora=1.1,=2and T < 300 K.
o

The resulting ¥"(¢,w,T) is plotted in Fig. A.1 for ¢ = 0°, a« = 1.1, § = 2,
Co =9 meV and wy = 1000 meV.

Note that the temperature dependence is relevant only for frequencies below
~ 2kgT.

The real part of the self energy is calculated by Kramers-Kronig transformation
of the imaginary part (Eq. (A.2)) to satisfy causality. The resulting expression is
given in Eq. (A.3), where for simplicity the quantity A = 57/« has been introduced.
The real part of the self energy ¥/(¢,w, T') is plotted in Fig. A.2 for ¢ = 0°, a = 1.1,
B =2,Cy=9 meV and wg = 1000 meV.
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Figure A.1l: Frequency dependence of the imaginary part of the self energy at
three temperatures at the antinodal (¢ = 0°) direction. The parameters used for
the plot are ¢ =0°, a = 1.1, f =2, Cy = 9 meV and wy = 1000 meV.
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Figure A.2: Frequency dependence of the real part of the self energy at three
temperatures at the antinodal (¢ = 0°) direction. The parameters used for the
plot are ¢ =0°, a = 1.1, B =2, Cy =9 meV and wy = 1000 meV.
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¥ (p,w,T)

Wy W

_ C(é) —
Wi + w? (4)
aw} 1 wd —2A%2+w
n +
T | 2y/wi — A2 | wi 247 —w
w? + A? wi—2A24+w

— In

+
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— In
wo — \/wg — 242

wo wi + w?

(A.3)
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Appendix B

Spin fluctuation vertex function

V' = (y

Figure B.1: Vertex function used in the calculation of the spin fluctuation con-
tribution.

The vertex function V7(q’,iw,iw’) involved in the calculation of the spin fluc-
tuation contribution (Sect. 8.2.1) to the Raman scattering (see Fig. B.1) is given
by

1 . _
VI, iw, iw') = 3 Tr ) - AkG(K, iw + iw")7oU
k,iw
Gk + o, iw' + iw + iw")7UG (k, iw") . (B.1)

where iw, iw' denote bosonic and iw” fermionic Matsubara frequencies [40]; 7; with
i=1,2,3 are the 2 x 2 Pauli matrices and 7, = 1.

After summing over the Matsubara frequencies iw”, V7 reads

Vi(d,iw,iw') = Z’Yk /// dy1dy2dys A(y1, Y2, Y3)
Kk

Tr {7A'3GA3(ka yl)%o@()’(k + ql7 yz)foéb’(k, 3/3)}

(B.2)

where the imaginary part of the bare matrix Green function Go(k,y) (Eq. (3.17))
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is given by

Gy (k,y) (Y7o + &Ts + AxT1) [0(y — Ex) — 6(y + Ex)] (B.3)

:E

and the scalar function A(yi, y2, y3) is

ng (yg) nF(yl)
A(y1, v, = : — + . —
(Y1, Y2, y3) { (s = +iw)(ye —ys +iw') (Y1 —ys — 1w) (Y2 — Y1 + iw +iw’)

nr(ye) } _

(Y3 — Y2 — iw) (y2 — y1 + W' + iw)

(B.4)
Substituting Eq. (B.3) in Eq. (B.2), the vertex function is
V(d,iw, iw') =Y % / / / dy1dy2dys A(y1, Y2, ys)
K
— [6(: — Fi) — 81 + )
BET By O~ Bi) = 0+ Bi
k~k+q (B5)

[6(y2 — Exrqr) — 0(y2 + Exiq)]
[6(ys — Ex) — 6(ys + Ea)] Tr {73(y170 + &Ts + AxT1)

(Y270 + € T3 + Dk1) (yaTo + &icTs + Ai1) } -

It is convenient to decompose the matrix term in Eq. (B.5), which will be labeled
as T, into the Pauli matrices 7; with i = 1,2, 3 and the unity matrix 7. Using the

properties of the Pauli matrices the result is

A

T(yla Y2, ys)

{73(y170 + €T3 + AxTy)

(Y2To + Ekiq T3 + AxTh)

(y3To + &kTs + A1)} =

= #(Tofy + Toiy + Ty + Tyty) =

= T0’7A'3 — Z.T17ﬁ2 — 7:T27A'1 + T3’7A'0)
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where
To = Alys+ v+ yivoys + Ay iq (v1 + ¥3)

+&uicrq (Y1 + ¥3)
Ty = AfAkig + Awrq (&8 + 11Y3) + Ax(2ebicrq+

Y2(y1 + ¥3)) (B.7)
T, = —i(Agiqéc — Awirq) W — ys)
T3 = 20kDpiqéc — Dplirq + E2lirq T SrqV1Ys+

Sy (y1 + y3) -

Finally the trace of the matrix T(yl,yg,y;»,) is required to evaluate V7. Since
Tr 7 = Tr 77 = Tr 73 = 0, only the Oth component of T contributes to the trace.

Therefore,

A

TrT (y1, Yo, y3) = 275 (B.8)

or explicitly

T (y1, Yo, y3) = A0 A bk — 2058k q + 2808k q

+28uq Y193 + 28xt1Y2 + 28xYoys -

(B.9)

The selection of the energies determined by the J-functions can be more com-

pactly written as

[6(y1 — Ex) — 6(y1 + Ei)]

[5(y2 — BEyygq) —0(y2 + Ek—f—q')}
[6(ys — Ex) — 0(ys + Ex)] = (B.10)
D s152530(y1 — 1Ek)6(y2 — 52 Biciq)0(ys — 53 Bx)

S1 782533::|:1

where s, S9,53 = +1. In conclusion, applying the d-functions the vertex function

V7 results as

V(d,iw,iw'") = Z YeA(51Ex, $2Ey o 5 53Fx)
k,s1,52,53==%1
1

[ B.11
mTrT(lek; SQEk+q', 83Ek) . ( )

515253
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