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ABSTRACT

Superconducting circuits based on Josephson junctions are very promising candidates
for quantum bits which are the fundamental elements of a quantum computer. An es-
sential requirement for realising a quantum computer are sufficiently long coherence
times of the underlying qubits. To ensure that the intrinsic coherence times of the
qubits are correctly determined the experimental environment must not contribute to
the loss of coherence. In this work a low temperature setup was established to char-
acterise Josephson junction devices in a highly shielded environment. To validate the
setup with several stages of filtering against environmental electromagnetic noise and
high frequency radiation the escape of individual Josephson junctions from the su-
perconducting into the voltage state was investigated. The histograms of the currents
where this switching takes place clearly showed a negligible amount of noise contri-
butions with an accuracy below a fraction of a microamp. Furthermore, a crossover
from thermally activated escape to a regime where the junction behavior is governed
by Macroscopic Quantum Tunneling (MQT) has been observed in the experiments.



viii Abstract




ACKNOWLEDGEMENTS

During my last year at the WMI | have learned to appreciate the lifework of the for-
mer directors of the WMI. Making the WMI independent from the universities Walther
Meissner and his successors founded an institute where people developed a coopera-
tive spirit not only between people working on the same research project, but also in
the whole institute. First of all | want to thank everybody for providing me this friendly
environment.

| am thankful to the director of the WMI, Prof. Dr. R. Gross, for providing me
the opportunity to take part in the research on solid state based quantum information
processing and for supervising this work. | furthermore want to thank Dr. A. Marx
for his time teaching me the physics of Josephson junctions and his help to get my
experiments running. For building the dilution unit and running it | am indebted to
Dr. C. Probst. His comprehensive experience in cryogenics was essential to get this
results. | gratefully acknowledge the work done by our PhD students C. Coppi and M.
Mariantoni. My successor as diploma student K. Madek helped me taking the actual
measurements. E. Menzel wrote the labview programs in his practical course in our
lab.
| enjoyed very much the team work with the diploma student H. Knoglinger. He was
responsible for developing the junction technology, and prepared for me the samples
even far into the night if necessary. The niobium Josephson junction and their char-
acterisation was provided by T. Bauch from Chalmers University of Technology in
Sweden.
But not only scientists are essential to get excellent results. So | will exceptionally
thank the technicians helping to realise this work. The engineer T. Brenninger to take
care of the sample stage drawings, the engineer W. Hehn to organise the dewar, G. Gor-
blich to make the PCBs and the electronic technicians D. Guratzsch, U. Guggenberger
and J. Hoess to help me with the circuits and the staff of the workshops.

This work was funded by the DFG (German science foundation) in the Cooperative
Research Center 631 for Solid State Based Quantum Information Processing and by
the Bavarian Academy of Sciences and Humanities.



Abstract




Part |

INTRODUCTION






Today'’s electronic data processing systems are driven by transistor-based boolean
(logic) gates packed on silicon chips, so called integrated circuits (ICs). In 1965 G.E.
Moore predicted that the number of such gates on one IC will increase exponeiitially.
This prediction has proven to be valid up to now, reaching many millions of transistors
per IC together with steadily increasing clock frequencies.

But obviously, this exponential growth cannot hold forever! On the one hand, enor-
mous power dissipation rises the problem of cooling while, on the other hand, the
elementary charge quantum limits the lowest possible current into the transistors. At
least one electron is needed in capacitors to store information.

Amazingly, while charge quantisation poses a problem in conventional computing, the
guantum nature opens new possibilities to do computations on a more advanced level
based on quantum information theory, which is not speeding up conventional algo-
rithms, but opens a fundamentally new approach to parallelise calculations. Thereby a
coherent superposition of quantum states —not even measurable (hidden by quantum
theory)— is processed in quantum gates.

But these are future dreams. Although some recent NMR experimenisere the
number 15 has been factorised by the quantum Shor algorithm, indicate the principal
feasibility, the transition to solid-state systems, which opens the possibility to scale
up a system, is not managed yet. Thus the DFG (German science foundation) started
a cooperative research centre in Munich to find promising candidates for solid-state
based quantum information processing systems. This work has been conducted within
the scope of this research initiative.

The elementary unit of quantum computation is a quantum bit or qubit. A crucial issue
for quantum computation is to get long enough coherence times of the qubits. Due to
the energy gap superconducting devices are favourable in terms of decoherence and
thermal excitation of states. For realising a superconducting qubit either the charge or
current degree of freedom can be used.

The purpose of this work was to develop an experimental setup capable to measure
persistent current qubits. This implies building and testing a setup operating in the
millikelvin regime with electrical connections which are extremely well shielded from
electromagnetic radiation.

A very elegant option to test the shielding against electromagnetic radiation is to mea-
sure the escape of Josephson junctions out of the superconducting state into the voltage
state. A commonly used way to realise such experiments is to ramp up a current un-
til the junction jumps out of the zero voltage state and to record a histogram of the
switching currents (“ramping experiments”). These histograms are highly susceptible
to external noise and radiation. The width of these histograms is, on the one hand, due
to thermal effects (see secti@r®) and, on the other hand, due to quantum effects (see
section2.3).

Finding an outstanding theoretical feature (a quantum effect of a macroscopic degree
of freedom) — the macroscopic quantum tunneling (MQT) — proves the negligibility

of noise and radiation corresponding to fractions of the relevant critical current.



In the following theoretical paft | will give a short introduction into the classical
theory of Josephson junctions (chapteand their dynamic properties (chap®@rand
will elucidate the basics of quantum computing with persistent current qubits (chapter
3). In chapterd | will describe the experimental setup while chapietiscusses the
measurements and results. Rarisummarises the work.
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THEORY






Classically, we distinguish two major groups of superconducting weak links. There
are, on the one hand, the so called Josephson tunnel junctions —two superconductors
seperated by an insulating barrier— and, on the other hand, weak links —two super-
conductors weakly coupled by a non-superconducting metal. The weak links com-
prise point and blob type contacts, microbridges and sandwich structures with weakly
conducting materials, whose Josephson properties are caused by the proximity effect
Cooper-pairs penetrate into the non-superconducting interface causing a supercurrent
through the link materiai.

In contrast, the physical properties of Josephson tunnel junctions —which are the sub-
ject of this work— are due to a potential barrier between two superconductors and
the quantum mechanical tunneling process. After a short introduction to the macro-
scopic wave function in superconductoislj and the phase difference between two
superconductors across a barrie2) | will discuss the Josephson theofy. ) and the
Stewart-McCumber model (4).






Chapter 1

THE CLASSICAL THEORY OF JOSEPHSON JUNCTIONS

1.1 Macroscopic Cooper-pair wave function

An important step towards a theoretical understanding of superconductivity in metals
was the discovery of the isotope effect. The fact that the critical temperature of a super-
conductor scales inversely proportional to the square root of its atomic mass pointed
out the involvement of electron-phonon-interaction in the mechanism of superconduc-
tivity and lead to the famous BCS theory

This theory states that in a superconductor in the ground state two electrons with op-
posite spin condensate into so called Cooper-pairs and the net momeria+ k|

of all these pairs are equal. Thus, we have to deal with a non-local phenomenon. A
characteristic length scale is the coherence lebgtiAlready the original BCS-work
approximatedg ~ 5ik ~ 10~4cm assuming that the relevant vectors in k-space are of
the orderdk ~ "%:Ckp ~ 10%cm 1.

Therefore, we have to deal with macroscopic center of mass wave functions for the
superconducting electrodes on both sides of the Josephson junction.

1.2 The gauge invariant phase difference

In quantum mechanics physical quantities are represented by Hermitian operators.
Their non-ambiguous eigenvalues define the expectation value of the obse@ables

(6) = (IO1w) = [ w6y

Being locally gauge invariant electromagnetic field theory cannot provide a defined
phase anglen and ¢ for both superconducting electrodes simultaneously in a junc-
tion, not even the phase difference is unambiguously defined.

Therefore, the phase difference of the wave functions on both sides of the barrier in
Josephson junctions is no observable. Thus, this quantity cannot define the current
through a junction. Obviously, a gauge invariant phase difference, can be derived inte-
grating the canonical momentLﬁmlong a path from a point in superconductor 1 to a
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point in superconductor 2
- 2 —
6 = /kd?: (p-eA) ar
1
T /2
= @—-@—— [ Adr (1.2)

whereg = 2.068- 101> Wh is the flux quantum. We will see in the next section that
there is a simple relation betweenand the voltage across a junction.

1.3 The Josephson effect

Figure 1.1: Cooper-pairs tunneling through a thin barrier between two superconductors.

The theory of Cooper-pair tunneling through thin barriers between two superconduc-
tors was developed in the sixties of the last century. B. D. Josephson realised that the
probability of a Cooper-pair tunneling through a barrier is not negligible compared to
one electron tunneling because it is a coherent process. He used Bogoliubov-theory,
which approximates the physics of superconductivity in second quantisatiorihe
following | will explain the theory in a less theoretical manner.

I will only treat the one-dimensional case wikinepresenting the coordinate perpendic-
ular to the barrier plane. Furthermore, | focus on lumped junctions where the current
through the barrier is spatially homogeneogswill always denote the phase of the
macroscopic wave function in the superconducting electrode, whereladines the
gauge-invariant phase difference between two superconductors (c.f. eqiat)pn (
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1.3.1 The first Josephson equation

By sending a current smaller than the so called critical curgethtrough a Josephson
junction no voltage drop will be observed — it remains in the zero voltage state.

This so called dc- or first Josephson effect can be described using the weak coupling
approximation. Here one assumes a barrier between two superconductors with the
ground state energy levells andE, and the macroscopic wave functiogys and (.

Thus in the uncoupled limit the Schrédinger equation reads

(E Eﬂ(ﬁ) Ep=Hgp= |h—($§)zih¢l

For thin barriers Cooper-pairs can tunnel through and thereby couple the wave func-
tions of both superconductors. This can be expressed by adding a coupling term

> 0 K ) )
He = < K 0 ) to the Hamiltonian

(W+W)¢::ih¢

Usingyy = \/_e""l andyp = \/_e"*"2 with ng, np the Cooper-pair densities one has to
solve the linear differential equation system

e TVERe = (B +Kyme®) (-2
gzjl_ﬂ\/_é“’ﬂpz = _711 (EZ\/n_zéq’“rKW_lé@) : (1.3)

Separating into real and imaginary parts one gdts the real part (assuming identical
superconductors; = ny; = n)

: 2K .
iy = Snsin(gz - gu) = -
Thus there is a Cooper-pair current from one superconductor into the other. The mag-
nitude of the current is proportional to the sine of the phase difference across the barrier
| =lcsin(g— @) : (1.4)
This simple theory predicts the critical current
|- 2K (2e)
‘T h

proportional to the volume of one superconducting electkgdiee charge of a Cooper-
pair 2e with the elementary charge quantuen= 1.602-101° C, the Cooper-pair

Vn
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densityn in one superconducting electrode and the coupling congtaht= h/2r =

1.055. 1034 Jsdenotes the reduced Planck constant. In more complex theories the
expression for the critical current depends on the junction geometry and electrode ma-
terials and thus on the superconducting energy gap of both electrodes, the junction
normal resistance and the temperature.

1.3.2 The second Josephson relation

Currents above the critical currehtcannot be carried by Cooper-pairs exclusively.
Therefore, the junction switches from the zero voltage state to a finite voltage state
(running state). The mathematical treatment can be handled with the imaginary part of
equations1.2) and (.3

Vg — — (Ev/A+Kyhcos(ge— @)

Viige = 1 (Ea/iitKyiicos(er - @)

>t

Subtracting these equations results in the second or ac Josephson equation
hp = (Er—Ep) = (2e)U (1.5)

whereU is the potential difference across the barrier.

Thus at a constant applied voltage the phase difference across a Josephson junction
and therefore the supercurrent through it is oscillating with a constant frequency. An
applied voltage ofl uV equals a frequency @836 MHz. Because of the better mea-
surablility of frequencies this can be used as a voltage reference.
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1.4 RCSJ-Model

A model capable of describing real Josephson
junctions should take into account the capacitance
between the two superconductors on both sides of C E, %R

the thin barrier. At finite temperatures, thermally
excited quasiparticles in the electrodes can tunnel
through the barrier causing the quasiparticle resis-
tanceR. To describe these effects, in 1965 the Stew-
art-McCumber model was develop&d:” It mod- Figure 1.2: RCSJ-Model

els a Josephson junction as a parallel connection of

an ideal Josephson element, a capacitdb@nd a voltage independent normal re-
sistanceR depicted in fig.1.2 leading to a total bias currem§ = Icsing + % +CU
through the structure. This model is called Besistively andCapacitativelyShunted
Junction (RCSJ) model. Using the second Josephson equatin (

2
lp, = lcsing +% (%) %+C (%) % (1.6)

is obtained, whergy = 2.068x 10~1° Wb is the flux quantum. Introducing a “tilted
washboard potential”

U (Ip, ) = - (%) 169 — Llocosp = —E; (:—b¢ +cos¢) NG
N

=]

equation {.6) can be rewritten in the form

Vs

2 52 2
W\ 0% 1/ @\ 99 d Iy
C(ZT) (3t2+§(51) EWLw[—EJ (E¢+cos¢>} = 0 . (1.8)
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.
20

Figure 1.3: Tilted washboard potential

Thus a RCSJ circuit is equivalent to a classical particle with a mass proportional
to the capacitance of the circuM(= C(%/er)z) and moving with ohmic dissipation
proportional to the normal conductange= é (%/271)2) in a tilted washboard potential.
Introducing the zero-current plasma frequency

2e IC 2.
@C

allows to transform the time to the dimensionless variabtewyot and to arrive at a
compact version of equatioi.g)
d¢

2
(ZIT(IZJ +Q? —+smq) = I— . (1.10)

Here,Q = wpRCdenotes the quality factor, WhICh is the parameter characterising the
damping. As we will see later, a hysteresis in the current-voltage characteristics of
a junction emerges faQ values exceeding a specific value. Also widely used is the
Stewart-McCumber-parametgg = Q2.

Adding a fluctuating currer(t), whose source may be thermal noise in dissipa-
tive elements and other external perturbations, to equati@h (

2
lpb = lcSing + = R (27‘[) (Zf +C(2n) %tf +1g(1)

results in a modification of the tilted washboard potential

U(,9)=—E; (#wcos«p), (1.11)

i. e. the fluctuation current will also have a strong influence on the switching dynamics
to the voltage state (“escape behavior”).

(1.9)



Chapter 2

JOSEPHSON JUNCTION DYNAMICS

2.1 The basics

T

Running state

coexisting running and
° locked states

1/l

locked states

1000

Figure 2.1: Phase diagram of a Josephson junction in the RCSJ model.

As described in the previous section Josephson junctions can be described as particles
moving in a tilted washboard potential. In such a potential metastable states exist. De-
pending on the junction quality factor Q and the bias curtgtite junction can be in

the voltage state or in the superconducting state, or —in the picture of the model- the
particle can be trapped in a metastable state or has enough kinetic energy to get over
the barriers.

If the bias current is exceeding the critical current, the barriers are washed out by the
tilting of the potential and the junction is inevitably in the running state. The phase
continually increases%é > 0) inducing a voltage over the junction due to the second
Josephson equatiod.p). On the other hand, if no bias current is applied, the poten-

tial is not tilted and there are degenerate stable ground states. In this case the phase
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remains constanty= arcsin:—g) and no voltage drops across the junction.

Finite bias currents below the critical current are more complicated to treat. Although
overdamped junctiong) < 1) can be treated relatively simply, underdamped junc-
tions Q > 1) need to be considered more carefully due to hysteretic effects.

The dynamic properties of junctions can be visualized in the phase diagram shown in
fig. 2.1 Here, three phases are depicted —running state, locked states, and coexisting
running and locked states.

2.1.1 Overdamped junction®( 1)

In this case looking at the tilted washboard potential one realises that viscous damping
dominates inertia. Therefore, no hysteresis exists in these junctions. Thus, due to
their pronounced switching underdamped junctions are more appropriate for ramping
experiments.

2.1.2 Underdamped junction® > 1)

Underdamped junctions strongly differ from overdamped junctions because they show
hysteresis. Continually increasing the bias curtgfrom zero, the junction jumps dis-
continuously into the running state at the critical currdgnwhere the gauge-invariant
phase difference suddenly starts to increase at a r%‘é @rf%e V. Thus, after leaving

the zero voltage state the junction suddenly switches to a finite voltagdR l.. In
contrast, at this transition BCS-theory predicts a voltage juny @f%, whereA is

the superconductor’s energy gap. For higher currents a linear dependenie Ris
obtained (for the underdamped case, t00).

A significant difference appears for decreasing the bias current. While an overdamped
junction switches back into the zero voltage state at the critical culgeah under-
damped junction does not switch back to zero before the retrapping current is
reached. This current can be estimated

4l

I~ s (2.1)

This can be illustrated with the particle in the tilted washboard potential model: After
crossing the potential wall and falling to the next local potential minimum, the particle
has accumulated enough kinetic energy to overcome even the next potential. That is,
to stop the falling particle one needs to decrease the potential tilt, which is achieved by
a lower bias current.

Equation {.11) shows that the fluctuating current wobbles the tilted potential. This
causes premature switching and retrapping at higher currents, respectively, in under-
damped junctions. Especially in ramping experiments the histogram of escape currents
shifts to lower currents and becomes broader.
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2.2 The classical Kramers’ theory

Kramers’ theory describes a classical particle of nmssoving in a one-dimensional
asymmetric double-well potentidll(x). This problem was intensively studied theoret-
ically, obviously as reaction—rate—theory in chemistry and of course in physics. The
original work of Kramers® treated almost all limits, so only minor improvements have
been added in later publications.

In our case, where we want to describe the escape probability per time interval from
the zero voltage state into the voltage state (“escape rate”) in underdamped Josephson
junctions with this theory, we can use the transition probability from one well into the
other given by Kramers’ theory and neglect the back-flow.

In this section | will give a short introduction to transition state theory (se&i@rt),
summarise the results of Kramers’ theory (secah 2 and apply this theory to un-
derdamped Josephson junctions (secBdh3.

2.2.1 Transition state theory

The transition—state—theory (TST) is a classical approach to treat the escape from a
metastable state.Let us assume a patrticle in the tilted potential shown inXigwith

a metastable state at poi= a. The bottleneck for the particle leaving the metastable
state is immediately observable at the top of the barrier of h&ight x = b. Before

using Kramers’ theory to describe this problem, let me first explain it with the less
complex transition-state ansatz.

The transition-state ansatz uses two key as-
sumptions, namely the strong-coupling assump-
tion and the point of no return. The strong-
coupling assumption requires a system in ther-
mal equilibrium, or equivalently speaking, the
timescale for the particle to escape out of the
metastable state must be much longer than the
time necessary for thermalization inside the meta-
stable state. The point of no return assumption
states that any orbit crossing a certain paint
on the outer side of the well will not recross it.
This means, that a particle that has overcome the
potential will not move back into the metastable
state. In the following I will use these assump-
tions to define a theory in the classical limit ne-

Figure 2.2: Potential with a metastable glecting the probability of tunneling through the

state at x=a.36] barrier. | will use the canonical TST, which uses
the Boltzmann weighting function at a given temperaflite calculate the escape rate
from the metastable state. This theory always overestimates the escape rate such that
the real escape rafeis always smaller than the calculated rBigsT. In our case, the

U la.u.]
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Boltzmann factor helps to minimise the phase space at the top of the barrier. Thus I
will define the point of no return at= b, which gives little overestimation.

To treat our limit let me use the “flux-over-population” method. This method looks
for a stationary solution using the assumption that particles are injected by a source
into the metastable region of attraction and removed by a sink on the other side of the
barrier. In this way one can apply a stationary probability distribution function for the
particle’s position, which can be easily calculated with statistics. Particles overcoming
the barrier are removed such that this function is zeroferb.

With these assumptions the probabilRyy; that a particle leaves the metastable
state is given by

mv2 U

out ~ \
b— vAt VKx)

j’ dv e T [ dx e KT

(X)-U(a -1
At\/lz%rn(/ dxe_ kgT ) e_kBﬂT : (2.2)

wherekg = 1.38- 10*23J/K denotes the Boltzmann constant akids a time interval.
If the energy is sufficiently low we can use a harmonic approximation for the potential
aroundx = a

]

Q

%mwg (x—a)®+o((x—a)?)

for the potential around the metastable minimum where the attempt frequgros-
notes the frequency of small oscillations around the potential minimum. Approximat-
ing the integration limits in equatior2 (2) with +oo results in the transition state escape
rate

0(x)=U(a) +

Wa —W/kgT
r = — BT . 2.3
TST= 50 (2:3)

N. G. van Kampen points out an illustrative interpretation of this in his book.
A particle is oscillating with frequency, in a harmonic potential. Thus the “hit” or
“attempt frequency” on the wall igﬁ. Every time the particle hits the wall it has the

probabilitye /%™ to cross the wall.

2.2.2 Kramers’ theory

Kramers’ theory describes a classical particle of nmssoving in a one-dimensional
asymmetric double-well potentibl(x). The remaining degrees of freedom acting on
this particle are represented by a heat bath at temper&iushich is described by a
Gaussian white noise fluctuating for€é&) obeying

(Et)) = O and
(EM)&(s)) = 2mykgTo(t—9)
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and a linear damping forcemyx, wherey denotes the damping constant. The equation
of motion takes the form of the Langevin equation
y oU (x :
mx:—#—yqutf(t) : (2.4)
X
The dynamics of this two-dimensional system with the dimensions positaod ve-
locity v = x can be described by the Klein-Kramers equation

ap(x,vt) [ 9 0 U'(x)+myw  ykgT 97
ot  \ dx ov m m ov2

) p(X,Vv,t) , (2.5)

whereU’(x) denotes the spatial deviationdfx).

Now in our case we want to treat the escape of a particle from a metastable state
over a potential barrier. Here, we do not have a double-well potential, but our case
can be simply deduced from Kramers’ problem by only allowing transitions out of the
metastable state.

For our RCSJ potential we have to deal with extremely weak friction. In this limit
the particle is exposed to very little damping and very little noise, and, as a result, the
particle follows a unperturbed conservative equation of motiofhen the energy, or
equivalently speaking, the actiofE) = ¢ p dgcan be used to describe the dynamics

of a particle. In this limit Kramers found for the escape rate

_ V(W) wa W
= T Eexp(—kB—T> . (2.6)

Therefore, he used the assumption that the phase space density vanishes at the top of
the barrier. This leads to an inaccuracy in the limit of extremely weak damping, which

is treated in this work. Therefore, in the thermal limit | will use an improved version

of equation 2.6)

ackeT _
oV YW Tt w e oW
keT

4aksT kgT 21

(2.7)

developed by M. Buttiker et alThe parameten gives a factor for phase space correc-
tion. There have been some efforts to calculate its value, but as far as | know there is
still no consistency with experiment (see Refs][and references therein). Therefore,
one may treatr as a free parameter, which should be slightly larger than one.

2.2.3 Application of Kramers’ theory to underdamped Josephson junctions

As we have seen in sectidn4 the RCSJ model implies a tilted washboard potential.
In the case < I the sinusoidal part of the potential generates a sequence of metastable
states with a period ddrt. Hence, looking at one metastable state we can use Kramers’
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theory to treat the escape over the corresponding single barrier. In underdamped junc-
tions this is similar to bringing the junction into the running state. The barrier height
in the RCSJ potential can be calculated to

W = 2E; <\/1—ig—ibarccosb) (Ip < l¢)

4,/2 :
3 Ea(1-ip)** (h~le) . (2.8)
where the attempt frequency
1/4
wa = o (1-18)" (2.9)

denotes the frequency of small oscillations around a potential minimuny, axudbre-
viates the quotlen%lD The difference betweem, andwy from equation {.9) is only
significant forl, ~ IC Using Kramers’ low damping theory with Buttiker's improve-
ment we get the escape raie

Wy W
M=a—exp| ———= 2.10
=agren(- o) 210
da
QkgT °
a
( 1+ 7w + 1)
o denotes the phase space correction factor mentioned in s@cki@For Josephson
junctions Martinis et al. fitted this factor for their experimentdta 0.05. | will use
in the following this value because the quality of our measurements at higher temper-
atures is not good enough to get such a precise value.

With a more sophisticated design of shielding, the development of sensitive mea-
surement techniques and the advance in low temperature technology it was possible to
minimise parasitic effects and to reach very low temperatureg (100 mK). In this
temperature range a new path of escape opens —the so called macroscopic quantum
tunneling— which | will treat in the next section. The classical treatment described

above only deals with thermally activated escape, which does not rely on quantum
tunneling.

with

a = (2.11)
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2.3 The quantum Kramers’ theory and macroscopic quantum
tunneling

In nuclear physics the radioactive decay of a nucleus is explained by tunneling through
a potential well. This potential is formed by a combination of the short-range strong
interaction and the long range Coulomb interaction, giving a high barrier at the “nu-
cleus border™.” A simple theory gives an escape ratef e.g. a-particles overcoming

the atomic border vi&VenzelK ramersBrillouin (WKB) approximatiori

rgbe? |

whereG denotes the Gamow factor

24
G(Ea):%/R V/2m(U(R) —Ea) dr

E, represents the energy of the escaping particleRaddR are defined via

u(S):(E:) : (2.12)

This simple picture is not applicable to our problem; we have to deal with quantum
tunneling in the presence of dissipation.

2.3.1 Quantum tunneling in the presence of dissipation

The treatment of this limit is more complicated than the classical limit of Kramers’
theory. Therefore, different methods have been discussed to derive the rate of quantum
tunneling at low temperatures. A widely used access to this problem is Feynman’s
functional integral formulation, but only few analytical solutions are known.

One example is a cubic potentidi(x) = ”gngz <1— i) with the free parameteg

Xo
and strict ohmic weak dissipatiorr.”> With the barrier height of the cubic potential
2med
Eb = ’
27

the escape rate
Mq=2aq(T)exp(—Ss(T)) (2.13)

can be derived. Approximate expressions for the paramad€fg andSs(T) in equa-
tion (2.13 (with friction coefficienta — 0) are given by Freidkin et al.

36w 457(3) 5 [2mksT\? 1 [/2nkgT \*

3 W
ag(T=0) = 120)0,/%%exp(2.860a) ,
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where{ denotes Riemann’s zeta functiofi(8) ~ 1.2021).

The accuracy of these approximations can be estimated by comparing these results to
numerical calculations. It turns out that the result Tox 0.6 T = 0.6271—"‘*1?;3 are ac-
ceptable. The validity range for the damping parametes much smaller resulting in
significantly questionable results far> 0.1. In the RCSJ-model the cosine potential

has to be approximated by a cubic potential to apply the above described solution. For
Josephson junctions we arrive at

w0, 36 W 1
Mg = a (EJ exp(—ga <1+ 1.745» (2.14)

7.2W
8 = \/12071(%) : (2.15)
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Crossover

escape temperature [K]
[\

=—— quantum limit

0 T 1 2 3 4
bath temperature [K]

Figure 2.3: Escape temperatuisc extracted from data in ref4[l]. The open symbols show the
escape temperature extracted from the measurement using eq@dt®mhile the solid symbols use

equation 2.10 with the prefactoe; defined in equation;11) to define a characteristic temperature.
Ter denotes the crossover temperature defined in equéatiam) (

2.4 The crossover regime

In the preceding sectior’s2 and2.3the thermal and the quantum limit of escape out

of a metastable state have been discussed. In the intermediate range there should be a
crossover between these two limiting cases. To discuss this transition Martinis’et al.
introduced the escape temperature

Q)a W
M=_——e klesc : 2.16
ot ° (2.16)
In the thermal limit the escape temperature
Teso— —— (ke > ha)
esc— 1— Pt p
is obtained, where
Ina;
W
KeT

In the quantum limit the equationg.(3 and .16 reduce to

Too e haw, 1 1
o T2kg 1+ 0871 pq

(T=0) ,

where

_ Inag
Pa= 720 (1+%87)
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Since the escape temperature is almost independent of the bias current (except for a
weak bias current dependence waand very high quality factors of the junctiofhsc

is a well suited parameter to describe the phenomenon of escape out of a metastable
state.

In fig. 2.3we can see a measurement of the escape temperature vs. bath temperature.
At the crossover temperature

 hoa 1\* 1
T = 2ri ”(E) )

we observe a crossover between the above limitsor the Nb/AbOs/Nb junction

investigated in this work the quality factor is quite high £ 100). Therefore, | will
use the approximation formula

Tor=—r 2.17

o= i (217)

for the crossover temperature.
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2.5 Discrete energy spectrum

As explained above up to a critical tilt
angle the tilted washboard potential induces
metastable states. According to quantum
mechanics localising the “phase”-particle
leads to a discrete energy spectrum. This
has already been experimentally observed | >

by Martinis et al**. V\
i

To get a rough idea of the energy levels

we apply for simplicity a harmonic approx- 0> V\/

imation around a potential minimum (see \wp/”
fig. 2.4). Then the number of levels in the
well can be estimated 0
N w (2.18) Figure 2.4: Discrete energy levels in the

" hoy metastable states

with the discrete energy levels at

howy 1
En=— = 2.1
wheren is an arbitrary integer enumerating the ground state O and the excited

statesn=1...N, andW is the barrier height defined in secti@r2.1

The original cosine potential is anharmonic, but for currents slightly béloivis

well approximated by the cubic potentiaFor the following discussion we neglect

the tunneling through the barrier. Then the boundary conditions for the eigenstates re-
quire that the eigenfunctions vanish outside the well. Obviously with higher excitation
numbem the waves fit better in the well and therefore the spacing of eigenenergies de-
creases with higher energy. The same argument can be used to discuss the dependence
of the level separation on the bias current. Increasing the bias current would result
in steeper borders of the potential. This impedes fitting whole waves in the potential
resulting in a larger level separation. This can also be seen by looking at the current
dependence of the plasma frequency.

The phase particle can be excited to higher energy levels by rapid change of bias cur-
rent, thermal excitation and microwave radiatiorin the following | will elucidate

the latter one.
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2.6 Influence of microwaves and fluctuations

ST

Figure 2.5: RCSJ-Model in the presence of fluctuations. Microwaves can be directly irradiated to
the junction.

The behaviour of Josephson junctions under the influence of externally applied mi-
crowaves with amplitudg,o and frequency2 can be modelled by adding an alternat-
ing driving current

Im(t) = lmosSin(Qt + ¢) (2.20)

to the Steward-McCumber model. The noise spectral density of an additional thermal

noise sourcéy is

S — 2kgT
NToR

The effect of the noise is to wobble the potential in a random way resulting in prema-

ture switching of the junction to the voltage state.

Using Kirchhoff’s laws the microwave driven system can be described by an equation

similar to the one of a driven physical pendulum

2520 1 20 d |
o(zm) 5w () v [ (e reon)] - o
(2.22)

The term on the right hand side represents the pendulum’s external driving force. To
my knowledge no analytical solution of this problem is known yet. Here, | will only
treat the limit of small microwave signals.

(2.21)

2.6.1 Resonant absorption of small microwave signals

By irradiating a Josephson junction with small amplitude microwave signals higher
energy levels can be populated. To understand how this works let us have a closer
look on the harmonic approximation again. To give a naive picture let us assume the
microwaves being in resonance with the “phase particle”. The energy gain empowers
the particle to overcome the barrier earlier and thus incrdases

Martinis et al-> developed a theory to interpret the relative linewidth and strength of



2.6. Influence of microwaves and fluctuations 27

YT T LA v T T T T

(o) =~
0/2=2GHz E!/\ W\V\

o
<
~
o
n L
Sy
= Ol
= 22H0b)
S i
< o0l
+
C’ -
W gl ' o
3035 3046

[ (uA)

Figure 2.6: (a) Relative enhancement &fvs. | for a 80 x 10 um? junction in the presence of

2 GHzmicrowaves. The inset represents the transitions between energy levels for the current values
corresponding to the peaks. (b) Calculated energy level spacing between states n dhghnHvé.

| for a specific junction. Dotted lines indicate uncertainties inthe 1 curve due to uncertainties in

I andC. Arrows indicate values of bias current at which resonances are predigtgd. [

the resonances shown in fig.6. They assumed a regime with only a few levels in the
well. Equilibrium statistics leads to a modified escape rate (cf. equei@)) (

r ‘%am<fN_&) , (2.23)

o keT

which takes the zero point energy of the ground sktto account. Martinis et &l
derived for the ratio of the relative populations of the energy levedsid f — 1 with
(r¢(P,Q)) and without () microwaves

1+ 2uB0)
r{(PQ) = rfm . (2.24)
Here,
pri(P.Q) = M%(PQ) (2.25)

denotes the ratio of the transition rates frota f induced by microwavel!;_. (P, Q)
and the backreactioR]_; induced by resistance fluctuations.

f—i
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Combining the above results (equatio@2@) and @.25) the enhancement of the
escape rate can be described in the lowest order lny

_TRQ) . pi(RQ)
y(P,Q) = o) - 1+ T (2.26)

Using atomic absorption spectra theory the frequency dependepge®expected to

be Lorentzian with a center frequené}? and having a full width at half maximum of

\% = Ti_l—l— rf‘l, wherer; ¢ are the lifetimes of the individual states. The final result

for the relative population of states in the work of Martinis et-als equation 2.26)
together with
(rf1+ri1)
p 2
pii(RQ) = : (2.27)

2By Efi ) 2 [PREE 2
o5 ()

whereQ/2r denotes the frequency of microwaves with poRef he experimental data

of ref. [25] is exemplified in fig.2.6, where the normalised increase of the escape rate
dependence on the bias current is depicted irfig(a).

The experiments of Martinis et al. clearly showed for the first time the existence of
guantised energy levels in the potential well by microwave spectroscopy. The posi-
tions of the energy levels in the well were shown to be in quantitative agreement with
guantum mechanical calculations. Furthermore, the height and width of the resonance
peaks were consistent with the simple model.
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QUANTUM COMPUTING

3.1 Quantum bits

Classical computers store information in units called Wisdry digis). These have

the definite values of “0 or 1", “up or down” or “true or false”. In real systems such

a bit can be realised by the orientation of magnetic fields relative to an axis in one or
the opposite direction, by a charged or uncharged capacitor, by simple DIP switches or
-even more simple as in the early days- by the (non-)existence of holes in punchcards.
Quantum information processing, in contrast, stores data in so agli@atumbits
(qubits). Physically, they can be realised by quantum two state systems. The values
of the qubits are no longer definite, but can also be a superposition of the two states.
The basis states of such a system can be denotefbaand| | >, |0 > and|1 > orin

matrix notation( é ) and( Cl) ) Therefore, the value of the qubit can be denoted

as a wave function

W) >=a(t) [ 1>+bt) [ 1>,

with the probabilities of(t) andb(t) for the qubit being in stateT> and| |>. Nor-
malising this wave function

(W(H)|W(t)) =a%(t) +b*(t) =1

shows that the qubit state can be represented as a unit vector in the two dimensional
Hilbert spaces. A graphical representation of this superposition (or wave function)
is given by a vector on a Bloch sphere (f&31)

W >= cos(%) e 1%]0> +sin (%) et
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Figure 3.1: Representation of the qubit state,®) on the Bloch sphere.

The outstanding difference between quantum and classical systems is the possibil-
ity of entanglement, which can correlate classically pure states. For example, the wave
function of a photon pair coming out of a nonlinear crystal cannot be described with
the basis states

|10>=|1>-|0> and [01>=[0>-|1> (3.1)

where the statéd > predicts no photon whilgl > predicts one for thé and the2"
channel, respectively, but can only be described with wave functions including both
states as for example the singlet state

1
V2

Thus while the information held in classical bits scales &sx n, in qubits it scales
as2". The enormous gain in computing power is due to the fact, that this gigantic
amount of information held in qubits can be manipulated in one cycle by quantum
gates (quantum parallelismj.On the other hand, quantum algorithms solving specific
tasks are required to take advantage of this massive quantum parallelism. Up to now,
only a small number of such algorithms is known: To name a few, P. Shor invented a
quantum algorithm to factorise numbefsThe calculation time scales polynomially

|Ws >= (|01> —|10>). (3.2
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with the length of the number whereas the best classical algorithm shows exponential
scaling. The search algorithm invented by L. Grover provides a quadratic speed-up for
searching databases.

3.2 Superconducting qubits

Solid state based qubits can be produced by modern micro-/nanotechnology techniques
(e.g. electron beam lithography) and therefore have the advantage of high scalability.
On the other hand, due to these fabrication techniques their properties are not as well
defined as for example in the case of individual ions in electromagnetic traps. On the
other hand, the high flexibility of solid state based qubits allows to “install” enough
knobs to compensate for this disadvantage.

In solid state based qubits usually many degrees of freedom are involved. In normal
conducting devices the number of electrons in qubit circuits would be of the order of
the Avogadro constant. One possibility to drastically reduce this huge amount of de-
grees of freedom is to use superconducting circuits. As explained in sdcfidhe
electrons condensate to Cooper-pairs and one macroscopic wave function describes
the superconducting state. Although quasiparticles exist which might induce decoher-
ence, the superconducting energy gap strongly suppresses their creation at low enough
temperatures. All in all we only have to deal with the coupling to the center of mass
wave function in a good approximation.

superconducting island
AQAN>1

R L, — — C

S TTIRIIRRS,
superconducting leads

Figure 3.2: A superconducting island coupled to a superconducting lead (reservoir) via a Josephson
junction characterised by an ideal Josephson element of Josephson indlgtararenal resistance
R and a capacitand@. [13]
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The principal types of Josephson junction based qubits will be illustrated by a su-
perconducting island coupled to a superconducting electrode via a Josephson junction
and a capacitor (see fig.2). A commutation relation leads to the uncertainty relation
A@AN > 1 between the phase differengeacross the Josephson junction and and the
number of Cooper-pairs on the islahd The relevant energy scales are the energy
necessary to bring one additional Cooper-pair onto the island

q2

Ec =2 (3.3)
and the energy to change the phase differenc2rby
g, Rl (3.4)

- 2n
Hereq = 2e is the charge of a Cooper-pair a@dis the capacitance of the capaci-

tor. Obviously, if we can neglect thermal excitatioks,[E; > kgT) we can treat two
limits:

o If Ec > Ej, the number of Cooper-pairs on the island is well defined dices
very large. The uncertainty relation then predicts a completely uncertain phase
difference. In this case the Cooper-pair number on the island can be used as a
qubit system (charge qubit).

e If Ec < Ej, the energy to change the number of Cooper-pairs on the island is
negligible. Then, the number of Cooper-pairs is unclear and the phase difference
is a well defined quantity. Thus, in this case the phase across the junction and
therefore a current can be used as the qubit (persistent current qubit).

In the following | will concentrate on the persistent current quBj & Ej)*, which

is in the main focus of the qubit research activities at the WMI. The most simple
implementation is a rf (radio frequency) superconducting quantum interference device
(SQUID) as shown in fig3.3.

c,E, L

0y

/

Figure 3.3: Sketch of a rf SQUID consisting of a superconducting loop of inductance L interrupted
by a Josephson junction with coupling eneEjy capacitanc€; and resistanci;.

1 The eigenstates are not actually flux eigenstates, so usually the term “persistent current qubit” is
used, since the associated current is flowing clockwise or anticlockwise.
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Figure 3.4: Persistent current qubit with three Josephson junctions.

The Hamiltonian of such a rf SQUID is given by

2

_ 7 (0-a) cos[ 2@
%+ﬁi{+%—2c+ oL +EJ(1 cos(@)) , (3.5)

where ¢ is the externally applied fluxg is the total flux threading the loop, is

the loop inductance and the first term represents the kinetic energy &ingekE;

this term is smaller than the potential energy). The degenerate system used as qubit
is obviously given by the second and third term around the degeneracy @oint
@=(n+ %)cpb. By looking at the potential energy (second and third term) it becomes
obvious thatll must be relatively larged = % > 1) to obtain a reasonable double

well potential. This makes the structure sensitive to fluctuations of external magnetic
fields. But there is the possibility to circumvent this problem using a modified structure
with three Josephson junctions, which will be discussed in the next section.

3.3 Persistent current qubit with three Josephson junctions

As described above the rf SQUID as simplest persistent current qubit structure suf-
fers from a large inductance. This results in a high sensitivity to pick-up external
stray fields and noise from control lines. Thus, T. P. Orlando et aliggested the
structure shown in fig3.4. Here, two Josephson junctions with critical coupling en-
ergy E; 1 = Ej» = E and capacitanc€; = C, = C and one Josephson junction with
coupling energyE; 3 = aE; and capacitanc€; = aC are inserted in a loop, which

is capacitively connected by two capacit@s = yC andCgg = yC to ground. The
dimensionless parameteris the knob to tune the qubit properties.

3.3.1 The Hamiltonian

The arrows in figure3.4 give the current directions for the following calculatios,
denotes the gauge invariant phase difference across the Josephson janciliba
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potential energy
U(@) = Ej(2+a—cosp;—cospp — acos2rf + ¢1— ¢2)) (3.6)

of the persistent current qubit (fi§.5) can be immediately derived using the potential
energy of a Josephson junctibh= E; (1 — cosg) and the fluxoid quantisation con-
dition (¢> — ¢3 — 1 = 27tf), wheref = & is the magnetic frustration. Thus, states
which can be used as a qubit can be clearly identified ir3fg. In this 27T x 27T pe-

T
1.3E,; 1.6 E;

Figure 3.5: Potential of the Josephson persistent current qubit aith 0.8, frustrationf = % The
arrows show intra-cell (probability) tunneling and inter-cell tunneling (probability).

riodic potential there is a probability for tunneling between the minima shown in
fig. 3.5, which is called intra-cell tunneling, ang for tunneling into a neighbouring
unit cell, which is called inter-cell tunneling. The knobcan be used to tune these
two tunneling probabilities. Assuming that inter-cell tunneling is negligibley 0.8

is found to be the optimurfi. Using the kinetic energy

1 2
T=3 ;ijj — QgaVa — QuaVa

the Hamiltonian

1/ AN\ /o -
H:E(P+@Qg> M_1<P+%Qg)+U(¢)



3.3. Persistent current qubit with three Josephson junctions 35

Pisland 1
Pisiand 2
tional to the charges on the islands a@pgl= CyVy quantifies the charges on the islands.

The mass matrix
—> (p_) 2<—>
M = < ) C (3.7)

can be derived. Here, the canonical momen®iem ( ) is directly propor-

2m
is anisotropic. To understand the potential’s eigenfunctions the well known Bloch
theory can be used.

3.3.2 The Bloch functions

The Josephson junction potentidl§) is a2 x 2 periodic function. From the theory
of crystals we know that the solution of the Schrédinger equation for such a periodic
potential is a complex exponential function times a periodic function. Therefore, we

can split offd*® from the qubit solutionp = e‘R‘ﬁ)? (¢) and get the Hamiltonian

Ho= (FTVRU @) 3.:9)

for this Bloch function.

3.3.3 Center of mass system

As utilised in the derivation of the coupled quantum mechanical harmonic oscillator it
is advantageous to go to the center of mass system

(8 — (&)=2(2 L) (2)=1(8%)

This leads to the transformed Hamiltonian

P2 p2
Ho = >+ ™ 1Ej(2+a-— 2 Cospp coSPpm — a cos(21tf +2¢m)) (3.9)
2Mp ' 2Mp,

with associated canonical mome®gandPy, and the massed, = 2C (®/2m)? (1+ )
andMy, = 2C(qb/2n)2 (14 2a +y). Solving equation3.9) for eigenfunctions results

in two eigenstates andv. Near the degeneracy poifit= % — 1 the eigenstates asso-
ciated with the current in the loop flowing clockwise and anticlockwise, respectively,
are metastable.

3.3.4 Solution of the Schrédinger equation a% f= The tight binding model

In the weak coupling limit coupled potentials can be treated using the tight binding
model. Here, the Schrodinger eigenfunctions

Y(@)=cuu(d)+cwv() (3.10)
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are seen as a linear combination of the independent eigenfunctiansd v of the
HamiltonianH;. The energy is offset by the average of the two lowest states. Then

the Hamiltonian takes the for _Ft __lt: , Where+F represents the normalized

eigenenergies of the states anthe coupling matrix element. H: = 5,E, and
detH; = lNyEn indicate that the eigenvalues dtg/, = +vF2+12, The eigenvectors

can be calculated to
() _qin®
( cos2 ) and( SN2 ) (3.11)
sins cos3

where® = —arctari/F, which obviously are the columns of the rotation matrix for
rotations by an angl€/2. So a principal axis transformation can be applied leading to
the Hamiltonian matrix

Hp = —\/F2+t2<é O) —VF24t20, |

I

-1

whereo denotes the Pauli matrices. This demonstrates that this system is worth being
used for quantum information technology with a qubit represented in the eigenstates

upl1) = (é)anddownu): (2)

3.3.5 The coupling matrix element t

As explained above it is necessary that the tunneling should only be possible between
the two qubit states dtp, -¢y,) and not into a neighbouring cell. So itis interesting

to have a look at the associated tunneling matrix elements. In the folldwisghe
tunneling parameter describing tunneling between the two minima representing the
qubit states antp is responsible for inter-cell tunneling. To examine which tunneling
term is dominant the WKB approximation can be used. Here, the tunneling probability

is given bytj ~ ’%ae%s. S and$S, can be approximated to

S =~ h\/4a(1+2cv+y)EC(sm¢m aq);;) and

E (1+y) (H("‘ﬁd’r’ﬁ)z) +2(n_2¢%>2

Ec a I

S = h

Inserting these expressions into the form{alas e 7 (S-S fig. 3.6is obtained. The
figure illustrates that flux qubits witls; > Ec can be tuned in such a way that inter-cell
tunneling becomes negligible.
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Figure 3.6: % plotted as a function odt and%.

3.4 The DiVincenzo criterias and superconducting qubits

In the year 2000 D. DiVincenzo proposed seven essential requirements necessary for
guantum computation systems (the last two of these only treat with quantum commu-
nication and will be skipped here)In the following | will discuss these criterias and

to which extent superconducting qubits fulfill thém

1. Scalable physical system with well characterized qubits
Lithography is a convenient way to realise scalable qubits. The superconducting
energy gap strongly suppresses problems with noise and decoherence. Varying
device properties evolving in the fabrication process can be compensated for
with tunable parameters.

2. Ability to initialize the qubit to a simple fiducial state
If the level separatioAE is big compared to temperatust > kgT) in thermal
equilibrium the qubit is to a good approximation in the ground state.

3. Decoherence times much longer than gate operation time
Important sources of decoherence in solid state based qubit systems are noise
induced by the control lines and their vast degrees of freedom of thermally in-
duced excitations. Decoherence in flux qubits may also be caused by quasipar-
ticles, magnetic fluctuations, electromagnetic radiation and unwanted coupling
to neighbouring structures. All in all the problem of decoherence seems to be
solvable in lowest temperature setups.’

4. “Universal” set of quantum gates
Using electromagnetic coupling mechanisms usually opens a variety of possibil-
ities to modify a Hamiltonian. Thus, already in the initial review of Orlando et
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al.”® simple gates like “one-qubit rotation” and “two-qubit controlled not” have
been discussed.

. Qubit specific measurement process

A variety of possibilities has been discussed for persistent current qubit readout.
While using a simple SQUID magnetometer should be possible, more fancy se-
tups are discussed presernitlyBecause of the significance of readout the readout
scheme has to be carefully designed.
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Chapter 4

EXPERIMENTAL SETUP

In this section | will describe the experimental setup including the low temperature
equipment, the sample stage design including the junction mounting and the filter de-

sign.

. Dil i
Measure- Shielded room Conltrl.l(;:llcﬁlnit
ments
\wvﬁ/ =]

Box

Preanﬁ%

lcurrent
source

IEIE
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Figure 4.1: Schematic drawing of the experimental setup. In the middle the shielded room with the
dilution unit in the cryostat, the battery powered current source and the preamplifier can be seen. On
the left hand side the measurement devices are installed, while on the right hand side there are the
pumping system, the gas handling system, and the temperature readout of the dilution unit.
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Figure 4.2: Photograph of the experimental setup which is schematically shown i 1ig.

4.1 Dilution refrigerator and low temperature setup

In the experiments @He-*He dilution refrigerator setup constructed at the WMI was
used, which provides a minimal base temperature of aBouhK (circulation rate

25— 30%0'). Due to the compact size this system has the advantage of short cooldown
and warmup times, which allows (in the worst case of not working samples) almost a
cycle per day. On the other hand, the limited experimental space at base temperature
complicates the installation of microwave components for future experiments.

The setup (shown in figg.1and4.2) consists of the dilution unit and a rack-mounted
mobile control system. The latter one contains on the left side of the rack (front to the
shielded room) the vacuum control equipment —mechanical and diffusion pump—
and on the front side the helium gas handling system includingtteecirculation

pump and a nitrogen cold trap to withhold water and other contaminants, which might
get in the condensation line and tamp it. Two 15 liter tanks for helium mixture storage
and emergency and pressure control sensors for the vacuum and the helium lines are
also mounted there.

The dilution unit can be inserted into all cryogenic reservoirs with a two inch bore.

In the experiments a glass fiber reinforced (“*GFK”) cryostat was used, which was
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mounted on a vibration damping base. Unfortunately, the damping Hapumping

line provided via a box containing sand was not sufficient to decouple the vibrations
of theHe circulation pump from the dilution unit.

Two concentric mumetal shields around the dewar and an additional cryoperm shield
at4.2 K have been installed to provide magnetic shielding. Care was taken not to use
magnetic materials in the whole setup. The GFK cryostat has been placed in a shielded
room which shields rf radiation up to 20 GHz.

The vacuum connections between the dilution unit and the control unit were fed through
the wall of the shielded room with commercially available and —if this was not pos-
sible— with self swivelled feed throughs; plastic centering rings have been used to
completely galvanically disconnect the gas handling system from the shielded room,
which was the main grounding point. For tREe pumping line a40 mm stainless

steel pump hose was used to reduce the line impedance and thus increase the cooling
efficiency.

4.1.1 Temperature readout and sample heating

For temperature readout and heating a Picowatt AVS-47 resistance measurement bridge,
which provides acceptable readout sensitivity with excitation voltages doBp\{o

and the corresponding heater control unit TDS-530 have been used. To control the
cooldown process at higher temperatures molybdenum sensors were selected, while
for lowest temperature measurements home prepared Dale resistors are chosen (for
a description of the preparation process see for example Ref. ahd references
therein). Due to the fact that most thermometers which are mounted in the dilution
unit are only used for the warmup and cooldown process, the temperatures mentioned
in this work only refer to one Dale sensor mounted at the sample stage.

The bridge is equipped with a preamplifier, which can be placed near the cryostat to
reduce noise influencing the measurement process. Because of the high resistance of
the temperature sensors of the order of a few ten kilo-ohms at base temperature, the
strong temperature dependence of their resistance and since the system’s base tem-
perature is not in the ultralow temperature regime it was found neither necessary to
use a four-point measurement nor to put the preamplifier in the shielded room. For the
temperature readout the same LCR-filtered wiring scheme was chosen as for the actual
measurements (see sectibd. ).

For still, mixing chamber and sample stage heating the dilution insert is equipped with
electrical resistors at these points. For connecting these heaters some of additional
twelve lines are used, which are partially separated from the 48 lines used for temper-
ature and junction measurements. These lines are also thermally anchéi¢dbatt

less carefully filtered with sufficient attenuation only in the range betw@@rkHzand

5 MHz. Hence, the sample stage heater was single stage RC filtedd atth 51 Q

in each of the lines and subsequ&BD pFbetween the lines resulting in a low-pass

RC filter with cut-off frequency 2 MHz. While this should give sufficient filtering up

to 1 GHz for the sample stage heater, there might be some noise heating of the mixing
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chamber and still heater and furthermore, crosstalk to the measurement lines cannot
be excluded.

The still heater is operated by a home made battery powered circuit. An empirically
found constant current is used, which results in the lowest possible temperature at the
sample stage.

For sample stage heating a low noise current source (Knick J-152) was used with con-
stant currents up ta00 nA.
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Figure 4.3: Photograph of the dilution unit. The thermal anchoring &t (1), the RC-filter PCB (2),
the connectors (3) and the thermal anchoring (4) at Joule-Thompson temperature, the still with the
subsequent heat exchanger (5) ending in the mixing chamber (6), and the shielded sample stage (7)

can be identified.
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4.2 Sample stage

4.2.1 Overview

Mixing
chamber

trihec/ly

silver ring

Figure 4.4: Photograph (left) and schematic drawing (right) of the sample stage below the mixing
chamber. On the photograph the anchoring rod, where the wires coming out of the powder filter are
soldered, and the thermal coupling are identifiable.

The sample stage (see fig.4) is installed below the mixing chamber via a silver
trinedron, in which a stainless steel shaft is screwed. Stainless steel is used because of
its low thermal conductivity to thermally decouple the sample stage from the mixing
chamber. A well defined thermal coupling between the sample stage and the mixing
chamber can be established via an adjustable thermal conductor. The shaft ends in a
round platform, which is made of sterling silver which provides good heat conductance
and acceptable magnetic properties.

To seal the sample space hf tight a silver pot is screwed on a thread on the platforms
outer rim. On the top of the platform two copper-in-powder filters and a RC-filter box
(mK-box) are installed (see sectiofgl.2and4.4.3. The copper-in-powder filters are
screwed with a hollow screw into the platform. Through the hole in the screws the
wires enter the sample pot. TB& um copper wires coming from the powder filters

are soldered at the top of gold-plated spring contacts clamped in a vespel disc (see fig.
4.6). With two screws a silver ring can be pressed against these spring contacts. In the
space between the ring and the spring-contacts a silicon wafer can be clamped. On this
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Figure 4.6: A wafer damaged by forces arising from different thermal expansion coefficients of the
Si wafer and the silver ring (left) and the wafer mounting (right).

wafer the sample is mounted.

4.2.2 Sputtering contacts and sample mounting

To establish electrical contacts to the sample gold contact
pads were sputtered on a 1 inch silicon wafer through a laser- \I/
cut metal mask (see fig..5). Care had to be taken that no gap .'g\‘f/%é’.
between the wafer and the mask opened during the sputterinQ..;/ \Q..O
process to prevent short circuits between the gold lines. After %lm
sputtering the wafer had to be carefully examined.

To improve the adhesion of the gold layer, first a chrome layer
was sputtered. The lines start on a 1.7 mm wide dot matchigure 4.5: Sputtered
ing the pin configuration in the vespel and end near the middfgucture  with pads

) . . atching the vespel
of the wafer. There the sample with the junctions was gluercaomciguration
and wire bonded to the gold lines with aluminum bond wires.
Since the aluminum bond wires become superconducting at low temperatures, the ther-
mal conductivity and thus the cooling of the samples could be improved in future by
using gold bonding wires (see secti:3.1).
During cooldown the gold pins move a small distance on the gold pads. This becomes
observable through small scratches which can be seen under the optical microscope.
This might not be a problem for the electrical resistance between pin and wafer. A
more severe problem are high mechanical forces exerted from the mounting on the
wafer. This may lead to damage if there is not enough expansion space. Sufficient free
space solves this problem.
In summary, this setup is more than sufficient to measure current-voltage characteris-
tics which are important to evaluate the fabrication process. On the other hand, the
insufficient heat anchoring makes measurements of escape rates a tricky thing, as will
be seen in sectioh.2
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4.3 Wiring and filtering stages

Figure 4.7: The hatched areas show the inner five shielding stages. From left to right the hermetically
closed silver pot shielding the wires before the powder filters can be identified. The whole sample
stage is shielded by the radiation shield. The vacuum chamber artl KhRC-filters attenuate

high frequency signals. The last two pictures show the whole cryostat with mumetal shields and the
shielded room.

In the description of the wiring | will start at the gold-plated spring contacts in the
vespel disc and move upwards through the whole cryostat to the battery powered mea-
surement devices and finally out of the shielded room.

On the gold spring contac&bum diameter copper lines start going through the powder
filters to the mK-box. Because the sample room is closed hermetically via a silver-pot
and the powder filters it can be regarded as hf sealed and forrfisstrghielding stage

The lines coming out of the powder filters are soldered to pins in a anchoring rod in
the mK-box (a solid metal rod, where isolated brass wires are glued in with “stycast
1266"). The RC-filter box was designed to house low-pass RC-filters. For the escape
rate measurements on the niobium Josephson junction no RC-filter at this temperature
stage was used because of the junctions huge critical current and the following heat
dissipation. From the mK-Box 200 um copper wire connects to the central anchor-

ing rod on top of the sample platform. There superconducting Nb wires in a CuNi
matrix are soldered. These provide good thermal decoupling. The Nb-wires leave
thesecond shielding staga brass radiation shield enclosing the whole sample stage,
through small slits.

The superconducting wires end in the male part of gold-plated connectors. These con-
nectors allow to disconnect the whole sample stage. The female parts —screwed to the
flange at the exit of the Joule-Thompson heat exchangérZ K)— are connected by

100 um manganin wires to the PCB with tieK filters (see sectiod.4.2. Although

not well decoupled from the output, we might call this two stage RC-filters the start of
thethird shielding stage
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The cooling of the RC-filters is achieved \280um copper wires connecting the filter
inputs to the central thermal anchoring rods made of copper, otherwise manufactured
as above, at K. These pins are the entrance of the measurement lines to the cold room
in this inset.

To leave the cold environment 48 bronze wires are used. They end in an aluminum box
(alubox) containing LCR-filters at room temperature (4ek1). This can be regarded

as thefourth shielding stage

Two Amphenol 12-pin connectors mounted in the alubox establish electrical contacts
to the outside.

For the measurements two connection cahl@s«0.14 mn? double—shielded cables)

are used ending in a home-made brass box, which distributes the lines coming from
the inset to BNC connectors. Here, the battery powered measurement devices —the
preamplifier Stanford Research SR560 and the home made critical current detection
electronics— are plugged in.

Through theast shielding stagethe shielded room, the BNC cables are fed through
via commercially available BNC feed throughs.

4.3.1 Thermal anchoring

Heat transport in solid state systems results from propagation of electrons and phonons.
While the electronic conductivity in a metal remains acceptable unless the metal be-
comes superconducting at low temperatures, the Debye model predicts freezing out of
phonons resulting in a thermal conductivity decreasing proportional to the third power
of temperature. Thus in a millikelvin environment it is preferable to do thermal anchor-
ing by metallic connections. Of course, electrical connections have to be isolated from
ground, so the cooling of the device under test to base temperature has to be achieved
somewhere via a phonon mechanism. It has been found that the heat generated in the
device under test is best dissipated via the measuring lines, which can be anchored
somewhere else.

The first bottleneck in removing heat from the junction are the aluminum bonding
wires. Unfortunately, aluminum becomes superconducting, which is malicious for
thermal conductivity. Bonding with gold wires was not successful because of sticking
problems.

The next weak point are the gold pins; especially since there is still an unidentified
resistance of the order of one ohm between the junction and the upper side of the pins
which will cause some heating. Moreover, the thermal conductivity of the springs in
the gold contacts is not known.

Although metallic wires are reasonable thermal conductorsf8nen copper wires
through the powder filters have a length of approximately 2 meters and thus represent
a significant thermal resistance. Furthermore, even at low temperatures the copper
lines have a finite electrical resistance and cause some heating.
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Thus a silver flag witt200pm isolated copper wires wrapped around and encapsulated
with blue stycast 2850 was mounted in the sample room. The ends of the wires were
soldered to the spring contacts to provide thermal grounding. Due to minimal phononic
heat conductivity of the stycast it is questionable whether this really improved the
situation.

Furthermore, the lines are thermally anchored as good as possible at the sample
stage, at the mixing chamber, at the heat exchanger and at 4K.

4.4 Filters and current dividers

To prevent the Josephson junction from noise or rf radiation induced switching to
the voltage state, the sample space has to be shielded against this external influences.
Therefore, four filter stages are built into the cryostat:

1. a LCR-filter stage at room temperature (sectof ])
2. adouble RC-filter stage after tHeK thermal anchoring (sectich4.2

3. adouble RC-filter stage in the mK-RC-box, which is not used in the escape rate
experiments described in chaptbecause of the high critical current of the
Josephson junction resulting in a significant heating of the RC-filters

4. a copper-in-powder filter stage (sectiémt.3

The RC- and RCL-filters are realized on printed circuit boards. SMD components
are used to save space and to minimise parasitic effects. The capacitors are realised
with two or three Kemet C0805 capacitors in parallel to reduce equivalent series in-
ductance (ESL). Allowing for more space between the capacitors in parallel would
certainly increase the efficiency in future setups.

In contrast to usual filter designs | have used the input impedance in both input lines.
The reason for this is to also filter the ground lines, which might be a potential access
for rf noise. Thus the lines are floating in the cryostat.

4.4.1 The warm LCR filters

The first filter is designed to operate at room temperature. Its purpose is to filter out
as much high frequency signals in the lines going down into the cryostat as possible.
Another aspect is that the filter itself must definitely not insert too much noise, which
occurs if too high resistance values are used. For the desired frequency using a second
order RC circuit would require a resistance of at |&8skQ resulting in an intolerable
amount of Johnson-Nyquist noise introduced by this circuit.

Therefore, damped LCR circuits were used, though if not properly designed these
filters may introduce resonances. The cutoff frequency should be as low as possible.
Due to incompatibility of the home made current source with large capacitors and the
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Figure 4.8: Photograph of the LCR-filters at room temperature. The filters at the bottom can be
grounded via monostable relays. A part of the upper filters is used for the temperature sensors.

high parasitic series resistance of large capacitogs;: 2 x 100 pF= 200 pFwere
chosen. The limitations imposed on the inductances are given on the one hand by
the resistance of the coils which introduces Johnson-Nyquist noise and, on the other
hand, by the capacitive coupling in the coils due to a large number of windings. A
L = 4.7 mH inductor was found as a compromise. Therefore, a filter with cut-off
frequency offcutoff = ﬁ ~ 100 kHzwas designed.

This circuit has to be damped correctly. The following possibilities require only one
resistor?’

C
I:I/\xj RI=FC
C C
| "1 r
- ) _ ) Figure 4.11: Figure 4.12:
Figure 4.9: R Figure  4.10: Damped  by- Rgsistor to
|l_:)1cser|ezs\/T L,Rin faratllel pass ground
it = = rit — 5 = I L
t C Rerit 2\/ C Rerit = 2\/; Rerit = % %

The critical resistancB.,;; thereby defines the resistance needed to critically damp
the LCR circuit.
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The circuit in fig.4.9obviously gives the best attenuation at high frequencies, but uses
a resistor in series introducing Johnson-Nyquist noise. Putting inductance and resistor
in parallel (fig.4.10, which is the circuit initially used in the cryostat and is still used

to filter the heater lines, gives unacceptable damping at high frequencies (almost no
damping abové MHz with the above values). Damping the bypass as in4idl
obviously decreases the filter effectiveness. The last alternativd (ig).suffers from

high power consumption.

Thus all resistor solutions are not satisfactory. That is why a solution published by
K. Kundert” was used. A combination of the circuits in fif§11and4.12was built
including the filtered ground already mentioned:

4. 7mH
> s >
L R,
Cb 2kQ
— 200pF
p Cd
— 3nF
4. 7mH
> m\ >

Figure 4.13: Schematic of room temperature LCR filters

A larger capacitoiCy in series with a resistoRy damps the network while the
bypassing is realized via a parallel bypass capa€itorTo get an idea of the size of
the required resistor one can have a look at the critical dampings of the netwdtks
andCy andL, Ry andC,,. As a result one gets

L
Ri2 Rerit,(LRyCy) = 2 /C—d ~3.5kQ and (4.1)
< 1 L ~
Ra S Rerit,(LRiGy) = 2\ G ™ 34kQ . (4.2)

The 2 kQ resistances used turned out to be a compromise. The parasitic resistances of
the inductances of approximatelp Q provide some damping, too.
The cut-off frequency of this filter is aboi®0 kHzand as long as parasitic effects can

be neglected the increase of the attenuation shoutD nge



4.4. Filters and current dividers 53

4.4.2 RC filters and current dividers
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Figure 4.14: Photograph of the RC filters 4tK.

k0 2kQ At 4 K and in a box at the sample stage RC-filters
> including current dividers are installed.
At 4 K, they are realised on a printed circuit board
SOOpﬁOOpF (PCB) holding 8 double RC filter stages on each side
e of the PCB. The current dividers are realised by a re-
2kQ 2kO sistor between a pair of lines coming into the filter.
For the measurements presented in chaptecircuit
Figure 4.15: Schematic of a RC  as shown in the schematic15has been used. Under
filter containing current dividers  tha assumption that the junction resistance is negligi-
ble compared td x 2 kQ of the filters, the&610Q resistor between a pair of lines results
in a current division 0610Q : 8 kQ = 1: 157. For thermal anchoring the electrical
connections have been used.
The PCB at millikelvin temperature is only etched on one side, while the back side is
covered by a copper layer for thermal grounding. In the measurements presented in
chapters no filter was used at this stage because of excessive heat generation due to
the large critical currents of the niobium junction.

5102
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4.4.3 Copper—in—powder filters

Signals with frequencies in the GHz-range cannot be attenuated with ordinary RC or
LC filters made from discrete elements due to parasitic effects (one exception for this
might be the miniature electrical filters operating at cryogenic temperatures reported
by Vion et al™”). Therefore, in 1987 Martinis et af. developed a filter consisting of

a “Manganin wire inside a copper tube filled with copper powder with a grain size of
about30 um”. The naturally grown oxide layer insulates the grains against each other
creating an enormous surface. So skin-effect-damping occurs. Ir2fgfan attenua-

tion of more than 50 db in the range from 0.5 to 12 GHz is obtained with 0.1 m wire.
Nowadays these filters are state-of-the-art for sensitive low temperature measurements,
but today stainless steel often is used instead of copper. Although at room tempera-
ture the attenuation of copper- and stainless-steel filled filters are nearly the same, the
copper filter efficiency degrades approximately by 50 % due to the decrease of the
resistance of copper at helium temperature resulting in lower dissipation, while the re-
sistivity of stainless steel stays nearly constant producing nearly the same attenuation
at low temperatures.

In the experiment two powder filters —one holding 4 and the other holding 8 twisted
copper wire pairs with a diameter 65 um— have been produced in this way:
Approximately 1.5 meter twisted wires were wound around a
wiring tool (four metal rods in a holder) into a double eight shaped
form as shown in the picture on the left hand side, where each
“eight” holds half of the wires. The wiring tool together with the
wires was inserted into a silver tube with a diameter of 1.2 cm. Next
the wiring tool was carefully removed leaving the wires in the double-eight shape in
the housing and stainless steel powdeas filled in. The powder in the tube was con-
centrated in an ultrasonic bath to get rid of non-damping empty space.
Finally, the top and the bottom of the filter were sealed vacuum tight with epoxy stycast
1250. As reported in ref.l[l] due to the low viscosity it penetrates into the powder.
This on the one hand replaces some powder resulting in lower damping, but on the
other hand should provide a better thermal coupiin@he penetration can be con-
trolled by prehardening the stycast.
It is found that the double-eight shape of the wires is extremely stable — even af-
ter several cool down cycles opening the filters and removing the powder makes the
double-eight form reappear.
To test the quality of the filters a test tube with two SMA connectors and the above
described wire-in-powder insert was produced. A measurement of the attenuation
recorded with a HP 8722 D vector network analyzer is shown irdfita The experi-
ment is calibrated against a short wire put into the tube without powder. The frequency
dependence of the transmission param@igrs shown as blue line. At frequencies of

! Stainless Steel flake, —325 mesh, 0.83 micron thick, Type 316-L; Formula: Fe:Cr:Ni:Mo
67.5:17:13:2.5 wt%
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some GHz the attenuation reaches the noise floor of the instrument (green line). Using
this setup (HP 8722 D) it cannot be clarified if the performance of the filters is compa-
rable to the data in ref3]. The experimental data discussed in chapteuggests that

the attenuation is sufficient to observe MQT.

20 A

noise floor
r — 6 pairssimultaniously wired b

40

S,, [dB]

-100 —

frequency [GHZ]

Figure 4.16: Transmission paramet&i, of a twisted six wire test powder filter vs. frequency (blue
line). The noise floor of the spectrum analyzer is given by the green line.
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Chapter 5

EXPERIMENTS AND RESULTS

The development of the experimental setup can be divided in two major steps. In the
first step, the basic setup was installed and tested while in the second cycle the various
filtering stages at different temperatures, the thermal coupling of the sample stage and
the wiring properties were characterised and optimised.

In the basic development phase current-voltdg€-{ characteristics of home made
Al/Al ,03/Al Josephson junctions were taken to assure that the wiring and the wafer
mounting were working (see sectiéri). Furthermore, these measurements were nec-
essary to support the junction technology.

During the advanced development phase, the low-pass filtering was characterised by
investigating the escape rates of Nb/@/Nb Josephson junctions. Only after in-
stalling additional filter stages, reasonable data for the escape rates could be obtained.
Furthermore, the escape rate measurements have been hindered by thermal coupling
issues.
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5.1 |-V -Characteristics

During the development phak&/ characteristics of home made Al&D3/Al Joseph-

son junctions’ like the one shown in figh.1 have been acquired to get a feeling for the
connection reliability and to support the junction manufacturing process. Animportant
parameter in the process of tuning the barrier thickness was the critical supercurrent
density.

For these early measurements, the filtering described in seti{bwas not devel-
oped. LCR-filters, which were initially designed to reduce noise heating, provided
only negligible filtering abovés MHz. An unexpected feature often observed in the
|-V-characteristics is marked in fi.1 by arrows. Comparing these features with
fig. A.3 in ref. [45] suggests that it might be related to the insufficient filtering.

An important parameter to evaluate the junction quality and thus the manufacturing
process is thé&:R, product. For the junction shown in fi§.11:R, ~ 155uV is ob-
tained. From theory a value @80V is expected. Thus the experiment quite well
agrees with the theory.
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Figure 5.1: |-V-characteristics of an Al/ADs/Al Josephson junction taken &t=> 28 mK with the
first inefficient LCR-filters at room temperature and without RC-filters at low temperature.

Figure5.2 shows the current-voltage-characteristics of the NJDAINb Joseph-
son junction, which has also been investigated in the escape rate measurements (see
section5.2). Due to the large value of the critical current and the consecutive exces-
sive heating, when the junction switches to the voltage state, only a small part of the
|-V-characteristics was traced out (see §@). Heating is probably also responsible
for the unexpected curvature of the current-voltage characteristics for negative currents
exceeding the critical current.
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Figure 5.2: |-V-characteristics of the Nb/AD3/Nb Josephson junction used for the escape rate

measurements at > 28 mK (measured with the filtering described in sectibd). The arrows
indicate the direction of current sweep.
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Figure 5.3: Voltage and current across the Nbg®/Nb Josephson junction vs. time. There is no
heating during ramping up the current, while in the hatched region (voltage state) energy is dissipated.
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5.2 Escape rate measurements

In escape rate measurements the probability of a Josephson junction switching from
the zero voltage state into the finite voltage state depending on the bias current is mea-
sured. There are (at least) two possible experimental realisations: Firstly, one ramps
a current from zero until the junction switches into the finite voltage state (“ramping
experiments”), secondly, one determines the lifetimes of the zero voltage state at a
specific current. The advantage of the first approach is a quasi-continuous histogram,
which is obtained, while in the latter approach one has to calibrate the current for
each measurement. Thus the experiment described in this work used the ramping tech-
nique.

The experiments have been performed on NEDAINb Josephson junctions, which

have been previously extensively characterised by escape rate measurements by T.
Bauch at the Chalmers University of Technology, Sweden.

The experimental challenge was to acquire a histogram of the currents, where the junc-
tion switches during a well defined current ramp (see se&iari). From these data

the escape rate as a function of current has been calculated leading to characteristic
escape temperatures as described in sebtipr2

5.2.1 Measurement setup

mK ]
'”—@—l Junction
[
| & = trigger
current source @ I 99
U X e 10
am
@ Monitor |
i Trigger in
sample
Ext. Trigger ﬁpld
to computer <——; Agilent 3458A @V
Multimeter

Figure 5.4: Schematics of a current ramping experiment.

The junctions were connected in a four-probe setup using two pairs of twisted wires
for current feed and voltage probe. The current ramp was provided by a home made
analog current source (marked 1 in fig4), which feeds a low-noise sawtooth current
signal to the junction. The lower limit of the ramp was set a bit below zero to assure
that the junction switches back from the voltage state to the superconducting state, the
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upper limit was dynamically given by the switching of the junction.

The voltage across the junction was amplified using a Stanford Research SR560 low-
noise voltage preamplifier (2) by a factor of 500, typically. The amplified signal was
used to detect the switching of the junction in a trigger unit (3). The trigger signal was
given to the current source to change the ramping direction, initiates a cycle feeding
the current magnitude into the “Sample & Hold” module (4) and triggered the mul-
timeter Agilent 3458A to read out this value with a typical integration time of about
200 ms The values have been stored in the multimeter’s internal memory and after a
certain number of data they were transfered to a computer and stored in a ASCII file
for later evaluation.

Unfortunately, for the best measurements up to now no twisted voltage probe wires
could be used, therefore, mutual inductance prevented ramp times lessOtinas
Another severe problem was thermal heating in the junction and probably in the vicin-
ity of the vespel disc. By varying the duty cycle it could be shown, that for duty cycles
>1.7 s heating is no longer a problem. On the other hand, due to this long duty cycles,
the histograms were limited to 2000 samples.

Figure 5.5 shows an example of such an experiment taken at 28 mK. Irbfiga
histogram of the decay probability depending on the bias current is shown. It turned
out that for the data evaluation it is necessary to limit the fit to a region in the his-
togram with reasonable amount of data. Typically, the histogram was evaluated with
100 channels, as described in the next section.
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Figure 5.5: Measured values for the switching currégat28 mK (symbols) and the 15 point running
average of the data (solid line) to identify change&g@fndicating temperature instability.
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Figure 5.6: Histogram of the switching current between the lindig2 nA and12223 uA at28 mK
evaluated from the data shown in fig5.

5.2.2 Data evaluation

The data evaluation is based on a method originally developed by T. Fulton and L.
Dunkleberger:” Here, the histogram of the critical currents as shown ir&ii§is used.

From this histogram the escape rate depending on the bias current can be calculated.
The probabilityp(ly) for a junction in the zero voltage state to switch to the running
state at bias curremy (evaluated in the channel betwelgrandl, + Al) is given by

t+At d ,
p(ly) = / r(t)e " apn (OO gy
t

where the values dof correspond to the appropriate current vaIu%g,denotes the
ramping velocity, andi stands for the escape rate, which is the parameter to be calcu-
lated. The normalised probability of escape in a specific chax(ig) can be evalu-
ated to

f |max f max

el N (Ip(n) = Saimsd N (Ip(n)
S N (Ib(m)

wherefi(l,) denotes the number of the channel associated with bias clgr&imple

algebra gives the expression

)
(1) = ()2 n( Znriy 1 (o(0) ) (5.1)

b

dt =\ ol ""ax) )
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for the escape rate. Figure5.7 showsl (l,) for the data in figs5.5and5.6.
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Figure 5.7: The calculated values ¢f at28mK depending on the bias current (for the data shown in
fig. 5.5).

Using the definitions of sectioh4 (equationsZ.8) and €.16) and plotting

. N . 2/3 .
versus the bias current, a straight line with sI@%ﬁ) can be fitted to the data.

2/3
A plot of (In %) / of the data shown in fig.5vs. |, together with a linear fit

is shown in fig.5.8. A limiting factor is the uncertain attempt frequenay, which
was estimated with the junction capacitanc€et 1 pFvia equationsX.9) and @.9).
Later the plasma frequency can be determined spectroscopically.
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Figure 5.8: A plot of (In #@) vs. I for the data shown in figh.5and a linear fit for this data.

The green line with slopé denotes a least squares linear fit of the data. The fit
crosses the abscissa at the critical curidgst which is obtained in the absence of
fluctuations and MQTX228uA in fig. 5.8). The escape temperature for the data in
fig. 5.8 can be evaluated to

E;v/32

“3q772 ~192+5mK . (5.3)

esc—

The escape rate measurements have been made for different bath temperatures.
Figure5.9 gives the dependence of the critical curregton the bath temperature for
two different values of the duty cycle. FigubelO displays the dependence of the
escape temperature on the bath temperature.
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Figure 5.9: Critical current vs. bath temperature. The points displayed as diamonds have been
measured first (except for the pointzat0 mK) whereas the other points have been taken on the sub-
sequent day. The significant offset (difference) at low temperatures may either be due to an incidental
disadjustment of the offset of the sample and hold module or by different magnetic fields penetrating
the junction. The arrows depict the effect for this offset by a translation.
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Figure 5.10: Escape temperatufigscversus bath temperatufg for different duty cycles. The green

and blue line show results obtained by T. Bauch at Chalmers University, Swede&ZXaA and

98 1A, respectively. In these experiments the critical current was modified by applying a magnetic
field.

Using the above described fitting procedure for fitting histograms is complicated
especially for data taken at higher temperatures by several aspects. In the thermal
regime the prefactog; (equation 2.11)) introduced in Buttiker's improvement to
Kramers’ theory (equatio2.10 is not negligible for junctions with a high quality
factor. Thus the escape temperature itself becomes current dependent. Furthermore,
the low and high current limits of the histogram in the gamma values evaluated with
equation §.1) show considerable scatter, which might be related to the fact that only
a few escape events are recorded for these channels. Therefore, this region has to be
excluded from the fit. The errorbars in fi§.10 indicate the uncertainty calculated
from the standard deviation of the fit. For the evaluation in5ig0l have tried to fit
in a region such that a reasonable amount of data has been acquired for each channel
and the scatter in thié values is not too big.

Nevertheless, there might be systematic errors. A bad choice of the fitting range and
evaluating nearly empty channels may lead to deviations U@ tmK or even more

at higher temperatures. The parameters used for the evaluation like the junction ca-
pacitance, which was roughly estimatedLtpF, and the rise time of the current ramp
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only have minor influence. Figu®11shows the escape temperature and the critical
current vs. bath temperature of a measurement series where the critical current of the
same Josephson junction was reducezBipA by accidentally trapping magnetic flux.

In this measurements it was also tried to fit in the thermal limit (dashed lines).
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Figure 5.11: Escape temperature and critical current vs. bath temperature for the same junction as in
fig. 5.1Q Accidental trapping of magnetic flux led to a reduction of the critical curre@8twA. The

blue lines indicate where the series was stopped overnight. For the measurements h&twe&h
and200 mKtemperature instabilities were observed during the measurement. The dashed lines show
the characteristic temperature and the critical current vs. bath temperature achieved in a fit for the
thermal limit (equationZ.10), where for the calculation & (equation 2.11)) a =1, Q = 100and

T = Tpath Was used.

5.2.3 Discussion of results

In the measurements shown in figs9 and5.10the values for d.7 s period below

200 mK have been taken first, while the rest was acquired during the following day.
The critical current values taken on the second day are lower than the others. This
might be caused by an incidental change of the sample and hold offset trimmer resis-
tance, or more likely by a change of the magnetic flux through the junction. The black
stars in fig.5.10show the data of the second day offse320 nA such that the results
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for the lowest temperatures are the same for both duty cycles. The critical ciggrent

at the highest temperature now seems too high indicating that either the critical current
cannot be corrected by a simple translation or more changes of the critical current took
place during the measurement. As explained later the fit process might be a source for
too high critical current values in the thermal regime, too.

In the measurement where the critical current was suppres28di an unusual tem-
perature dependence of the critical current was observed (sé&elfiyy. Up to 160 mK

the critical current decreases as expected, for higher temperatures an overall tendency
to increasing critical currents with increasing temperature is obvious. An explanation
to this observation might be a rearrangement of trapped flux at higher temperatures
due to the probe current and inaccuracy of the fit process as explained later.

The main results of this work are given by the red and the pink values iB.fig.
and by the the black line in fich.11 The kink observable in the black line can be ex-
plained by the observed unstable temperature during the measurements. The influence
of the slightly changed critical current can be neglected. For both measurement series a
transition from a temperature dependent to a temperature independent behavior below
a certain crossover temperature is clearly observable. In the low temperature regime
the junction behaves as a macroscopic quantum object (MQT). At higher temperatures
in both measurements the escape temperature increases linearly as theoretically ex-
pected for the thermal limit. The crossover temperature of approximas€lynKis
higher than the one observed in T. Bauch’s measurement. This indicates that even with
a 1.7 sduty cycle the junction is either still not in thermal equilibrium or an ohmic
resistance causes some heating during ramping up.

The problem of the heating of the junction as long as the junction stays in the
voltage state could be investigated by varying the duty cycle. To achieve this the crit-
ical current detection electronics was modified in this work. Instead of immediately
initiating a new ramping cycle after a down-sweep, the electronics now requires an
external trigger pulse to start a new ramp. By means of this external pulse the duty
cycle dependence could be investigated. It turned out that for duty cycles hél@wv
heating is observable resulting in a decrease of the measured critical current values
(see fig.5.12. To achieve shorter measurement times, which is especially important
at lowest temperatures where phononic heat conductivity extremely decreases due to
its cubic temperature dependence, the thermal coupling of the junction has to be im-
proved. Good starting points would be to use thicker copper wires for the powder
filters and make further tests of the contact scheme with the spring contacts, the sput-
tered gold structures on the Si wafer, and the Al-wire bonding.

At the lowest bath temperatures the escape temperature lies between the values T.
Bauch measured f@8uA and202uA, respectively, and therefore perfectly coincides
with the expectations. At higher temperatures my escape temperature results cross the
98uA curve. This is due to the fact that the escape temperature defined in equation
(2.16 does not include a prefactor. But in the thermal limit the prefaatg¢equation
(2.11) is not negligible in junctions with a high quality factQrand highly dependent
on the switching current. Thus, to discuss the results in the thermal limit, the equations
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Figure 5.12: Switching current vs. measurement. With the technique described in sécfdn
switching currents have been measured whereby the length of the duty cycle has been varied. The
measurement shows significant difference of the critical current for a duty cytlg df5 sand2 s

while for longer duty cycles no change in the switching current is observed. This shows that the
junction is not in thermal equilibrium during the measurements up to a duty cycle of 2lsout

given by Bittiker and Kramers (equatioris10 and @.11)) have to be used.

The dashed lines in fih.11show a fit using this theory with the parameters- 1,

Q =100andT = Tpah. The choice of this parameters seems to be of minor influence
(although determinin@ from critical and retrapping current is inexact for such high
values and the temperature of the junction may deviate from the bath temperature). The
values now obtained for the critical current are much lower than the values obtained in
the fit to the escape temperature. Theoretically, this can be understood by looking at
the maximum of a switching current histogram. The reductioh tdads on average

to a lower distance between the switching currents and the critical current. Thus, if the
less exact escape temperature equation is used in the fit, where the distance between
switching currents and critical current is larger, the critical current is fitted to higher
values. This rises the question whether the unusual temperature dependence of the
critical current is really caused by a rearrangement of flux or whether we have to deal
only with a fitting problem.

The values of the characteristic temperaftreas | will call the analog to the escape
temperature in the thermal limit defined through equat®i@, disagree with the
theoretically expected valuds = Tpth. This may be caused either by improper fit
parameters or indicates that the junction still is not in equilibrium when the switching
takes place.
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Part IV

SUMMARY
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In this work a low temperature setup to investigate superconducting flux qubits has
been developed and extensively characterised. Successful measurements on Josephson
junctions and flux qubits in the quantum regime require an experimental environment
which is extremely well shielded from electromagnetic noise and radiation. Therefore,
several stages of low-pass filters have been mounted at several temperature stages in
a dilution unit. The final filtering setup described in sectibdturned out to be well
suited to perform escape rate measurements on individual Josephson junctions. In
these experiments a clear transition from a thermally activated temperature dependence
at higher temperatures to a temperature independent regime at low temperatures where
the junction escape is governed by MQT could be observed. From these results it
can be judged that this setup should be well suited to experimentally investigate qubit
structures. A bottleneck of the present experimental setup is excessive heating of the
junctions. Although the critical currents in the flux qubit structures which are currently
developed at the WMI are designed to be two orders of magnitude lower (resulting in a
decrease of the dissipated heat by four orders of magnitude), thermal aspects will have
to be closely inspected for future experiments. Despite this thermal problems it has
been experimentally proved that environmental noise and radiation is not significant
down to fractions of microamps.
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