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1 Introduction

One of the major drawbacks for the commercial applications of superconductors up to now is that the superconducting materials currently in use (mainly NbTi and Nb$_3$Sn for high currents, Nb and Al for sensitive devices) have critical temperatures of $T_c < 20$ K. So they need to be cooled down to liquid helium temperatures, which is expensive. These elements and alloys belong to the so-called conventional superconductors, in which Cooper pairs are formed because of electron-phonon interaction, as described by the Bardeen-Cooper-Schrieffer (BCS) theory. All elemental superconductors also belong to this class.

Starting with the discovery of the high-$T_c$ superconductors by J. G. Bednorz and K. A. Müller \cite{1} the focus of research has turned to the unconventional superconductors, as they promise superconductivity at far higher temperatures. This class of superconductors includes copper-oxide based materials, heavy-fermion systems, iron pnictides and organic superconductors. First applications with the high-$T_c$ cuprates are already in development \cite{2-4}. Yet also in these compounds the critical temperatures still are not high enough. So a better understanding of the properties of such compounds and of mechanisms responsible for high-$T_c$ superconductivity is desirable in order to produce materials with even higher critical temperatures.

Such superconductors are called “unconventional” as they show different pairing mechanisms than the known electron-phonon interaction and in most cases still are not fully understood. The superconducting state in such materials often shows up in close vicinity to critical points and instabilities like anti-ferromagnetism, transitions of the lattice structure or density wave states. Therefore it seems that competing ground states are often seeds to superconductivity \cite{5}. The transitions between the different ground states can be induced by doping, pressure or magnetic field, depending on the system.

Among these unconventional superconductors are organic charge transfer salts. The highest transition temperature that has been discovered so far, is about 14 K \cite{6}. This is very low compared to the record transition temperatures of high-$T_c$ cuprates or iron pnictides, yet they still are of high interest. In fact one reason for that are the low critical temperatures and low critical fields, since they make it much easier to study the properties of those systems, which are otherwise rather similar to the high-$T_c$ superconductors. The basic structure of such organic charge transfer salts is provided by flat organic molecules, in most cases radical cations. They are packed in stacks or layers, which are separated by inorganic anions, and, therefore, can be considered as quasi-one-dimensional (q1D) or quasi-two-dimensional (q2D) conductors. Because of this reduced dimensionality and a low charge carrier density such compounds show strong electron correlations and several of the above mentioned instabilities. Furthermore, the relative strength of these instabilities can be tuned by slight chemical modifications and in
many cases also by modifications of external parameters like temperature, pressure or magnetic field, which can easily be achieved during experiments.

$\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ is among the most interesting of these organic charge transfer salts, as it shows the lowest known temperature of a transition into a charge-density wave (CDW) state, at $T = 8$ K, which competes and coexists with superconductivity [7]. At zero magnetic field this CDW state can be suppressed at a critical pressure of $p_c \approx 2.5$ kbar. The behavior of this CDW state at pressures below $p_c$ has already been extensively studied [8-14]. Above $p_c$, $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ is known to enter a field-induced CDW state [11]. A detailed investigation of the properties of the CDW state has been done at the Walther-Meißner-Institut by D. Andres [15]. However, a complete field-temperature phase diagram above the critical pressure of 2.5 kbar does not exist yet. Therefore, in this diploma thesis measurements of the pressure dependence of the effective cyclotron mass of the charge carriers in $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ were done. From its behavior some indication of the transition between the CDW state and the normal metallic state in a strong magnetic field was expected.

For pressures above $p_c$ a complete transition into the superconducting state appears at $T \approx 100$ mK [7, 14]. The behavior of this superconducting state was already studied by S. Jakob [16] at the Walther-Meißner-Institut at a pressure of $p = 2.8$ kbar, which is very near to $p_c$. Thereby a huge polar angle anisotropy of the critical magnetic field was discovered. In this diploma thesis a considerably higher pressure of $p = 3.4$ kbar was applied to the samples in order to investigate how the superconductivity behaves at a pressure farther away from the critical point at $p_c$. In addition, the behavior of the critical field depending on the polar angle $\theta$ was studied at different temperatures. A strong evidence for a paramagnetic pair breaking effect could be obtained, which already had been suggested by S. Jakob, but could not be verified at that time.

Furthermore, the experiments by S. Jakob [16] also showed a considerable inplane anisotropy of the critical field. As the nature of this azimuthal anisotropy remained yet unknown, the effect of pressure to it was investigated in this diploma thesis. To this end, experiments at ambient pressure as well as $p = 3.4$ kbar were carried out.

This Diploma thesis follows the structure given below:

The second chapter of this Diploma thesis introduces the theoretical background describing the behavior of superconductivity and magnetoresistance in layered compounds.

In the third chapter the structure and known properties of the organic metal $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ are presented.

The fourth chapter describes the experimental setup used for the measurements of this work.

In the fifth chapter the results of the experiments are presented and analysed. Furthermore, the conclusions drawn from this analysis are discussed and compared to earlier experiments.

A summary of the most important results is given in the sixth chapter.
2 Theoretical background

This chapter summarizes the theoretical background, which is used in this diploma thesis to analyse the experimentally obtained data. As the general properties of superconductors are widely known today, they will not be considered separately here. The only exception is a brief overview of the Ginzburg-Landau theory, since it is the basis for the theories of layered Superconductors. Detailed descriptions of superconductivity can be found for example in [17],[19].

2.1 Ginzburg-Landau theory

The Ginzburg-Landau (GL) theory was the first theory of superconductivity capable of describing anisotropic systems. The Cooper pair density is described as a “macroscopic” wave function, the so called order parameter $\Psi(r)$. In the GL equations two important characteristic parameters for superconductors are introduced:

1. The GL coherence length

$$\xi_{GL}^2 = \frac{\hbar^2}{4m_e|\alpha|} \quad \text{(2.1)}$$

is the characteristic length over which the order parameter can vary and therefore a measure for the size of the Cooper pairs. The temperature behavior follows the relation

$$\xi_{GL}(T) = \xi_{GL}(0) \left(1 - \frac{T}{T_c}\right)^{-\frac{1}{2}} = 0.74\xi_0 \left(1 - \frac{T}{T_c}\right)^{-\frac{1}{2}}, \quad \text{(2.2)}$$

where $\xi_0 = 0.18 \frac{\hbar v_F}{k_B T_c}$ is the value of the coherence length derived from the BCS-theory\footnote{The first microscopic theory of superconductivity developed by Bardeen, Cooper and Schrieffer}. $v_F$ is the Fermi velocity and $k_B$ the Boltzmann-constant.

2. The penetration depth

$$\lambda^2 = \frac{m_e c^2 \beta}{8\pi e^2 |\alpha|} \quad \text{(2.3)}$$

describes the characteristic length over which the magnetic field decays exponentially beneath the surface of the superconductor, with a temperature behavior given by

$$\lambda(T) = \lambda(0) \left(1 - \frac{T}{T_c}\right)^{-\frac{1}{2}}, \quad \text{(2.4)}$$

$\alpha$ and $\beta$ are material dependent phenomenological expansion coefficients and $m_e$ is the free electron mass.
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The GL parameter

\[ \kappa = \frac{\lambda}{\xi} \]  

(2.5)
determines whether magnetic field can penetrate the superconductor via flux vortices above a certain magnetic field or not. In the latter case \( \kappa < 1/\sqrt{2} \) we speak of a type 1 superconductor with a critical field \( H_{\text{c1}} \), while \( \kappa > 1/\sqrt{2} \) characterizes a type 2 superconductor. In a type 2 superconductor we have a lower critical field \( H_{\text{c1}} \), above which the field starts penetrating the superconductor and an upper critical field \( H_{\text{c2}} \), above which the superconductivity is completely destroyed. In resistance measurements always \( H_{\text{c2}} \) is obtained.

For the case of a bulk superconductor \( H_{\text{c2}} \) is given by

\[ H_{\text{c2}} = \frac{\Phi_0}{2\pi \xi^2(T)} \]  

(2.6)
where \( \Phi_0 = \frac{h}{2e} \) is the flux quantum.

2.2 Superconductivity in layered compounds

Most of the unconventional superconductors, which are of current interest, like cuprate, iron pnictide and organic superconductors, are layered materials. Depending on the strength of coupling between the layers such compounds can be either described as highly anisotropic three dimensional (3D) systems or as quasi-two-dimensional (q2D) systems, depending on the ratio of the interlayer coherence length \( \xi_\perp \) and the interlayer distance \( d \).

2.2.1 Highly anisotropic superconductors

The description as highly anisotropic 3D systems is used when the perpendicular coherence length \( \xi_\perp \) exceeds the interlayer distance \( d \),

\[ \xi_\perp > d, \]

meaning that the superconducting layers are still coupled.

The critical magnetic field of layered superconductors is strongly dependent on the polar angle \( \theta \) between the magnetic field and the conducting planes. For fields perpendicular to the planes the shielding currents are able to flow within the layers and behave normally since the inplane coherence length is rather big. This results in the critical field as a function of temperature \( H_{\text{c2,\perp}}(T) \) behaving rather similar to bulk superconductors. According to GL theory the temperature dependence of \( H_{\text{c2}} \) is linear for \( T \) near \( T_c \). Werthammer, Helfand and Hohenberg (WHH) [20] have shown that this linear temperature dependence of \( H_{\text{c2}} \) is valid until much lower temperatures as long as the orbital effect (shielding currents) is responsible for breaking the Cooper pairs. In layered compounds this estimation is generally valid for magnetic fields in perpendicular direction.
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For fields parallel to the conducting layers, however, the shielding currents are strongly suppressed, because the transport integral in perpendicular direction is much smaller than the inplane transfer integral $t_{\perp} \ll t_{\parallel}$. Therefore the magnetic field can penetrate the superconductor much more easily, resulting in a very low $H_{c1}$. Because of the very small perpendicular coherence length the flux vortices can be much more densely packed than for perpendicular field. Thus, much higher fields can penetrate the superconductor without destroying the superconductivity resulting in a much higher slope of $H_{c2}$ near $T_c$. If the slope is very large, the paramagnetic pair breaking mechanism described in section 2.2.3 becomes important.

W. E. Lawrence and S. Doniach have formulated a theory describing layered compounds by individual superconducting planes with a Josephson coupling between the layers [21]. In the case of relatively strong coupling of the layers, they have shown that such superconductors can be described by the anisotropic GL theory for 3D superconductors (equation 2.6), which deviates from the normal GL theory by the introduction of an anisotropic effective mass of charge carriers, $m_{\parallel}$ and $m_{\perp}$. According to Lawrence and Doniach the upper critical fields in perpendicular $H_{c2,\perp}$ and parallel $H_{c2,\parallel}$ directions follow the relations:

\[ H_{c2,\perp} = \frac{\Phi_0}{2\pi \xi_{\parallel}^2} \]
\[ H_{c2,\parallel} = \frac{\Phi_0}{2\pi \xi_{\parallel} \xi_{\perp}} \]

From that we extract the following equalities [17]

\[ \frac{H_{c2,\parallel}}{H_{c2,\perp}} = \frac{\xi_{\parallel}}{\xi_{\perp}} = \frac{\lambda_{\perp}}{\lambda_{\parallel}} = \left( \frac{m_{\perp}}{m_{\parallel}} \right)^{\frac{1}{2}} \equiv \gamma \]

introducing a conventional dimensionless anisotropy parameter $\gamma$. $\lambda_{\perp,\parallel}$ and $\xi_{\perp,\parallel}$ stand for the parallel or perpendicular component of the penetration depth and the coherence length, respectively.

Therefrom the angular behavior of the upper critical field $H_{c2}$ in highly anisotropic superconductors can be derived:

\[ H_{c2}(\theta, T) = \frac{\Phi_0}{2\pi \xi_{\parallel}^2(T) \sqrt{\gamma^2 \sin^2 \theta + \cos^2 \theta}} \]

with $\theta$ being the angle between the magnetic field direction and the conducting layers.

2.2.2 Quasi-two-dimensional superconductors

When the perpendicular coherence length becomes smaller than the interlayer distance,

\[ \xi_{\perp} < \frac{d}{\sqrt{2}} \]

there is no continuous superconducting region throughout the whole superconductor any more. Such a q2D superconductor rather consists of superconducting layers. Therefore
the current perpendicular to the conducting layers is limited to Josephson currents. This results in an even greater angular dependence of the critical field.

R. A. Klemm, A. Luther and M. R. Beasley have analyzed the Lawrence-Doniach model in more detail and developed a theory for the q2D superconductors in the dirty limit [22]. (When the mean free path of a Cooper pair \( l \) is much smaller than the coherence length \( l \ll \xi_0 \),) For the clean limit \( l \gg \xi_0 \) there exists a model proposed by Bulaevskii [23, 24].

Most of the time it is, however, correct to use an easy formula proposed by Tinkham [17] for superconducting thin films and is also valid for the purely 2D case

\[
s \ll \xi_\perp \ll d,
\]

where \( s \) is the layer thickness. Under this conditions there is no coupling between the layers any more. The dependence of the critical field on \( \theta \) now follows the relation

\[
\frac{H_{c\perp}(\theta) \sin \theta}{H_{c\perp}} + \left( \frac{H_{c\ell}(\theta) \cos \theta}{H_{c\ell}} \right)^2 = 1,
\]

with \( H_{c\perp} \) and \( H_{c\ell} \) being the critical field in perpendicular and parallel direction to the conducting layers, respectively.

\( H_{c\perp} \) is given by Tinkham [17] as

\[
H_{c2\perp} = \frac{2\sqrt{6}H_{cth} \lambda}{s}.
\]

Eq. (2.13) can also be written in the form

\[
H_{c2\ell} = \frac{\sqrt{3}\Phi_0}{\pi s \xi_\parallel(0)} \sqrt{1 - \frac{T}{T_c}}.
\]

This formula was already used to fit data obtained from experiments with q2D layered compounds [23].

As the coherence length \( \xi(T) \) increases with temperature and diverges at \( T_c \), all q2D superconductors make a transition into the highly anisotropic 3D state near \( T_c \). In many of them the amplitude and phase of the order parameter has big fluctuations in that regime, which results in rather complex phase diagrams making it difficult to determine their critical fields (see for instance [17] chapter 9).

### 2.2.3 Paramagnetic pair breaking in layered superconductors

As mentioned above many q2D compounds and to a lower extent also in the highly anisotropic 3D compounds the slope of the parallel critical field near \( T_c \) is very huge and for very high fields another pair breaking mechanism becomes dominant. In a magnetic field the electrons gain energy by aligning their spins parallel to the magnetic field because of the Zeeman splitting of energy levels. If we have a s-wave or d-wave superconducting state, however, the Cooper pair electrons have antiparallel spin and therefore they can not all align their spin direction according to the field. If the energy gained by
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paramagnetic ordering exceeds the superconducting energy gap $\Delta_0$, the Cooper pairs are broken. This behavior was first theoretically shown by B. S. Chandrasekhar [26] and A. M. Clogston [27]. The paramagnetic critical field $H_p$ shown by the relation

$$\mu_0 H_p = \frac{\Delta_0}{\mu_B \sqrt{2}}, \quad (2.15)$$

with $\mu_b$ being the Bohr magneton and $\mu_0$ the vacuum permeability. After inserting $\Delta_0 = 1.76 k_B T_c$ from the BCS theory we get

$$\mu_0 H_p = 1.85 T_c, \quad (2.16)$$

which is called the “Chandrasekhar-Clogston paramagnetic limit” (CC-limit).

According to a theory proposed almost at the same time by P. Fulde and R. A. Ferrell [28] as well as by A. I. Larkin and Y. N. Ovchinnikov [29] superconductivity can survive to even higher magnetic fields under certain conditions. This so called FFLO-state is an inhomogeneous superconducting state, where the Cooper pairs have a finite center of mass momentum $(k \uparrow, -k \downarrow + q \downarrow)$. In this state the superconductor has a lower condensation energy than the BCS state, but as the Zeeman energy is reduced in the FFLO state it is stable at sufficiently high fields. Thereby some space of the superconductor is “sacrificed” and becomes normal metallic making it possible for the superconductivity to survive in other parts of the superconductor. For the FFLO state to show up, the compounds must have a Maki parameter $\alpha = \sqrt{2 H_{orb} / H_{P}^c}$ [30] (ratio of orbital and paramagnetic critical field) higher than 1.8 and it must be in the clean limit ($l \gg \xi_0$).

For these reasons the FFLO state is expected to be largest in 1D superconductors. In 2D superconductors it should be smaller but still visible, while in 3D superconductors the FFLO state is estimated to be very narrow and therefore hard to measure. No clear proof of the existence of the FFLO state has been found yet, but recently there has been evidence for the existence of a FFLO state in q2D organic superconductors [31].

2.3 Magnetoresistance in layered compounds

For understanding the superconducting properties of materials it is also necessary to know the normal state properties. For layered compounds it turned out that the magnetoresistance can give very valuable information. Two important effects that have been studied in this diploma thesis, are magnetic quantum oscillations and angle-dependent magnetoresistance oscillations (AMROs) and will be described in this section. Both of them are powerful tools for studying the Fermi surface (FS) of the compounds. A more detailed description can be found in [32–34].

2.3.1 Magnetic quantum oscillations

When a magnetic field is applied to electrons moving on closed orbits their spectrum becomes quantized. This was first proposed by L. D. Landau [35], who derived the
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spectrum of a free electron gas in a magnetic field in the form

\[ E(n, k_B) = \left(n + \frac{1}{2}\right) \hbar \omega_c + \frac{k_B^2 \hbar^2}{2m_e}, \]  

(2.17)

where \( n = 0, 1, 2, \ldots \), \( \omega_c = \frac{eB}{m_e} \) is the cyclotron frequency of a free electron and \( k_B \) is the wave vector component parallel to the field \( B \).

In \( k \)-space the allowed electron states are all lying on coaxial tubes parallel to the magnetic field, which are called Landau tubes. With increasing field the Landau tubes’ diameter widens, crossing a fixed point in \( k \)-space periodically in a scale of \( 1/B \), while their degeneracy increases (so that the total number of electrons inside the FS stays constant). The area of the \( n \)th landau tube cross section is thereby given by:

\[ A_{k,n} = \left(n + \frac{1}{2}\right) \frac{2\pi eB}{\hbar}, \]  

(2.18)

This is the famous Onsager relation [36]. As the Landau tubes cross the FS, the density of states oscillates, which gives rise to the magnetic quantum oscillations measurable in several physical properties. The most important among those are oscillations of the magnetization, first detected by W. J. de Haas and P. M. van Alphen [37], which are therefore called de Haas-van Alphen (dHvA) oscillations, and oscillations of resistance, first discovered by L. W. Shubnikov and W. J. de Haas [38], named Shubnikov-de Haas (SdH) oscillations.

De Haas-van Alphen oscillations

The standard theory for the description of the dHvA oscillations was formulated by I. M. Lifshitz and A. M. Kosevich [39]. They calculated the magnetization as the derivative of the Gibbs thermodynamic potential \( \Omega \) at constant temperature \( T \) and chemical potential \( \mu \):

\[ M = -\left( \frac{\partial \Omega}{\partial B} \right)_{T,\mu}, \]  

(2.19)

By inserting the thermodynamic potential for the electron states on the Landau tubes one obtains:

\[ \tilde{M}_\parallel = -\sqrt{\frac{e^5}{2\pi^3 \hbar}} \frac{F \sqrt{B}}{m_c |S''|_{extr}} \sum_{r=1}^{\infty} R_D(r)R_T(r)R_S(r) \frac{1}{r^2} \sin \left[ 2\pi r \left( \frac{F}{B} - \frac{1}{2} \right) \pm \frac{\pi}{4} \right], \]  

(2.20)

where \( \tilde{M}_\parallel \) is the magnetization parallel to \( B \), \( r \) the harmonic index, \( m_c \) the cyclotron mass and \( F \) the fundamental frequency

\[ F = \frac{S_{extr}}{2\pi e \hbar}, \]  

(2.21)

\( S_{extr} \) is the extreme cross section of the FS and \((S''|_{extr}) = (\partial^2 S/\partial p_B^2)_{extr}\) characterizes the FS curvature along \( B \) around the extremal cross section.
Equation 2.20 is called the Lifshitz-Kosevich (LK) formula and describes the dHvA oscillations in a 3D metallic electron system. It contains the damping factors $R_D$, $R_T$ and $R_S$ describing the effects of finite temperature, scattering effects and Zeeman splitting, respectively. As $R_D(r)$ and $R_T(r)$ decrease exponentially with increasing harmonic index we will only consider the case of the fundamental harmonic, $r = 1$.

**Shubnikov-de Haas oscillations**

The theory of the SdH oscillations is more complex than that of the dHvA oscillations and still not completely understood. Fortunately, a satisfying description of the SdH oscillations can be usually obtained from Pippard’s idea [40, 41] that the scattering probability, hence, the resistivity are proportional to the density of states $D(\mu)$ around the Fermi level. The latter can be shown to be directly proportional to the field-derivative of the magnetization:

$$\tilde{D}(\mu) \propto \left( \frac{m_cB}{S_{\text{extr}}} \right)^2 \partial \tilde{M} / \partial B$$

(2.22)

Following from this, the oscillatory part of the conductivity can be expressed in the form

$$\frac{\tilde{\sigma}}{\sigma_0} = a_{r=1} \cos \left[ 2\pi \left( \frac{F}{B} - \frac{1}{2} \right) \pm \frac{\pi}{4} \right],$$

(2.23)

where

$$a_{r=1} \propto \frac{m_cB^{1/2}}{(S_{\text{extr}})^{1/2}} R_D R_T R_S$$

(2.24)

and $\sigma_0$ is the background conductivity.

**The damping factors**

The temperature damping factor $R_T$ takes into account the temperature-induced smearing of the Fermi distribution function. We can consider this to be electrons with a slight distribution of Fermi energies $E_F$, which results in slightly different oscillation frequencies. This should lead to smearing of the phase of the oscillations and, therefore, to a decrease of the amplitude. The expression for the temperature damping factor is [39]:

$$R_T = \frac{K m^* T}{\sinh(K m^* T)}$$

(2.25)

with the constant

$$K = \frac{2\pi^2 k_B m_e}{\hbar e} \approx 14.7 \frac{T}{K}$$

(2.26)

and $m^* = m_c/m_e$ being the cyclotron mass normalized to the free electron mass. Thus, the effective mass $m^*$ can be determined by fitting the experimentally observed temperature dependent oscillation amplitude with Eq. (2.25) [32].

The Dingle factor $R_D$ takes into account the broadening of the Landau levels due to imperfections and impurities of the crystal lattice. Assuming this broadening is
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described by the Lorentzian distribution function with the half-width $\Gamma = \hbar/2\tau$ ($\tau$ being the relaxation time), the Dingle damping factor is expressed by the relation [12]

$$R_D = \exp\left(-Km^* T_D/B\right)$$

(2.27)

with

$$T_D = \frac{\hbar}{2\pi k_B T}$$

(2.28)

which is called the Dingle temperature. After extracting the cyclotron mass $m^*$ from the temperature damping factor the relaxation time can be calculated by fitting the $B$-dependence by the formula (2.24) with the Dingle factor (Eq. (2.27)).

The spin damping factor $R_S$, finally, regards the effect of the Zeeman spin splitting. Each Landau level is split into two subbands depending on the electron spin that are separated by the energy gap

$$\Delta E = g\mu_B B,$$

(2.29)

where $g$ is the Landé factor ($g \approx 2$ for free electrons) and $\mu_B = e\hbar/2m_e$ is the Bohr magneton. As these two sub bands contribute to the oscillations with the same frequency but with a slightly shifted phase the resulting oscillation amplitude is reduced according to

$$R_S = \cos\left(\frac{\pi}{2} gm^*\right)$$

(2.30)

Two dimensional model

In a material with a 3D FS the number of Landau tubes crossing the FS is rather big, resulting in a rather small number of electrons contributing to the oscillations. Therefore, the quantum oscillations are rather small (magnitude of SdH oscillations lies in the order of $10^{-4}\sigma_0$ for $B \sim 10T$). In a system with a 2D Fermi surface the oscillations are much bigger, as there the number of Landau tubes crossing the Fermi surface is rather small (or exactly one in the ideal case) and therefore most of (or in the ideal case all) electrons are contributing to the oscillations (illustrated in figure 2.1).

Figure 2.1: Schematic representation of the Landau tubes (thin lines) crossing a 3D isotropic FS (left) and a q2D FS (right) (thick dotted lines) (taken from [33]).
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Figure 2.2: Giant SdH oscillations in a sample of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ in pulsed magnetic fields perpendicular to the layers, at $T = 1.5$ K (from M. V. Kartsovnik, private communication).

Naturally, such systems need a theory considering the 2D behavior to be described appropriately. Notably, it has to be considered that as mentioned above a much higher number of electrons are contributing in the oscillations. A modified version of the LK formula for the ideally 2D case (interlayer bandwidth is zero, Landau sub bands are degenerated into sharp levels, all electrons on the FS contributing to the oscillations) has been proposed by Shoenberg [43] for the case of a constant chemical potential $\mu = E_F$. This Lifshitz-Kosevich-Shoenberg (LKS) formula (also known as the 2D LK formula) reads

$$\tilde{M}_\parallel = \frac{e}{2\pi^2\hbar} \frac{S}{m_c d} R_D R_T R_S \sin \left( \frac{2\pi r F B}{\hbar} \right)$$

including the same damping factors as in the 3D case. Here $B$ is supposed to be applied perpendicular to the 2D planes. An important difference to the 2D case is the missing factor $\sqrt{B}$, which should be taken into account when determining the Dingle temperature. This model is only valid for $h\omega_c \gg 2t_\perp$ and weak oscillations.

In figure 2.2 an example of SdH oscillations in $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ is shown. As we can see the oscillations are quite small in the field range of our measurements of up to 15 T, so we can assume that the limiting conditions for this model are fulfilled and we, therefore, are allowed to consider only the first harmonic.

2.3.2 Angle-dependent magnetoresistance oscillations

When a magnetic field is applied to a layered compound at different angles with respect to the conducting planes (polar angle $\theta$), oscillations in the resistance $R(\theta)$ can be observed. These so called angle-dependent magnetoresistance oscillations (AMROs)
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exist for 1D as well as for 2D electron systems.

In a 1D electron system like the organic TMTSF based compounds, where the conducting chains lie along the \( x \)-direction, the dispersion relation follows the expression

\[
E(k) = \hbar v_F |k_x| - k_F - \sum_{m,n} t_{mn} \cos(ma_y k_y + na_z k_z) \tag{2.32}
\]

with the transfer integrals \( t_{mn} \ll E_F \) and \( a_{y,z} \) the lattice constants perpendicular to the chains. For such electron systems different kinds of oscillating phenomena can be observed. We will, however, lay our focus on the Lebed Magic-Angle (LMA) resonances:

A. G. Lebed first predicted that the resistivity perpendicular to the highly conducting chains should show peaks at angles following the relation [44]

\[
\tan \theta_{\text{LMA}} = \frac{p a_y}{q a_z}, \tag{2.33}
\]

where \( p \) and \( q \) are integers. It was later shown that the resistance in fact has dips at the LMAs. There are several models trying to explain this behavior, the most popular of which was proposed by T. Osada et al. [45] and interpreted qualitatively by M. V. Kartsovnik et al. [46]:

Under a magnetic field the electrons move in \( k \)-space in the direction perpendicular to the field. This makes the electrons’ velocity components in \( k_z \) and \( k_y \) directions, given by \( v_{y,z} = \partial E/\hbar \partial k_{y,z} \), oscillate. The mean velocity \( \overline{v_{y,z}} \) is given by an average over the scattering time \( \tau \). Assuming a large \( \tau \) for most field angles the electrons’ trajectories will cover the whole reduced Brillouin zone (BZ), as can be seen in figure 2.3 (a), thereby occupying all possible nonequivalent \( k \)-states on the FS. In that case \( \overline{v_{y,z}} \) becomes vanishingly small at \( B \to \infty \). This results in the resistance increasing with \( B \).

If the trajectories, however, are oriented in a direction described by the reciprocal lattice vector \( \mathbf{K} = p \mathbf{K}_y + q \mathbf{K}_z \) only few paths of the reduced BZ are covered as long as \( p \) and \( q \) are small, as illustrated in figure 2.3 (b). Therefore \( \overline{v_{y,z}} \) maintains a finite value and the resistance remains constant at increasing \( B \).

Figure 2.3: Due to the Lorentz force in magnetic field electrons move along the open sheets of the FS lying in the \( k_y k_z \)-plane. (a) If the trajectory does not run along a reciprocal lattice vector the electron path covers all nonequivalent \( k \)-states (i.e. all states in the reduced BZ). (b) Otherwise the trajectory only consists of a few lines on the FS (taken from [15]).
2.3 Magnetoresistance in layered compounds

In a q2D systems like α-(BEDT-TTF)$_2$KHg(SCN)$_4$, which possess open FS sheets and in addition have a high anisotropy between y- and z-direction, Eq. (2.33) can be simplified to the case of $q = 1$:

$$\tan \theta_{\text{LMA}} = \frac{p a_y}{a_z}$$  \hspace{1cm} (2.34)

Furthermore in the AMRO spectrum shows a strong dependence on the azimuthal angle $\varphi$ for all LMA.

This model may be qualitatively correct and gives a correct prediction for the values of LMA. However, it has difficulties in reproducing the experimentally obtained magnitude of AMRO and some other fine details of angle-dependent magnetoresistance. There are several newer models \cite{47,49}, which are too complicated to be shown in this thesis, however, the mechanism is qualitatively the same.
3 The organic metal
\(\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4\)

3.1 Synthesis

Crystals of \(\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4\) (BEDT-TTF stands for bis(ethylenedithio)-tetratiafulvalene) are grown by electrochemical methods \([50, 51]\). The molecules BEDT-TTF, KSCN and Hg(SCN)_2 are dissolved in a mixture of (1,1,2)trichloroethane and methanol. By applying a constant current using two Pt-electrodes the BEDT-TTF molecules are electrochemically oxidized. Thereby the solved salts serve as electrolytes. The solution then is left for a few weeks at a constant temperature of 20°C and a very low current density of 1-2 mA/cm\(^2\) until small plate-like samples with a typical size of 0.5*0.5*0.1 mm\(^3\) appear on the Pt-anode. The samples for the present experiments were provided by H. Müller\(^1\) and N. Kushch\(^2\).

3.2 Crystal structure

![Schematic view of the layered structure of \(\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4\) (110)](image)

A crystal of \(\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4\) consists of two kinds of layers stacked onto one another. The layers lie parallel to the a-c plane as sketched in Fig. 3.1. The

\(^1\)European Synchrotron Radiation Facility, 38043 Grenoble, France
\(^2\)Institute of Problems of Chemical Physics, 142432 Chernogolovka, Russian Federation
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Figure 3.2: Schematic of the molecule BEDT-TTF, which forms the radical cation in the charge transfer salt $\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4$ (taken from [52]).

The BEDT-TTF molecules, which are schematically illustrated in Fig. 3.2 are plate-like (2D) in appearance. They donate electrons to anionic KHg(SCN)$_4^-$ thereby binding the layers together. For that reason these materials are called charge transfer salts.

In the insulating layers the SCN groups form a bridge between the K$^+$ and Hg$^{2+}$ cations forming a polymeric network in the a-c plane. The BEDT-TTF molecules are connected via the $\pi$-orbitals, which are also responsible for the high inplane conductivity of the crystal. The long axes of the BEDT-TTF molecules are oriented almost perpendicular to the layers as illustrated in Fig. 3.3 (a), while the short axes are oriented in a fish bone pattern as shown in Fig. 3.3 (b). This specific pattern is called the

Figure 3.3: Structure of $\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4$ projected along (a) the c-direction and (b) along the b-direction. Transfer integrals along the stack direction and in between the different stacks are denoted by $c_i$ and $p_i$, respectively (both from [50]).
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α-phase.

The crystal structure is triclinic with the parameters \( a = 1.0082 \text{ nm}, b = 2.0565 \text{ nm}, \) \( c = 0.9973 \text{ nm} \) and the angles \( \alpha = 103.7^\circ, \beta = 90.91^\circ, \gamma = 93.06^\circ \), resulting in a total volume of \( 1.997 \text{ nm}^3 \) for the unit cell [50].

3.3 Band structure and electronic properties

As we have seen in section 3.2 the chemical structure of \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) is rather complicated. Its electronic system, however, is quite simple. In Fig. 3.4 the band structure of \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) is shown. It was calculated by Mori et al. [53] using the extended Hückel tight-binding model. Newer first-principles calculations have not yielded dramatically different results [54].

![Figure 3.4: Band structure obtained from extended Hückel tight-binding theory for \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) at \( T = 100 \text{ K} \) (taken from [53]).](image)

In \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) we have four BEDT-TTF molecules per unit cell. Therefore, there exist four HOMO (=highest occupied molecular orbital) levels, one for each molecule. As every two BEDT-TTF molecules donate one electron to the anionic layer, leaving holes behind, we have two holes \( h^+ \) per unit cell, which means that six electrons remain. Because two of the HOMO levels overlap in energy scale, we have two half filled bands (two bands crossing the Fermi level), resulting in a metallic character of \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \). The molecular orbitals of the neighboring layers overlap only slightly, but the conductivity in the direction perpendicular to the layers is still finite.

The anisotropy of the resistivity due to the layered structure of \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) at room temperature is

\[
\frac{\rho_{\perp}}{\rho_{||}} > 10^4. \tag{3.1}
\]

The ratio of the effective transfer integrals within and across the layers was calculated from magnetoresistance behavior to approximately 500 [55], being one of the highest
among the known organic conductors. Nevertheless, the temperature dependence of the resistivity in both directions shows a metallic character upon cooling at low temperatures. At high temperatures in contrast the temperature dependence of resistivity shows a negative slope. The extremely high anisotropy leads to the fact that even at low temperatures the interlayer transport can be coherent or incoherent, depending on the sample quality. This in particular manifests in distinct features in the high field magnetoresistance, as discovered recently [55, 56].

From the calculated band structure the in plane Fermi surface (FS) of \( \alpha-(BEDT-TTF)_2KHg(SCN)_4 \) can be derived, which can be seen in Fig. 3.5. The FS consists of a closed cylindrical part, responsible for the \((q)^2D\) properties of the electron system like, for example, the magnetic quantum oscillations. The open sheets account for \((q)^1D\) properties including the formation of a charge density wave state, which is introduced in section 3.4. Experiments have shown that this FS can be referred to as \(q^2D\), as it is only slightly warped in the perpendicular direction along the b-axis (perpendicular to the layers), following from the finite dispersion between the planes.

![Figure 3.5: 2d Fermi surface calculated for \( \alpha-(BEDT-TTF)_2KHg(SCN)_4 \) using the crystal parameters at T = 100 K (taken from [53]).](image)

By using the SdH and dHvA oscillation frequency the area of the cylindrical FS parts can be evaluated to \( \sim 15.5\% \) of the cross section of the Brillouin zone. The Fermi temperature was determined to \( T_F \approx 300 \text{ K} \) [52].

### 3.4 Phase diagrams

\( \alpha-(BEDT-TTF)_2KHg(SCN)_4 \) undergoes a transition into some kind of density wave state at a transition temperature of \( T_K = 8 \text{ K} \), first reported by Sasaki et al. [57] and later by some other groups [8, 58]. Nowadays this density wave state is generally agreed to be a charge density wave (CDW) [11, 15, 59]. The transition temperature is the lowest for any known system forming a CDW state and therefore allows experimental studies over a large part of the phase diagram by modulating pressure, temperature and magnetic field.

The CDW is a kind of Peierls-transition as predicted for 1D electron systems and can be seen in several organic metals as well as in some inorganic compounds. It appears...
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in systems that feature an instability against nesting of the q1D part of the FS. This is the case if parts of the FS can be translated onto another part by a single wave vector, the so-called nesting vector $Q$. In the present compound this nesting leads to a reconstruction of the FS with new closed orbits and new open sheets running in the direction of the nesting vector, which is tilted at an angle of 20° from the c-axis according to AMRO measurements [34, 46]. The value of this angle, however, is still subject of discussion as other groups have derived slightly different angles from their measurements [60, 61].

3.4.1 T-p phase diagram

Let us first look at the case without magnetic field ($B = 0$): Here $\alpha$-(BEDT-TTF)$_2$ KHg(SCN)$_4$ features a CDW state with a fully gapped q1D FS at ambient pressure. However, it can be influenced by applying hydrostatic pressure to the samples as was shown by D. Andres et al. [7, 15]. The nesting conditions of the compound change with increasing pressure due to an increasing overlap of the molecular orbitals resulting in a change of the transfer integrals and therefore also of the FS. At pressures above a “critical pressure” of $p_c \approx 2.5$ kbar the open sheets cannot be nested any more and the CDW state is suppressed.

$\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ also features a superconducting state. Below 2.5 kbar the superconducting state has an onset temperature of $\approx 300$ mK. However the resistance does not drop to zero. Therefore a coexistence of the CDW and superconductivity is assumed, with the superconducting state being present only in small regions or filaments. Above 2.5 kbar the compound shows a sharp transition from the normal metallic to completely superconducting state at temperatures $T_c \approx 100$ mK. $T_c$ decreases further

![Figure 3.6: T-p phase diagram of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ (taken from [15]).](image-url)
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Figure 3.7: B-T phase diagram of \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) (taken from [15]). Inset: Theoretically determined phase diagram for a fully gapped CDW\(_0\) state proposed by McKenzie [62] and Zanchi et al. [63]

with increasing pressure with a rate of \( \approx 30 \) mK/kbar. The whole p-T phase diagram is shown in Fig. 3.6.

3.4.2 B-T phase diagram

CDW state

Applying a magnetic field also influences the nesting conditions. Above a critical field \( B_k \) the nesting becomes imperfect and the system changes from a normal charge-density wave state (CDW\(_0\)) into a CDW\(_x\) state with a modulated order parameter undergoing a field induced phase transition that is expected to be of first order. The CDW\(_x\) in fact is a mixed CDW and SDW state with a nesting vector expanded along the conducting chains. This state is analogue to the FFLO state for superconductivity described in section 2.2.2 and is expected to remain present up to much higher fields than the fully gapped CDW\(_0\) state. The transition between the charge-density wave states and the normal metallic state is always of second order. The T-B phase diagram at ambient pressure is given in Fig. 3.7.

The pressure dependence of the phase diagram was studied by D. Andres [13] and shows very surprising results. As we know from Fig. 3.6 the transition temperature of the CDW state decreases by applying pressure, but as shown in Fig. 3.8 applying magnetic field shifts the transition temperature back to higher values (see for instance Fig. 3.8 curve for \( p = 2.3 \) kbar). And even when the CDW is completely suppressed (\( p > p_c \approx 2.5 \) kbar) a magnetic field can induce a CDW state. This behavior is now well understood and is explained by the stabilization of a CDW by the orbital effect.
(Zanchi et al. [63]). For the case $p > p_c$ the theory predicts a cascade of transitions the so called field induced CDW (FICDW) transitions. The behavior of the pressure dependent phase boundary between the FICDW state and the normal metallic state at such pressures, especially at low temperatures, and the pressure, where also the FICDW state is completely suppressed, has not yet been determined reliably.

**Superconducting state**

The properties of the superconducting state in magnetic fields were already investigated by D. Andres and S. Jakob. D. Andres [7] studied in detail the pressure dependence
of the perpendicular critical field. His results are given in Fig. 3.9 (a). As we can see, above the critical pressure the perpendicular critical field has a linear temperature dependence following the above mentioned WHH-model [20]. So we can be sure that in the perpendicular direction the orbital pair breaking effect is responsible for the destruction of the superconducting state.

S. Jakob [16] studied the anisotropy of the critical fields at a pressure of 2.8 kbar, just above the critical pressure. In Fig. 3.9 (b) the upper critical field for a direction parallel to the layers is shown. There still is a linear dependence near \( T_c \), at lower temperatures, however, the critical field tends to saturation. Thereby the CC-limit given in Eq. (2.16) is exceeded by a factor of more than 1.5 [16]. This is not due to the fact that there is no paramagnetic effect in \( \alpha-(BEDT-TTF)_2KHg(SCN)_4 \). The reason for the exceeding of the CC-limit is likely an enhanced energy gap (compared to the BCS value) due to many-body interactions. Therefore we refer to it as the paramagnetic limit for \( \alpha-(BEDT-TTF)_2KHg(SCN)_4 \) from here on. The existence of the paramagnetic limit is strongly suggesting a pair breaking due to Pauli-paramagnetism. Because of that the superconductivity in this region is of singlet type [16] as for a triplet superconductor there exists no paramagnetic limit.
4 Experimental setup

In this chapter the setup of the experiments is described. In general two experimental setups were used: One for the effective mass measurements in high magnetic fields and at $^4$He temperatures and one for the main measurements in a dilution fridge using a vector magnet.

4.1 Setup for effective mass measurement

This section describes the experimental setup used for the effective mass measurement, which was done using the clamp cell technique to create high pressures. A 15T superconducting magnet cryostat together with a variable temperature insert (VTI) were used to apply high magnetic fields and control temperature.

4.1.1 Superconducting magnet

For applying steady magnetic fields of up to 15T, a superconducting magnet from Cryogenics was used. The magnet consists of two different superconducting coils (the inner coil consists of Nb$_3$Sn and the outer coil of NbTi) which are mounted coaxially and coupled in series. The coils are cooled by the liquid $^4$He bath in the cryostat which surrounds the coils completely. For applying magnetic fields the magnet coils are connected to an external power supply, in our case an “Oxford IPS 120-10”, which is able to apply currents up to 120A.

4.1.2 Temperature controlling

For this experiment smooth controlling of the temperature between 6 K and 1.4 K was needed. To achieve this in the helium bath of the magnet a VTI was used. The VTI consists of two coaxial tubes with some space in between that can be either evacuated or filled with exchange gas in order to optimize the thermal coupling of the sample space with the environment. On the bottom of the VTI a capillary with a rather high impedance connects the sample space with the helium bath, as can be seen in Figure 4.1.

When the sample space of the VTI is pumped, a constant helium flow enters the VTI. By regulating the pressure,
temperatures between 1.4 K and 4.2 K can be stabilized without heater according to the pressure dependent boiling temperature of $^4\text{He}$. For temperatures above 4.2 K a heater must be used. That way stable temperatures up to 80 K can be achieved.

The temperature was measured with a Cernox resistor attached to the outside of the pressure cell, which was read out by a “Lake Shore 340” temperature controller. When heating was necessary, the heater was also controlled by the Lake Shore device. Because of the, however weak, magnetoresistance of the Cernox the temperature value derived from the pressure in the sample space was deemed to be more reliable and therefore it was always used in the temperature range below 4.2 K.

### 4.1.3 Clamp Cell

To apply pressure the samples were mounted inside a clamp pressure cell. A picture of the clamp cell used can be seen in Figure 4.2. The cell is made of CuBe. One end is sealed by a feed-through, also made of CuBe that contains copper wires embedded in “Stycast”-epoxy, which are used for the measurements inside the cell. On top of the feed through one or two samples and a manganin coil were connected via 20 $\mu$m platinum wires.

![Figure 4.2: Schematical drawing of a clamp cell (taken from [15])](image)

Pressure is applied by a piston made of tungsten carbide, which is pressed on the Teflon cup that is filled with a liquid pressure medium. During the effective mass measurement the silicon oil “GKZh” was used, which is suitable because it has a very low compressibility and solidifies at about 150-220 K (depending on pressure) with a rather small volume effect. As it forms an amorphous structure it provides a rather isotropic pressure even at low temperatures. The piston is held in place by a CuBe
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plate which itself is fixed by the nut. When pressurizing the cell, at first force is applied on the steel mushroom by a hydraulic press and then the nut is screwed tight in order to keep the pressure. When the final pressure is reached and the nut is tightened the force on the mushroom can be released.

Between the Teflon cup and the feed through as well as between the cup and the piston there are two CuBe washers, which are sealing the pressure space and prevent the Teflon from floating.

To measure the pressure inside the cell a manganin coil is used. Manganin is suited for that purpose as its resistance has a nearly linear pressure dependence. The resistance change by \( \sim 0.25\% \) per kbar is not very high resulting in a pressure uncertainty of at least \( \pm 150 \) bar. At first a dependence measured by Dieter Andres [15] was used. But since it could not be determined with certainty if the measured pressure values were correct the manganin coil used in the clamp cell was later calibrated using a gas-pressure system. This gas pressure system was originally assembled by D. Andres and is described in [15]. It was not used for these effective mass measurements, because of leakage problems. With this clamp cell up to 10 kbar at room temperature (about 8 kbar at low temperature) were applied in this experiment.

4.1.4 Measurement of sample and manganin resistance

The resistance of the samples was measured by lock-in amplifiers “Stanford Research Systems DSP model SR 830”. To make a correct measurement of the sample resistance without measuring the contact and lead resistances the four probe technique was used: Two pairs of contacts were glued to the sample using graphite paste. The contacts of each pair were placed on opposite sides of the sample with the current perpendicular to the conducting a-c plane (as seen in Figure 4.3).

One pair of contacts was connected to the oscillator of the lock-in amplifier through a box containing a high-ohmic resistor, which is used to keep the current stable, and a reference resistor, which is used to measure the current through the sample when connected to the lock-in’s input instead of the sample (which can be achieved by the two switches seen in Figure 4.3). Both resistors are placed in series with the sample. The value of the high ohmic resistor is chosen high enough that the sample resistance and the reference resistor can be neglected when calculating the current. In our experiment the oscillator voltage was set to 1 V with a resistor of \( 100 \text{k}\Omega \) resulting in a current of \( 10 \mu\text{A} \). The oscillator frequencies were set to 20 Hz and 79 Hz respectively.

In the clamp cell the manganin coil inside the cell is used to estimate the pressure. Therefore the manganin resistance was always measured during loading at room temperature and during cooling and warming of the cell (between room temperature and low temperature). The value for the pressure at low temperatures was taken at 15 K. For measuring the manganin resistance a “Keithley 2400 SourceMeter” and a “Keithley 2000 Multimeter” were used. With the K2400 currents of \( \pm 10\text{mA} \) at room temperature and \( \pm 1\text{mA} \) at low temperature were applied and with the K2000 the voltage drop in the coil was measured also using the four probe technique. Then the average of the absolute values of the two current directions was taken in order to avoid errors because of ther-
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Figure 4.3: Circuit of the four point resistance measurement (taken from [15])

moelectric voltage. The process of changing current direction and averaging resistance was done by the computer.

4.2 Setup for the dilution fridge experiment

In this section the experimental setup for the dilution fridge experiment is presented. The setup consists of the pressure cell (clamp cell), which already was described in section 4.1.3, the dilution fridge insert, the vector magnet, the gas handling system and the measurement devices as well as the magnet power supplies. Devices were controlled and data was taken with the help of a LabView program written by Sebastian Jakob [16].

4.2.1 Dilution refrigerator

The dilution fridge insert used for this experiment already existed and can be seen in figures 4.4 (a) and (b). It contained a dilution unit originally built by K. Neumaier[1] and was assembled and wired by S. Jakob [16].

[1]Walther-Meißner-Institut
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Dilution fridge unit

During its way through the dilution fridge unit the $^3$He passes a spiral shaped heat exchanger (1) coupled with the helium bath, a Joule-Thomson heat exchanger (2) thermally coupled with the main pumping line, a heat exchanger coupled with the distillation chamber (3) and a counterflow heat exchanger (4), where concentrated $^3$He flowing to the mixing chamber and the diluted $^3$He flowing from the mixing chamber to the distillation chamber are thermally coupled. The impedances at (A) and (B) are needed to enable Joule-Thomson cooling. The tubes connecting the chambers (in order to make the insert stable) are made of Degussit®(C), which has a low heat conductivity.

The mixing chamber itself is filled with a labyrinth of sintered copper (D) at the bottom to increase thermal coupling between the mixture and the bottom of the mixing chamber. In the mixing chamber the barrier layer between concentrated and diluted phase of $^3$He is located. When the diluted phase is pumped in the distillation chamber mainly $^3$He evaporates because it has a higher vapor pressure than $^4$He. That decreases the amount of $^3$He in the distillation chamber resulting in a flow of $^3$He from the mixing chamber into the distillation chamber. Now the diluted phase in the mixture lacks $^3$He, which is replaced by $^3$He from the concentrated phase. This dilution of $^3$He costs energy and therefore the mixture as well as the mixing chamber is cooled down.

Mounting of the pressure cell and thermal coupling

The clamp cell was also used in the dilution fridge experiment. There PES (Polyethylen-siloxan), which also is a silicon oil, was used as pressure medium instead of GKZh as our supply of GKZh was already rather old and already started polymerizing during the effective mass experiment. However, it is dubitable that PES is an adequate alternative to GKZh as it seems to loose more pressure during cooling and there are some hints that the pressure inside the cell might not be completely homogeneous.

As can be seen in figures 4.4 (a) the pressure cell is screwed to a ring (E) which is fixed to the mixing chamber via three rods all of which are made of copper because they also are the only heat links between the mixing chamber and the cell. The rods are armed with individually isolated pins where the wires from the top of the insert and the wires from the cell can be soldered. On the ring a NiCr heater (100 Ω) was added in addition to the Dale 100 resistor as the NiCr was supposed to have even lower temperature dependence of resistance than the Dale 100.

During the first test cooling of the dilution fridge the thermal coupling between the ring and the mixing chamber was bad: The ring could easily be heated to above 100 mK with the mixing chamber staying below 30 mK and even heating of the ring with 40 nW was sufficient to keep it above 100 mK. Therefore the cooling power of the dilution fridge could not be resolved. After the test measurement the rods, the ring and the plate, which is screwed to the mixing chamber, as well as the bottom of the mixing chamber were cleaned of oxidized copper as well as possible.

Furthermore, the old German silver screws were replaced by new ones made of copper. Additionally, as the new NiCr heater proved itself to be good, the old Dale 100 heater

*Degussit: sintered Al$_2$O$_3$ from Friatec AG, Mannheim*
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Figure 4.4: (a) Schematical drawing and (b) photograph of the dilution fridge unit. Heat exchangers in the condensation line: (1) spiral shaped heat exchanger with the $^4$He bath, (2) Joule-Thomson heat exchanger with the main pumping line, (3) heat exchanger with distillation chamber and (4) counter flow heat exchanger with the diluted $^3$He. (A), (B) flow impedances, (C) Degussit tubes, (D) sintered copper, (E) copper ring (both taken from [16]).
was removed and its contacts were used for a second NiCr heater which was placed on the bottom side of the mixing chamber.

After these changes the thermal coupling between the ring and the mixing chamber was much better. When heating the ring to 100 mK the mixing chamber now showed a temperature of about 89 mK and when heating the mixing chamber to 100 mK the temperature of the ring stabilized at about 112.5 mK. The cooling power of the dilution fridge at $T_{\text{mixing chamber}} = 100\,\text{mK}$ could now be resolved to $P = 5.5\,\mu\text{W}$.

**Gas handling system**

As the dilution fridge lacked a gas handling system of its own, a new one was built during the first 5 months of the diploma work period by J. Geißmann. It mainly consists of a control panel with valves regulating the gas flow. Attached to it are two tanks, where the $^3\text{He}$ can be stored. A vacuum pump is used for pumping the $^3\text{He}$ through the dilution fridge. To clean the $^3\text{He}$ gas from any impurities apart hydrogen, the gas handling system also includes a cold trap consisting of an activated carbon filter enclosed in liquid nitrogen. For the initial cooling of the dilution fridge, a compressor for applying gas pressures up to 3 bar was included.

**4.2.2 Vector magnet**

As we needed to apply magnetic fields in every given direction, a superconducting vector magnet was used. It consists of a main coil (which is arranged vertical) with one additional correction coil at each end and a split coil arranged perpendicular to the main coil (horizontal). The vertical coil has an inner diameter of 38.5 mm and a field constant of $23.7\,\text{mT/A}$ and can be used for a field of up to 2 T (however we didn’t risk to apply more than 1.8 T in our experiment). The horizontal coils field constant is $5.625\,\text{mT/A}$ and has a maximum field of 440 mT.

With these two coils the magnetic field can be applied at any given angle within the vertical plane determined by the axes of the two coils by adjusting the magnetic field strengths of the individual coils according to

$$\theta = \arctan\left(\frac{H_{\text{vertical}}}{H_{\text{horizontal}}}\right),$$

with a total field strength

$$H_{\text{total}} = \sqrt{H_{\text{vertical}}^2 + H_{\text{horizontal}}^2}.$$ (4.2)

Thereby an angular resolution of more than $0.001^{\circ}$ can be reached.

The magnet is mounted on an insert of its own (shown in Figure 4.5). This magnet insert together with the cryostat can be rotated against the dilution fridge unit to alter the direction of the horizontal coil. This way the magnetic field can be applied in any given direction relative to the sample.

---

3Walther-Meißner-Institut
4Built at the Walther-Meißner-Institut by G. Eska
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Figure 4.5: Mounting for the vector magnet. (1) - (3) rings for stabilization and carrying the magnet (4) radiation shields (5) radiation shields of the insert (“baffles”), (taken from [16])
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However, there is a problem when using superconducting coils: There exist remanent magnetic fields adding to those applied by the magnets and shifting the angle of the total magnetic field. As the perpendicular critical fields of our samples are very low the perpendicular remanent field was measured every few measurements and compensated accordingly by applying an additional current to the vertical coil. The biggest vertical remanent fields measured during the low field ($\leq 330\text{mT}$) measurements was 0.09 mT. After applying 1.8 T a remanent field of 3 mT was obtained. Therefore, the measurement at 1.8 T was done at the very end of the experiment. The remanent field of the horizontal coil could not be resolved because the samples are rather insensitive to weak parallel fields, which on the other hand made the effect of the horizontal remanent field negligible.

4.2.3 Definition of the angles for the magnetic field orientation

The definition of the angles describing how the magnetic field is oriented relative to the sample is given in Figure 4.6.

![Figure 4.6: Definition of the angles used for describing the orientation of the magnetic field $\vec{B}$](image)

The vectors $\vec{a}$, $\vec{b}^\ast$ and $\vec{c}$ stand for the crystal axes, where $\vec{b}^\ast$ is the axis perpendicular to the ac-plane. $\vec{B}$ represents the magnetic field. The orientation of the magnetic field relative to the ac-plane is given by the polar angle $\theta$ (with $\vec{B} \parallel ac$-plane at $\theta = 0$) and the azimuthal angle $\phi$ shows the orientation of $\vec{B}$ relative to crystal axis $\vec{a}$ (which is defined as $\phi = 0$) within the ac-plane.

For the measurements two samples were mounted inside the pressure cell, contacted via platinum wires being their only support. The orientation of the samples had to be adjusted by hand and, thus, their alignments had an uncertainty of about $\pm 5^\circ$. As $\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4$ is very sensitive to small angular deviations of the magnetic field direction around the parallel orientation, only one sample at a time could be measured for such field directions. For that purpose the sample measured by S. Jakob at 2.8 kbar [16], hereafter referred to as sample #1, was chosen. Therefore the new
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results could be compared with the former experiment. It also was the cleaner sample having a higher and sharper transition.

Another advantage of sample #1 was that it was already well characterized before, as it was used in several experiments including X-ray investigations. For that reason, the orientation of the crystal axes were known. The other sample, which is hereafter called sample #2, was never measured before, so the orientation of its crystal axes were unknown.

To obtain the correct value for the azimuthal angel $\varphi$, the initial orientation of the sample with respect to the horizontal coil had to be determined. Therefore the orientation of the sample was tracked to the top of the dilution fridge insert and marked on the top flange. The same was done for the horizontal field component. The error made in this process was estimated to about $\pm 5^\circ$. The change of $\varphi$ during the experiment was then traced by an angular scale fixed to the magnet and a tip fixed to the dilution fridge insert. With this method angular changes could be reproduced with an accuracy better than $\pm 0.5^\circ$.

4.2.4 Measurement devices and magnet power supplies

Sample resistance

The sample and manganin resistances were measured the same way as in the effective mass experiment with the only difference that a PAR (Princeton Applied Research) 5210 lock-in amplifier was used for sample #2. This time the oscillator amplitudes were set to 0.5 V over a resistor of $10\,\text{M}\Omega$ resulting in a current of 50 nA. Compared to the effective mass measurement the current was chosen so small as otherwise the heating of the current would affect the sample temperature. The oscillator frequencies were set to 333 Hz (SRS 830) and 18 Hz (PAR 5210), respectively.

Thermometry

For measuring temperature Cernox and RuO$_x$ resistive thermometers were used. The Cernox thermometer for measurements of temperatures above 1.4 K, the RuO$_x$ for temperatures below 2K. The Cernox resistor with an ambient temperature ($T$=300 K) resistance of 60 $\Omega$ was attached to the cell. Also three RuO$_x$ resistors were used: One attached to the side of the mixing chamber with an ambient temperature resistance of 2 k$\Omega$, one on the ring ((E) in Figure 4.4) on the opposite side of the NiCr heater with an ambient temperature resistance of 800 $\Omega$, both calibrated by K. Neumaier (WMI), and one attached to the cell, which also had an ambient temperature resistance of 800 $\Omega$ and was calibrated by D. Andres (WMI).

The thermometers were all measured using AVS 45 or AVS 46 resistance bridges that were read out by the computer via “Keithley 195A Multimeters” connected to the analog output of the resistance bridges. The temperature was controlled using a “Keithley 220 CurrentSource”, applying a heating current calculated by the computer (see section 4.2.5) to one of the two 100 $\Omega$ NiCr heaters mentioned above. After some tests we came to the following conclusion: It is better to use the mixing chamber heater, when doing temperature sweeps as the measured hysteresis is much smaller than with
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the ring heater. And that it is better to use the ring heater, when stabilizing a given temperature because with the mixing chamber heater it is hard to get exactly the desired temperature at the cell.

Magnet power supplies

In the beginning a “Heinzinger TNSU 6-60” with a maximum output current of 60 A was used for the horizontal coil and a power supply built by U. Guggenberger delivering ±1 A was used for the vertical coil. Both power supplies were controlled by analog d.c. voltage generated by either “Hewlett Packard 3245A Universal source” or the auxiliary output of the PAR 5210 lock-in amplifier. For the AMRO measurement the Guggenberger power supply was replaced by an “Oxford IPS 120-10” with a maximum output current of ±120 A (the same model as used in the effective mass experiment).

At one time during the measurements the Heinzinger power supply broke down and was then replaced by the Oxford IPS 120-10 as controller of the horizontal field until the end of the angle dependent measurements. For the Shubnikov-de Haas oscillation measurement the Oxford power supply was used for the vertical field.

4.2.5 Software

To operate the devices a LabView program written by Sebastian Jakob [16] was used. It contains functions for acquiring data, controlling temperature and controlling magnetic field. Most parts of the program were used as they were, however two improvements of the temperature control program could be achieved.

1. The first improvement affects the program’s behavior when getting close to the setpoint (“temperature to reach”) in a temperature sweep (or more exactly when entering a user defined interval (“interval to start stabilizing temperature”) around this setpoint). In Sebastian Jakob’s version, when inside this interval, the program only cared about the difference between the averaged temperatures and the setpoint, completely ignoring the rate when calculating the modification for the heating power. This resulted in an increasing of the sweep rate even when the temperature was coming close to the setpoint. The system then entered a state with a damped temperature oscillation around the setpoint until the oscillation amplitude became so low that the temperature could be called stable.

This behavior was improved by including the averaged sweep rate in the calculation of the modification of the heating power also in the “stabilizing temperature” regime as long as the temperature difference to the set value is decreasing in order to slow down the sweeping rate even before the set temperature is reached. The set rate is thereby calculated from the difference of “average temperature 1” and the setpoint. While the temperature difference to the setpoint is increasing the program works as before. As can be seen in Figure 4.7 the desired temperature is stabilized much faster by this improvement.

For both curves a heating rate of 5 mK/min, a set temperature of 65 mK and identical time constant and weighting factors were used.

[16] Walther-Meißner-Institut
Figure 4.7: Time dependent behavior of temperature with the old and new versions of the program with heating rate of 5 mK/min and setpoint of 65 mK

The way the improved program is working in the “stabilizing temperature” regime can be illustrated with the following sequence:

- Determine whether the difference between “averaged temperature 1” and the “temperature to reach” is decreasing or increasing
- If it is decreasing:
  - Calculate the “rate to keep” from the difference between averaged and set temperature
  - Calculate the modification for the heating power the same way it would be calculated in the “keeping rate” regime, using the “rate to keep” calculated before
- If it is increasing:
  - Calculate the modification for heating power depending on the difference between averaged and set temperature (like it was before)
- From there the program continues as before

2. As the second improvement a possibility of ramping the set point was added to the temperature control program. If this option is used for a temperature sweep the setpoint is ramped, while otherwise the rate was stabilized. With this method one can make sure that the final temperature is reached in the calculated time in contrast to the method of just keeping the rate, where always time is lost, especially in the beginning.
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On the other hand the development of the rate is smoother when stabilizing the rate, especially at the start of the sweep, where the rate always makes some oscillations in the ramping mode.
5 Results and discussion

In this chapter the experimentally acquired data are presented and the conclusions taken from them are discussed. Section 5.1 covers studies of the SdH oscillations in a $^4\text{He}$ cryostat at different pressures in order to evaluate the pressure dependence of the effective cyclotron mass of the charge carriers on the cylindrical Fermi surface sheets in $\alpha$-(BEDT-TTF)$_2\text{KHg(SCN)}_4$.

In section 5.2 preliminary measurements in the dilution fridge at ambient pressure are presented that were mainly done to characterize the samples. This was especially important as sample #2 had never been measured before. In section 5.3 measurements under a pressure of $p = 3.4$ kbar are discussed. In those measurements the dependence of the superconductivity on different magnetic field angles was investigated in detail.

During all measurements the measured value was the interplane resistance of the samples.

5.1 Pressure dependence of the effective cyclotron mass

$\alpha$-(BEDT-TTF)$_2\text{KHg(SCN)}_4$ undergoes a phase transition from a charge-density wave (CDW) state to a normal metallic state at increasing pressure (see Fig. 3.6), crossing a quantum critical point (QCP). Because many-body interactions are enhanced there, such QCPs tend to go along with anomalies in the pressure dependence of the effective cyclotron mass of the conducting electrons. Typically the effective cyclotron mass is known to decrease in organic metals when applying pressure. However, an unusual behavior of the effective cyclotron mass in the organic metal $\kappa$-(BETS)$_2\text{Mn[N(CN)}_2\text{]}_3$ has already been reported recently by Zverev et al. [65]. So the intention of this experiment was to trace the evolution of the effective cyclotron mass upon crossing the QCP. The cyclotron mass was determined by analysing Shubnikov-de Haas (SdH) oscillations.

As described in section 4.1 these measurements were done in a $^4\text{He}$-cryostat containing a 15 T superconducting solenoid. The magnetic field was applied perpendicular to the conducting layers.

To obtain the value of the effective cyclotron mass at a certain pressure $m_c(p)$ several magnetic field sweeps were done at different constant temperatures. In Fig. 5.1 some examples at ambient pressure are shown. The behavior of the magnetoresistance is typical for $\alpha$-(BEDT-TTF)$_2\text{KHg(SCN)}_4$ at ambient pressure as already observed by Osada in 1990 [66]: First the resistance increases to a maximum at around 12 T and

---

1. These measurements are performed together with Prof. V. N. Zverev, Institute of Solid State Physics, Russian Academy of Sciences, Chernogolovka, Moscow region 142432, Russia
then starts going down again, eventually reaching a minimum at about 24T, which, of course, could not be reached with our 15 T magnet.

Even though the SdH oscillations are always rather small in this compound at ambient pressure for $B \leq 15$ T, for the current sample they seem to be even smaller than average. This is due to the fact that we have chosen a relatively low-quality sample to make sure that even at high pressure we get no considerable second harmonic or beating. This was done because high-quality samples have a anomalously strong high-harmonic content, even at $B = 15$ T [66–69]. Therefore it is difficult to analyse the SdH oscillations because such effects violate the Lifshitz-Kosevich theory (section 2.3.1) and the FFT (fast-fourier-transformation) spectrum becomes complicated. In a low-quality sample
5.1 Pressure dependence of the effective cyclotron mass

only the first harmonic is dominant resulting in simple FFT spectra, which are easy to analyse to obtain $m_c$.

At high pressures we observe an altered behavior of the magnetoresistance and an increase in the oscillation amplitude as shown in Fig. 5.2. The field dependence of the magnetoresistance still shows some very small bendings indicating that even at this pressure of $p = 3.8$ kbar $> p_c \approx 2.5$ kbar we still are entering the field induced charge density wave (FICDW) state (described in section 3.4.2). The relative oscillation amplitude at this pressure is increased by a factor of $\sim 100$, as compared to the ambient pressure case. The absolute amplitude increases by a factor of $\sim 30$, while the background resistance decreases by a factor of $\sim 3.5$. The oscillation amplitude starts decreasing again at 6 kbar.

Figure 5.3: FFT amplitude of the SdH oscillations $A$ divided by temperature $T$ plotted as a function of $T$. The points were taken in a field window of 14 T $< B <$ 15 T, at $p = 3.8$ kbar. The red line represents a fit using the LK theory [39]. The inset shows the FFT spectrum of the $T = 1.45$ K field sweep in the same field window.

When looking at the data taken at many different pressures (which are not shown here), we can see that the bending features start showing up at about 1.5 kbar. The overall $R(B)$ behavior of the background turns linear when the critical pressure of 2.5 kbar is exceeded, but the bendings still are visible there. They are, however, unreliable as an indicator for the phase boundary of the FICDW state, because they weaken very smoothly with increasing pressure. Since the bendings are already hardly visible in the $p = 3.8$ curves it is, therefore, impossible to tell at which pressure this feature completely vanishes.

To evaluate the effective cyclotron mass $m_c$, first FFT spectra of the oscillatory part were made in a fixed field window. An example of such a FFT spectrum at $p = 3.8$ kbar and $T = 1.45$ K for a field window of 14 T $< B <$ 15 T is shown in the inset of Fig.
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5.3 Then the obtained FFT amplitude was divided by temperature and plotted versus temperature, as shown in Fig. 5.3. After that it was fitted with the formula for the LK temperature damping factor (equation 2.25). From the fit we thus obtain a value for the effective cyclotron mass in units of the free electron mass \( m^* = m_e/m_e \).

![Graph showing pressure dependence of the effective cyclotron mass](image)

Figure 5.4: Pressure dependence of the effective cyclotron mass in units of the free electron mass.

This procedure was done for all pressures in two different field windows \( 11 \, \text{T} < B < 14 \, \text{T} \) and \( 14 \, \text{T} < B < 15 \, \text{T} \) resulting in the dependence shown in Fig. 5.4. For the ambient pressure, at which our compound is in the CDW\( _0 \) state with a fully gapped q1D part of the FS, literature data on \( m^* \) give values in the range 1.2-1.6 [15, 67–71]. Our values lie in the lower part of this range and is therefore reasonable. We can see that the effective mass increases with pressure until it reaches a maximum at \( p \approx 5 \, \text{kbar} \) and then starts decreasing again. As there are not very many points at each pressure and also some scattering in the obtained FFT amplitudes (the lowest temperature point for example was deemed unreliable at many pressures) the error of \( m^* \) has to be estimated to at least ±0.05, so not more than the general behavior of the effective mass can be read from this measurement.

This behavior of the effective cyclotron mass is rather unusual, because, as mentioned above, \( m_e \) normally tends to decrease with increasing pressure. Such an unusual behavior was, however, expected for our compound, because of enhanced many-body interactions near the transition from the CDW to the normal metallic state. For the case of a low magnetic field the peak would have been suspected to be at \( p \approx 2.5 \, \text{kbar} \). But as we have rather high fields the shift of this maximum to \( p \approx 5 \, \text{kbar} \) could be due to the field induced CDW state, which is known to exist at \( B \approx 10 \, \text{T} \) at \( p > p_c \) [13], with the maximum pressure remaining unknown yet. Also the rather big difference between
the results from the two field windows at pressures of 2-3 kbar may originate from the
fact that at these pressures the transition from the CDW\(_0\) to the FICDW state occurs
at \(B \approx 14\) T. So it could be that the maximum of \(m^*\) marks the critical pressure, at
which even the FICDW state is suppressed. To verify this explanation, however, further
measurements are required.

In order to find the transition from the CDW\(_0\) to the normal metallic state experi-
ments at a lower field and higher temperature range are necessary to rule out an influence
of the FICDW state.

From this set of experiments also a pressure dependence of the oscillation frequency
could be extracted, shown in Fig. 5.5. Therefore the largest possible field window of
10 \(T < B < 15\) T was used in order to reduce the error. The slope of 15.7 T/kbar
is somewhat lower than the 16.7 T/kbar measured by D. Andres [15] earlier. The
difference, however, lies within the uncertainty of the pressure determination.
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5.2 Dilution fridge measurements at ambient pressure

5.2.1 Sample characterization

A first good indicator for the sample purity is its resistive behavior from room temperature down to 4 K, shown in Fig. 5.6. As we can see, both samples show metallic character at low temperatures, however, while the resistance of sample #1 is more or less constant down to 100 K and then drops with a steep slope, sample #2’s resistance grows down to 250 K and then drops down with a much slower rate. A steeper slope of $R(T)$ at low $T$ is a sign of a higher sample quality.

![Figure 5.6: Temperature dependence of the resistance (the missing data in the curve for sample #1 follows from too late switching of the lock-in amplifier sensitivity). The inset shows the anomaly (hump) at 8.5 K caused by the transition into the CDW state.](image)

Another possibility to estimate sample purity is the residual resistance ratio (RRR) i.e. the ratio of the resistance at room temperature and at low temperature. For sample #1 we have:

$$\frac{R(300 \text{ K})}{R(1.6 \text{ K})} = \frac{2600 \Omega}{25 \Omega} = 104$$

(5.1)

and for sample #2:

$$\frac{R(300 \text{ K})}{R(1.6 \text{ K})} = \frac{3200 \Omega}{50 \Omega} = 64$$

(5.2)

So both the slope and the RRR suggest that sample #1 is cleaner, therefore it was the sample of choice for all measurements, which could not be done for both samples at once. The RRR of sample #1, however, is smaller than the one measured by S. Jakob for the same sample at ambient pressure \[16\]. He measured the same resistance...
value for low temperature but the room temperature value \( R(300 \text{K}) = 3000 \Omega \) was considerably higher. This difference might either be caused by aging of the sample or some small amount of the graphite paste used for gluing the contact wires on the sample (see section 4.1.4) may have flowed over the edge of the sample covering some part of the sides and thereby shortening some of the layers. In the latter case the room temperature value would drop while the low temperature value would stay the same as in the low temperature range the effect of the graphite can be neglected due to the much higher sample conductivity.

The inset of Fig. 5.6 shows the hump in the resistance of both samples at 8.5 K indicating the transition to the charge density wave (CDW) state.

![Figure 5.7: Low temperature part of the \( R(T) \) dependence featuring the partial superconducting transition](image)

Fig. 5.7 displays the resistive behavior of the samples at temperatures down to 20 mK. Below 200 mK we can see a broad superconducting transition in both samples, with, however, a much smaller resistance drop in sample #2. The resistance doesn’t drop to zero as the CDW prevents the sample from becoming completely superconducting. Instead a mixed state of CDW and filamentary superconductivity is formed. The competition between CDW and superconductivity was investigated in detail by D. Andres et al. [7, 14, 15].

We also checked the dependence of \( R(T) \) on the measuring current applied to sample #1 at very low temperatures, see Fig. 5.8. Seemingly a current of 100 nA is too high as the resistance is increased by more than 50% compared to 50 nA and 20 nA where the difference is not very big anymore. The 20 and 50 nA curves are shifted vertically not horizontally. Therefore this shift is not due to overheating but rather an effect of the filamentary superconductivity (see [7]). As the noise at 20 nA already grows pretty
strong we decided to stay at 50 nA for further measurements.

When applying a magnetic field in different directions relative to the conducting layers one immediately sees the anisotropic behavior of α-(BEDT-TTF)$_2$KHg(SCN)$_4$.

For a field in the direction perpendicular to the conducting layers, shown in Fig. 5.9 (a), the superconductivity breaks down very quickly. At a temperature of 100 mK the superconducting state is destroyed completely at about 8 mT. For the same temperature, a field applied parallel to the layers destroys the superconductivity much

![Figure 5.8: Temperature sweeps with different measuring currents](image)

![Figure 5.9: Field dependence of resistivity for magnetic field (a) perpendicular and (b) parallel to the conducting planes at 100 mK.](image)
slower and even at 100 mT the resistivity of the sample still has not reached the normal state value.

5.2.2 Angle-dependent magnetoresistance oscillations

The best way to check the azimuthal orientation of the sample (the $\varphi$-angle) is measuring angle-dependent magnetoresistance oscillations (AMROs). An example of AMROs at different $\varphi$-angles is given in Fig. 5.10. As we can see, the AMROs for the magnetic field direction parallel to the $c$-axis are more pronounced and have a higher period than for a field parallel to the $a$-axis. Considering the theoretical estimations (presented in section 3.4) the AMRO amplitude and period should be largest for a magnetic field in the direction parallel to the nesting vector $\vec{Q}$ (which is also parallel to the projection of the $b$-axis in the $ac$-plane) and the AMROs should completely vanish for a magnetic field perpendicular to $\vec{Q}$. When plotting the AMRO period versus the azimuthal angle $\varphi$, this dependence should have a minimum for the $\vec{B}$-rotation plane $\parallel \vec{Q}$ and diverge for the $\vec{B}$-rotation plane $\perp \vec{Q}$.

The AMRO period $\Delta$ is obtained by a linear fit of the value $\tan(90^\circ - \theta_p)$ plotted against the order number $p$ for each $\varphi$, where $\theta_p$ is the position of the $p$th order AMRO minimum (in comparison to Eq. 2.34 we have $90^\circ - \theta$ because the $\theta$ is defined different). For most $\varphi$-angles only the position of the first order dips were used, as only they could be determined reliably. The $\varphi$-dependence of the AMRO period $\Delta(\varphi)$ is shown in Fig. 5.11.

![Figure 5.10](image)

Figure 5.10: Example of angle-dependent magnetoresistance for sample #1 featuring AMROs. $\varphi = 0^\circ$ is parallel to $a$-axis and $\varphi = 90^\circ$ is parallel to $c$-axis, $T = 100$ mK, $\mu_0 H = 300$ mT. The arrows point to the dips of the AMROs originating from the LMA effect.
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Figure 5.11: $\varphi$-dependence of the AMRO period $\Delta$. $\varphi = 0$ for the $B$-rotation plane $\parallel a$-axis of sample $\#1$. For sample $\#2$ $\varphi$ is arbitrary.

According to Kovalev et al. [72] this dependence can be fitted by the relation

$$\Delta(\varphi) = \frac{\Delta_0}{\cos(\varphi - \varphi_0)}, \quad (5.3)$$

where $\Delta_0$ and $\varphi_0$ both are fitting parameters. The values of $\Delta_0 = 1.48$ for sample $\#1$ and $\Delta_0 = 1.6$ for sample $\#2$ we obtain are much bigger than the value evaluated by Kovalev ($\Delta_0 = 1.25$), but our measurement has a rather big error bar because the AMRO features are not very strong, so maybe it is not very reliable. Another possible explanation is that we are at very weak fields so $\omega_c \tau < 1$. The theory of Kovalev, however, is only valid for the case of strong magnetic fields ($\omega_c \tau \gg 1$) so the AMRO positions may be shifted. But the direction of $\vec{Q}$ (and also the parameter $\varphi_0$) should be the same. So the estimation for the direction of the axes we obtain should be reliable.

Figure 5.11 confirms that for sample $\#1$ we have a minimum of $\Delta$ at an angle of $20^\circ$-$30^\circ$ relative to the $c$-axis, as suggested in earlier measurements, however, determining the exact position of the minimum is rather difficult because of its broadness. Unfortunately the angle where $\Delta$ diverges is not resolved in the measured interval of $\varphi$. From this measurement we can derive at least that known directions for the crystal axes in sample $\#1$ seem to be correct and make an estimation of how they are oriented in sample $\#2$.

5.2.3 Azimuthal angle anisotropy at ambient pressure

The former measurements by S. Jakob [16] have shown a considerable anisotropy of the critical field parallel to the layers at $p = 2.8$ kbar. For an understanding of this anisotropy it is of interest to look for inplane anisotropy at ambient pressure, too.
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The anisotropy of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ for parallel magnetic fields applied at different azimuthal angles $\varphi$ was examined by doing $\theta$-sweeps in a range of $\sim \pm 7^\circ$ around the orientation parallel to the planes at different $\varphi$-angles. Some example curves are given in Fig. 5.12. This experiment was done in steps of $\varphi = 20^\circ$ over a angular range of $180^\circ$.

The anisotropy of the normal state magnetoresistance ($R_{ns}$) was obtained by taking the resistance value at the point where $\theta = 5.5^\circ$, and is shown in Fig. 5.13 (a) as a function of $\varphi$ (black circles). The empty circles represent the same data as the filled out ones, but are shifted by $180^\circ$ to get a clearer view of whole angular range. This procedure is valid, because the anisotropy does not depend on the “sign” of the magnetic field. As the angular sweep curves look very similar this estimation for the normal state magnetoresistance is qualitatively correct and should only differ by a constant factor from the normal state magnetoresistance at an exactly parallel field.

The resistance in the dip, presented in Fig. 5.13 (a) (red circles), has almost the same angular dependence as the normal state magnetoresistance and shows a maximum between $\varphi = 40^\circ$ and $50^\circ$. To obtain the anisotropy of the superconducting state the difference of the above measured normal state magnetoresistance and the resistance at exactly the parallel field direction (the minimum values at the dips as seen in Fig. 5.12) was taken. Thus we get some indicator of the “strength” of the superconductivity in the form of the resistance drop between the normal state and the superconducting state. The value of the resistance drop normalised to the normal state magnetoresistance for fields in this direction is shown in Fig. 5.13 (b). There we can clearly see that the superconductivity is strongest at around $\varphi = 60^\circ$. The anisotropy of the normalised

![Figure 5.12: Angular sweeps (up and down) of the magnetic field around $\theta$ with different $\varphi$ with a field of 100 mT at 100 mK.](image-url)
resistance drop amounts to almost 20%.

In Fig. 5.14 the normal state magnetoresistance is displayed in the form of a polar plot together with the cylindrical part of the FS. As we see, the anisotropy of $R_{\text{ns}}$ does not quite coincide with the shape of the cylindrical FS cross section, but is shifted by some 30°. According to theoretical estimations by Lebed and Bagmet \[73\] we would expect the maximum of the normal state magnetoresistance to coincide with the max-
imum of the FS. This obviously is not the case in our measurements, so we cannot understand at present, which effect is responsible for the \( \varphi \)-dependence of the normal state magnetoresistance.

5.3 Dilution fridge measurements at \( p = 3.4 \) kbar

After finishing the ambient pressure measurements the clamp cell containing the samples was pressurized at room temperature. We planned to perform the experiments at a pressure approximately 0.5 kbar above the value of the former experiment by S. Jakob at \( p \approx 2.8 \) kbar [16]. Knowing that there is a considerable drop of pressure on cooling we applied 6.5 kbar at room temperature. To determine the pressure at low temperatures we had several possibilities: At \( T \approx 15 \) K the manganin resistance was measured as mentioned in section 4.1.4. The obtained value was compared to the value measured at the same temperature at ambient pressure. Also the SdH oscillation frequency obtained from the high field measurement, which is described in section 5.3.1 was analysed and compared with the pressure dependence obtained during the effective mass experiment (Fig. 5.5). Based on both methods the low temperature pressure was estimated to \( 3.4 \pm 0.1 \) kbar. Thus we were very near the intended value.

5.3.1 Characterization measurements under pressure

SdH oscillations

At the end of the pressure experiment measurements of SdH oscillations were performed with these two samples, both in the dilution fridge, at temperatures of 50-250 mK and perpendicular fields up to 1.8 T, and in the \(^4\)He magnet cryostat at temperatures of 1.4-4 K and fields of up to 15 T. The effective cyclotron mass and the oscillation frequency under the given pressure are both good indicators for the applied pressure and the Dingle factor allows estimations of the purity of the samples.

The resistive behavior of both samples over the full field range is shown in Fig. 5.15. The superconducting transition, which at the lowest temperature takes place below 4 mT is not resolved in this plot. The insets show magnifications of both curves at around 1.7 T, where we can see oscillations of sample \#2 with an amplitude of about 0.6% of the background resistance while for sample \#1 the oscillation amplitude lies below the noise level of 0.4% of the background resistance and therefore can not be resolved.

The SdH oscillations of sample \#2 were measured at different temperatures, some of which are shown in Fig. 5.16 in order to determine the effective cyclotron mass, which was calculated the same way as in section 5.1. The obtained value in the field range of 1.7-1.8 T was

\[
m_c = 1.72 \, m_e.
\]  

(5.4)

In Fig. 5.15 it is also noteworthy that both curves have a negative curvature until the highest shown field of 1.8 T. This is a signature of the normal metallic state in this material [74]. In the earlier experiments at 2.8 kbar [16] the resistivity of sample \#1 already started bending upwards again at 1.7 T due to a transition to the FICDW state.
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Figure 5.15: Dependence of the resistance of magnetic field perpendicular to the layers for both samples at 50 mK. In the insets we see that while sample #2 shows nice oscillations, those of sample #1 can not be resolved over the noise.

Figure 5.16: SdH oscillations of sample #2 at different temperatures.
5.3 Dilution fridge measurements at $p = 3.4$ kbar

Furthermore, after finishing the dilution fridge experiment, the pressure cell was inserted into the $^4$He cryostat with a 15 T magnet without changing the pressure to measure also the high field SdH oscillations of both samples. The resulting curves for the lowest possible temperature of 1.4 K are shown in Fig. 5.17. Starting at 6 T sample #1 shows a pronounced increase of resistance associated with the entrance in the FICDW state. For sample #2 this feature is far less pronounced, which indicates once more that sample #1 is cleaner. On increasing the temperature these anomalies due to the FICDW state become weaker as reported by D. Andres [13]. The values of the effective cyclotron mass obtained from the high field measurement are $m_c = 1.66 \, m_e$ for sample #1 and $m_c = 1.71 \, m_e$ for sample #2. This value of $m_c$ for sample #2, therefore, is in excellent agreement with the value obtained at low temperatures.

**Temperature dependence of resistance**

Under pressure the shape of the temperature dependence of resistivity between 300 K and 2 K, shown in Fig. 5.18, has changed compared to the measurement at ambient pressure (Fig. 5.6). The resistance is lower over the whole temperature range, because the higher pressure results in an increased overlap of the electron orbitals of different layers and, therefore, an enhanced interlayer transfer integral.

The curvature changes at about 15 K. At lower $T$ the resistance starts to saturate until the superconducting transition is reached (not shown in Fig. 5.18). But even near the transition there still is a small T-dependence of resistance. No hump indicating the CDW state is seen anymore. This proves that we are above the critical pressure for the CDW$_0$ state $p_c \approx 2.5$ kbar and, therefore, in the purely metallic state. From these measurements we can again calculate the residual resistance ratios for both samples,
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Figure 5.18: Temperature dependence of the sample resistance under pressure. The inset shows the low temperature part in which no anomaly can be detected any more. This indicates that the CDW state is suppressed.

obtaining

\[
\frac{R(300\,\text{K})}{R(1.6\,\text{K})} = \frac{2320\,\Omega}{17\,\Omega} \approx 136
\]

for sample #1 and

\[
\frac{R(300\,\text{K})}{R(1.6\,\text{K})} = \frac{1600\,\Omega}{40\,\Omega} = 40
\]

for sample #2. So, for sample #1 the ratio has increased compared to ambient pressure, what rather confirms the above mentioned assumption that some part of the samples edge was covered by graphite paste during contacting (described in section 5.2.1), as the effect of the paste also decreases on pressurizing.

Superconductivity

When cooling further a superconducting transition begins at about 104 mK as can be seen in Fig. 5.19. The transition width \(\Delta T_c\) defined as the temperature range between 10\% and 90 \% of the normal state resistance \(R_{ns}\) measures about 12 mK for sample #1, being somewhat larger than the value registered by S. Jakob [16] (as shown in the inset of Fig. 5.19). This may be due to the effect of pressure inhomogeneity in the PES. On the other hand, one cannot exclude some effect of aging of the sample. The critical temperature value obtained by the construction discussed below is 100 mK, which is in very good agreement with former measurements under pressure [17].

The transition of sample #2 is more complicated as it first shows a flatter slope in the range where the resistance is above 70\% of \(R_{ns}\), which is followed by a steep slope until
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Figure 5.19: Superconducting transition of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ without field. The inset shows the comparison of the transition of sample #1 at 2.8 kbar (data from [16]) and 3.4 kbar (this work).

The resistance has dropped to about 3% $R_{ns}$ from where it slowly converges to zero. This behavior might originate from inhomogeneities within the sample. The sample imperfections can also make it more sensitive to the possible pressure inhomogeneity.

During an initial test cooling sample #2 showed a rather clean behavior. The sample, however, was bicrystalline so we had to grind it. After the grinding the sample clearly showed signs of a chemical reaction with the brass ground plate. This might be the reason for the rather low quality of the sample estimated from the above mentioned measurements. Since the sample also showed unusual low critical fields we will exclude it for the rest of the discussion.

Fig. 5.20 shows the method used to determine critical field and temperature from the transition curves: The transition curve as well as the normal state resistance were fitted linearly at the inflection point. The point where the linear extrapolation of the normal state intersects with the fit to the transition, was taken as the upper critical field or the critical temperature, respectively. For the $\theta$-dependence of critical field measurement also the point in the transition, where half of the normal state resistance is reached (“transition midpoint”), was examined.

However, for most transition curves the construction scheme changes the critical temperature/field dependence only by a constant offset, which is of no interest to us. Therefore mainly $T_{cu}$ and $B_{c2u}$ were used and therefore, if not explicitly mentioned otherwise the terms $T_c$ and $B_{c2}$ always refer to those values. According to Oh and Naughton [25] this determination anyway is the most correct for resistive measurements when compared to the critical fields obtained from magnetic torque measurements.
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Figure 5.20: Possible constructions for the determination of the critical field (and critical temperature). The inset shows the hysteresis between up and down sweep.

Most measurements had hysteresis due to the time constant of the measurement, as shown in the inset of Fig. 5.20. For these cases the average value from both up and down sweeps was used.

In layered superconductors the magnetization curves for magnetic fields applied perpendicular to the layers often show a considerable reversible part near the upper critical field and the curves are smeared out due to fluctuations. Therefore the determination of the upper critical field is difficult and often results in the determination of the so-called irreversibility field, a characteristic field considerably lower than $H_{c2}$, where the magnetization curves start to show hysteresis. The critical temperature of the superconductors under investigation in this work is very small ($T_c \sim 100$ mK). For that reason the influence of flux motion and fluctuations is strongly reduced and the critical fields determined by resistive measurements are the upper critical field or at least very near to $H_{c2}$.

5.3.2 Magnetic field perpendicular to the conducting layers

In order to determine the superconducting $B$-$T$ phase diagram of $\alpha$-(BEDT-TTF)$_2$ KHg(SCN)$_4$ for magnetic fields perpendicular to the layers, a series of field sweeps at different constant temperatures in the range from 23 mK up to 85 mK were done. As the perpendicular critical fields of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ are very small, these sweeps were done in both the positive and negative field directions to make sure that the results are not falsified by any residual field.

In Fig. 5.21 which shows some of the curves taken in this experiment, we indeed observe a shift in the minima positions of about 0.08 mT to the negative side of the
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Figure 5.21: Transition curves at different temperatures for up and downsweeps (indicated by the arrows) in a magnetic field range between -5 and 5 mT.

Field range. As this measurements were the first made after cooling down the magnet there should be no considerable remanent fields in the superconducting coil. The value of 0.08 mT is a factor of two stronger than the earth magnetic field and is probably due to magnetization of the steel reinforcement of the floor (induced by former high field measurements in the laboratory). This value could also be confirmed by measurements with a Hall sensor.

The $B$-$T$ phase diagram can be seen in Fig. 5.22. The behavior is linear over the whole measured range, corresponding to a purely orbital pair breaking (as mentioned in section 2.2.1).

In Fig. 5.23 our data is compared to earlier measurements made by D. Andres et al. \[7\] and S. Jakob \[16\] at other pressures. As we can see, our pressure estimation of 3.4 kbar fits the scheme very well as our curve lies below the one obtained for 3.0 kbar and slightly above the 3.5 kbar curve.

From this phase diagram the Ginzburg-Landau coherence length parallel to the layers $\xi_\parallel(T)$ can be evaluated by extrapolating the data linearly to obtain $H_{c2,\perp}(T = 0) = 4.4$ mT. Using the Gl formula 2.6 we obtain

$$\xi_{\parallel,0} := \xi_{\parallel}(0) = \sqrt{\frac{\Phi_0}{2\pi B_{c2,\perp}(0)}} \approx 270 \text{ nm}.$$  

This value for $\xi_{\parallel,0}$ is a little higher than the value estimated by S. Jakob \[16\] for 2.8 kbar. That, however, could be expected as the critical temperature decreased and $\xi_0 \propto \frac{\hbar v_F}{k_B T_c}$. This values now can be compared to the inplane mean free path, which can be estimated from the Fermi velocity and the scattering time of the sample. According to
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Figure 5.22: Phase diagram for a magnetic field perpendicular to the layers.

Figure 5.23: Phase diagram of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ for different pressures comparing the recently acquired data with data collected by D. Andres et al. [7] and S. Jakob [15].
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Wosnitza [52] the Fermi velocity can be calculated from the Fermi energy of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ and the effective mass obtained by dHvA measurements, which has been done with this sample by Andres et al. [76]. Another possibility to estimate $v_F$ are angle-dependent periodic orbit resonance measurements, which were performed by Kovalev et al. [77]. With both methods we obtain a value of

$$v_F \sim 10^5 \text{ m s}^{-1}. \quad (5.8)$$

Furthermore, we need the scattering time $\tau$, which we have estimated to $1.3 \text{ ps}$ for both samples by determining the Dingle temperature from the high field SdH measurement mentioned in section 5.3.1. Now we can calculate the mean free path length

$$l_{mfp} \approx \tau v_F = 110 \text{ nm}, \quad (5.9)$$

which is less than one half of the coherence length, suggesting that we are rather in the dirty limit ($l_{mfp} < \xi_0$). However, the estimation of $\tau$ from the Dingle temperature gives only a lower limit [32]. In organic metals the transport $\tau$ can be almost an order of magnitude higher [78]. For sample #1 a much larger transport scattering time, $\tau = 15 \text{ ps}$, has also been evaluated by Kartsovnik et al. using AMROs [55]. When calculating the mean free path with this value we get

$$l_{mfp} \approx \tau v_F = 1250 \text{ nm}, \quad (5.10)$$

which is more than four times as big as the coherence length of sample #1 meaning we are in the clean limit ($l_{mfp} \gg \xi_0$). This, however, is also a rough estimation. As the first estimation is a lower limit and the second a rough one we most probably have a mean free path somewhere in the intermediate regime between the clean and dirty limits.

5.3.3 Magnetic field parallel to the conducting layers

While for perpendicular magnetic fields the behavior of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ is very similar to bulk superconductors it changes dramatically when magnetic field is applied parallel to the conducting layers.

In order to obtain the $B$-$T$ phase diagram for the parallel field orientation, measurements were performed at azimuthal angles $\varphi = 38^\circ$, where the highest critical fields are observed, and $\varphi = 118^\circ$, near the minimum for critical fields in parallel direction. (A more detailed investigation on the azimuthal anisotropy of our compound will be presented in section 5.3.4.) The data was obtained from both field sweeps at constant temperature and temperature sweeps at constant field. As will be shown below (section 5.3.5), the present layered superconductor is extremely sensitive to the exact alignment of the field for field orientations nearly parallel to the layers. Therefore, it was necessary to determine the exact parallel direction and adjust the field direction accordingly before doing the measurements. For this purpose, sweeps of the $\theta$-angle were done at a constant temperature and field fixed somewhere in the middle of the superconducting transition of the sample. An example of such $\theta$-sweeps is shown in Fig. 5.24. We see
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Figure 5.24: Determination of the parallel orientation: the minima of the sweeps in positive (1) and negative (2) angular direction were averaged to obtain the exact parallel field orientation (taken from [16]).

A dip in the resistance with the center being the \( \theta \)-angle, where the field is oriented parallel to the layers. As presented in Fig. 5.24, there is a weak hysteresis between up and down sweeps. Therefore, the parallel position was determined by taking the average of the two minima.

Some examples for field sweeps at different temperatures and temperature sweeps at different fields are given in Fig. 5.25 (a) and (b), respectively. In Fig. 5.26, the phase diagram for both azimuthal angles, \( \varphi = 38^\circ \) and \( \varphi = 118^\circ \) is shown. Both curves are linear near \( T_c \) and start bending at about 90 mK. Also both curves tend to saturation

Figure 5.25: (a) Field sweeps with magnetic field parallel to the layers at different temperatures. (b) Temperature sweeps at different magnetic fields aligned parallel to the layers.
at a field of slightly less than 290 mT. Whereas the curve for $\varphi = 38^\circ$ almost reaches the saturation value at $T = 27$ mK, the curve for $\varphi = 118^\circ$ is still growing down to that temperature.

From the slope of the linear part of the $B_{c2}(T)$-dependence the Ginzburg-Landau coherence length in perpendicular direction $\xi_{\perp,0}$ can be calculated for both azimuthal angles by using the value of $\xi_{\parallel,0}$ evaluated in section 5.3.2 using equation 2.8.

For $\varphi = 38^\circ$ the slope of the linear part is $\frac{dB_{c2}}{dT} = 12.5 \text{ K/T}$. Therefore, the coherence length is

$$\xi_{\perp,0} = \frac{\Phi_0}{2\pi\xi_{\parallel,0}(dB_{c2}/dT)T_c(0)} \approx 1.0 \text{ nm.} \quad (5.11)$$

For $\varphi = 118^\circ$ we have a slope of 7.0 K/T in the linear part resulting in a coherence length of

$$\xi_{\perp,0} \approx 1.8 \text{ nm,} \quad (5.12)$$

Of course, $\xi_{\perp,0}$ cannot have two different values at the same time. The mismatch between the two values most likely originates from an anisotropy of $\xi_{\parallel,0}$ in $\varphi$. The value for $\xi_{\parallel,0}$ we obtained in section 5.3.2 is an average over all $\varphi$-directions. Thus, the true value for the perpendicularly coherence length most likely is an average of the two values estimated above:

$$\xi_{\perp,0} \approx 1.4 \text{ nm} \quad (5.13)$$

This value is equal to $\frac{d}{\sqrt{2}} \approx 1.4 \text{ nm}$ and, therefore, our system can be considered to be on the border to the q2D regime at $T = 0$. However, as the coherence length grows with

---

**Figure 5.26:** B-T phase diagram for fields parallel to the layers at different azimuthal angles.
increasing temperature, diverging at $T_c$ according to Eq. (2.2), the sample definitely is in a 3D state during the linear part and the pair breaking is due to orbital effect.

With the slope near $T_c$ we can estimate the Maki parameter, which gives a measure for the influence of the Pauli paramagnetic effect. In our case we get $\alpha \approx B_{orb}^c(0)/B_{CC-limit} = 6.7$ for $\varphi = 38^\circ$ and $\alpha = 3.8$ for $\varphi = 118^\circ$. That means for both directions we expect a strong influence of the paramagnetic effect. This is directly seen by the strong bending of the initial slope coming almost to saturation at low temperature.

A strong argument in favor of a Pauli-paramagnetic pair breaking mechanism is given by the temperature dependence of the azimuthal anisotropy. Near $T_c$ it is given by the different slopes in Fig. 5.26 and amounts to a factor of almost 2. As mentioned above the corresponding $\varphi$-angles correspond to maximal and minimal values of the in-plane critical fields. When we now look at the temperature dependence, we see that it decreases with decreasing temperature. A rough extrapolation to $T = 0$ yields almost the same value for both in-plane directions. This is what we would expect as the Pauli-mechanism is angle-independent.

Another noteworthy result of our measurements is that the Chandrasekhar-Clogston paramagnetic limit (Eq. (2.16)) is exceeded by a factor of $\sim 1.5$. Fig. 5.27 shows both curves, where $T$ is normalised to $T_c$ and the critical field to the value of the CC-limit (filled circles). The plot also shows the normalised data obtained by S. Jakob at 2.8 kbar (empty circles), which exceeds the CC-limit by about the same value. This large discrepancy between the theoretically estimated CC-limit and the measured value

![Figure 5.27: Comparison of the presently obtained data at 3.4 kbar with the former data at 2.8 kbar (from [16]). All curves have been normalised, the temperature to $T_c$ and the critical field to the Chandrasekhar-Clogston limit.](image-url)
of the paramagnetic limit most probably originates from an enhanced energy gap \( \Delta \). The calculations by Chandrasekhar and Clogston assume the BCS value for \( \Delta \). In organic superconductors the energy gap is strongly enhanced by strong electron-phonon and electron-electron coupling compared to the BCS value. There even are organic superconductors exceeding the CC-limit by up to a factor of 2 [79].

Because of its very high anisotropy and the fact that we are able to reach the paramagnetic limit \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) is also seen as a candidate for showing a FFLO superconducting state (see section 2.2.3). But no clear sign for a FFLO state could be discovered in our data. This, however, is not surprising as it is very hard to trace a transition into a FFLO state from resistive measurements. Furthermore, the lowest temperature used in this experiment probably still is too high for the appearance of a FFLO state.

Comparing the above estimations for the parallel field with those from the perpendicular field, we can say that even though \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) can be considered to be a 3D superconductor over the whole \( T \) range at this pressure, it has a very high anisotropy parameter (equation 2.9)

\[
\gamma = \frac{\xi_{\parallel,0}}{\xi_{\perp,0}} = 193. 
\]

(5.14)

This value is a little lower than the one evaluated at 2.8 kbar but still very high compared to values obtained for other organic superconductors from critical field experiments.

We can also estimate the anisotropy parameter from the transfer integrals \( t_{\perp} \) and \( t_{\parallel} \),

\[
\gamma = \left( \frac{m_{\perp}}{m_{\parallel}} \right)^{\frac{1}{2}} = \frac{t_{\parallel}a}{t_{\perp}d},
\]

(5.15)

with the crystal lattice periods within and across the layers \( a \approx 10\text{Å} \) and \( d \approx 20\text{Å} \) [50], respectively. With this relation and values of the transfer integrals taken from [55], we can now evaluate the anisotropy parameter as

\[
\gamma = \frac{t_{\parallel}a}{t_{\perp}d} \approx 200,
\]

(5.16)

which is in excellent agreement with the measured values.

### 5.3.4 \( \varphi \)-dependence of critical field parallel to the layers

As we have seen in the last section \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) not only shows anisotropic behavior for magnetic fields applied perpendicular or parallel to the layers, but also when applying parallel field in different azimuthal angles \( \varphi \). This azimuthal anisotropy will now be more closely investigated. For that purpose a first rough estimation was done in the same way as during the ambient pressure measurements (section 5.2.3). Therefore, temperature and field were chosen so that the sample resistance was approximately half the normal state resistance in exact parallel field direction for the starting \( \varphi \) and then angular sweeps of the \( \theta \) angles were done in the window of \( \pm 5^\circ \).
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Figure 5.28: (a) Examples of \(\theta\)-sweeps at different \(\varphi\). (b) Normal state magnetoresistance \(R_{ns}\) and resistance in the parallel direction \(R(B_{||})\) (the dips of the \(\theta\) sweeps) as a function of \(\varphi\). \(T = 74\) mK and \(B = 150\) mT for all sweeps.

around the parallel orientation in steps of \(\Delta \varphi = 10^\circ\). The temperature was chosen to \(T = 74\) mK and the magnetic field was set to \(B = 150\) mT.

In Fig. 5.28 (a) we can see some examples of \(\theta\)-sweeps at different \(\varphi\) angles, which show rather different behavior. The \(\varphi\)-dependence of the normal state resistance and the resistance at the field orientation exactly in the dip are shown in Fig. 5.28 (b). However, only a qualitative view of the critical field can be obtained this way.

To get a better idea of the azimuthal anisotropy of the critical field, field sweeps at different \(\varphi\)-angles with a step size of 10\(^\circ\) were done at \(T = 35\) mK. For each \(\varphi\) the parallel field direction first had to be determined the same way as in section 5.3.3. Some examples of the field strength sweeps can be seen in Fig. 5.29.

The resulting critical field behavior is shown in Fig. 5.30. Like in section 5.2.3, the hollow circles are from the same data as the filled ones but have been shifted by 180\(^\circ\) to get a clearer idea of the behavior over the whole angular range, as the points were only measured in an interval of 190\(^\circ\).

We can see that our data shows some scattering, especially in the region of the extrema. A reason for this could be the difficulty in determining the exact parallel orientation, because some \(\theta\)-sweeps showed rather broad dips with some additional features. And, as we will discuss in section 5.3.5, for parallel orientation of the field even very small changes in the angle have a huge effect on the critical field.

The sample shows an increase of the critical field of \(\approx 20\%\) from the angle with lowest value to the one with the highest value and a periodicity of 180\(^\circ\). Therefore we do not have a hint for a d-wave pairing in \(\alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4\), because a d-wave, which was proposed for organic superconductors in a vicinity of a density wave instability, is expected to show itself in a four-fold symmetric [80,82].

These results are in good agreement with the measurements of the parallel critical field at \(\varphi = 38^\circ\) and \(\varphi = 118^\circ\) in section 5.3.3. As we can see in the \(B-T\) phase diagram Fig. 5.26, the critical field for the two inplane directions differ by about 20\%. At this
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Figure 5.29: Three transition curves recorded at different values of $\varphi$ showing both up and down sweeps as indicated by the arrows. The magnetic field is applied exactly parallel to the layers and $T = 35$ mK.

Figure 5.30: $\varphi$-dependence of the inplane critical field, with $\varphi = 0^\circ$ corresponding to field aligned parallel to the a-axis at $T = 35$ mK.
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low temperature of 35 mK we already have a contribution from the Pauli-paramagnetic pair breaking effect, whereas the anisotropy derived from the slope near $T_c$ was much higher as discussed above.

We can compare this behavior to the one obtained at ambient pressure (Fig. 5.13). There we can see that the $\varphi$ with the highest critical field, is shifted by $\approx 15^\circ$ between $p = 0$ kbar and 3.4 kbar. As the measurement at 0 kbar yields only very rough results, the existence of the shift is questionable. This suggests that the same electrons systems are responsible for superconductivity at both pressure values. This is remarkable, considering that the high pressure state of $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$ has a completely changed electron system compared to ambient pressure, as is indicated by the shifted behavior of the normal state magnetoresistance (compare Fig. 5.13 (a) to Fig. 5.28 (b)).

When comparing our results with the data at $p = 2.8$ kbar [16] we can see that the shift in position of the peaks and dips is within the error bar of the angle determination. But as the older measurements were performed using temperature sweeps at constant field the two data sets are not really comparable and, therefore, no more information can be obtained this way.

5.3.5 $\theta$-dependence of the critical field

Further, a more detailed investigation of the anisotropic behavior of the critical field depending on the polar angle $\theta$ was performed. The whole series of measurements was done at $\varphi = 38^\circ$, where we had estimated the highest critical field in parallel direction. Field sweeps at different $\theta$-angles were done in a range of $-90^\circ \leq \theta \leq +90^\circ$, with $\theta = 0^\circ$ being the direction where the magnetic field is parallel to the layers, at temperatures of 35 mK, 65 mK and 90 mK.

Some examples of transition curves at 35 mK and 90 mK are given in Fig. 5.31. For $T = 35$ mK the curves show a sharp transition for all $\theta$ values. The curves obtained from $T = 65$ mK (not shown) look rather similar to those at 35 mK with the transitions...
shifted to somewhat lower temperatures. At $T = 90 \, \text{mK}$ the sample is not completely superconducting even at $B = 0$, therefore the transition always starts at a finite resistance value, but the slope changes with $\theta$. For $\theta \to 0^\circ$ the transitions become very broad and the error bar for the obtained $B_{c2}$ value is rather large. But even qualitatively one sees from Fig. 5.31 (b) that $B_{c2}$ is extremely sensitive to $\theta$ in this region: A strong angular dependence appears in the curves for $\theta = 0.5^\circ$, $0.2^\circ$ and $0^\circ$. Because our standard construction for $B_{c2}$ (presented at the end of section 5.3.1) was difficult to apply, the dependence was also determined with the “transition midpoint” criterion. For both criteria we obtained the same relative dependence. Therefore we show the data with the standard construction in the graphs.

The $\theta$-dependence of the critical field can be seen in Fig. 5.32. Note that the plots are in logarithmic scale, otherwise the behavior for high absolute values of $\theta$ could not be resolved. The huge anisotropy over the $\theta$-range can be clearly seen.

In Fig. 5.33 the curves for all temperatures are normalised to their respective perpendicular critical field value. Here we can see that for $|\theta| \geq 1^\circ$ all curves behave the same and over most of the angular range coincide well with fits by the LD-model for highly anisotropic 3D superconductors (Eq. (2.10)) and the equation for q2D superconductors from Tinkham (Eq. (2.12)). The fit of the Tinkham formula, however, is not shown in Fig. 5.33 as it would be indistinguishable from the fit of the LD-model. This is a sign that in this $\theta$-range the orbital effect is dominant for all temperatures.

Therefore we take a closer look to the range of $|\theta| \leq \pm 5^\circ$, shown in Fig. 5.34. The $T = 90 \, \text{mK}$ curve shows a very sharp peak at $\theta = 0^\circ$ and we have the highest anisotropy. From this we can draw the conclusion that we are in a temperature regime, where the orbital effect is the dominant pair breaking mechanism for all $\theta$-angles.
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Figure 5.33: $\theta$-dependence of critical field normalised to the perpendicular critical field at 35 mK, 65 mK and 90 mK. The red line is a fit to the $T = 90$ mK data with the LD-model 2.10.

Figure 5.34: Data from Fig. 5.33 in the range of $-5^\circ < \theta < +5^\circ$. The $T = 90$ mK curve has been fitted with the LD-model 2.10 (red line) and the Tinkham formula 2.12 (green line).
At this temperature we obtain an anisotropy of

\[ \frac{B_{c2,\parallel}}{B_{c2,\perp}} = 280 \text{ for } T = 90 \text{ mK}. \]

As we have only little contributions due to the Pauli-effect the above calculated value is a good estimation for the anisotropy parameter \( \gamma = 280 \). This value is the highest anisotropy of \( B_{c2} \) ever obtained in organic superconductors. It is also much higher than the value of \( \gamma = 193 \ll 280 \) (Eq. 5.14), obtained from the comparison of the slopes of \( B_{c2}(T) \) near \( T_c \). However, there we have calculated an average value of \( \gamma \) for both measured \( \varphi \)-directions. When we only use the slope of the phase diagram for \( \varphi = 38^\circ \), which was the angle with the highest \( B_{c2,\parallel} \) and also the angle, where the whole \( \theta \)-dependence experiment was done, we obtain a value of \( \gamma = 284 \) from the slopes. So the two sets of measurements are in excellent agreement with each other.

In this field range also the fits from both the LD-model and the Tinkham formula for \( T = 90 \text{ mK} \) are shown (Fig. 5.34). We can see that at such huge anisotropies the theoretical curves only differ for \( |\theta| \leq 0.2^\circ \).

The LD-fit provides a value for the anisotropy of 251, which is rather an underestimation. The anisotropy value provided by the Tinkham-fit is 284, which is in excellent agreement with the measured value. This is very reasonable as it fits the complete \( \theta \)-range very well including the point at \( \theta = 0^\circ \). Therefore, the Tinkham-fit looks a bit more reliable. The deviation from the data, which both fits show in the range of \(-5^\circ < \theta < -1^\circ \) cannot be explained.

For the lower temperatures the anisotropy decreases as we can see in the ratio of the parallel and perpendicular critical field:

\[ \frac{B_{c2,\parallel}}{B_{c2,\perp}} = 165 \text{ for } T = 65 \text{ mK} \]

\[ \frac{B_{c2,\parallel}}{B_{c2,\perp}} = 87 \text{ for } T = 35 \text{ mK} \]

In addition the peaks are flattened and we almost have a plateau around \( \theta = 0^\circ \). This could be expected in the case of a reduction of the critical field by the Pauli paramagnetism: The paramagnetic limit is angle-independent, so for all \( \theta \)-angles, where the Pauli-effect is the main pair breaking mechanism, \( B_{c2} \) is more or less \( \theta \)-independent. Another possible explanation for such a plateau might be a redirection of the magnetic flux lines through flux vortices, which cross the superconductor in a direction exactly parallel to the layers. In that case a jump of the critical field value at the edges of the plateau would be expected. However, such a jump is not visible in our data. This leaves the Pauli paramagnetic effect as the only possible explanation for the behavior of \( B_{c2}(\theta) \). This is yet the most prominent evidence of the paramagnetic pair breaking effect ever obtained.
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The subject of this diploma thesis was the study of normal state and superconducting properties at the border between a charge-density wave (CDW) and superconducting states in the organic metal $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$. In this compound at very low temperature, a pressure of about $p_c \approx 2.5$ kbar leads to a transition from the CDW to the superconducting ground state.

We investigated the pressure dependence of the effective cyclotron mass in $\alpha$-(BEDT-TTF)$_2$KHg(SCN)$_4$, using Shubnikov-de Haas oscillations between $p = 0$ and 8 kbar. A maximum of $m_c(p) = 1.76 m_e$ was found at $p \approx 5$ kbar. This pressure value deviates from the critical pressure of the transition between CDW and normal metallic state, $p_c \approx 2.5$ kbar, observed at $B = 0$. As the data was taken at $B > 11$ T, the field-induced CDW (FICDW) state at $p > 2.5$ kbar should be taken into consideration. The enhancement of $m_c$ around $p \approx 5$ kbar suggests that this pressure value is the critical pressure for the FICDW state in this field range.

For the investigation of the superconducting state only very small fields are necessary and the FICDW state should play no role. Former experiments at $p = 2.8$ kbar have shown a very anisotropic behavior of the critical field depending on the field direction. An estimation of the pressure dependence should be accomplished by a similar study further away from the critical pressure. For the present study $p = 3.4$ kbar was chosen.

The zero-field critical temperature was determined to $T_c = 100$ mK. For fields perpendicular to the conducting layers a $B$-$T$ phase diagram was obtained, which clearly shows the behavior expected for an orbital pair breaking effect. The in-plane coherence length was estimated to $\xi_{\parallel,0} \approx 270$ nm.

The $B$-$T$ phase diagram obtained for fields in the direction parallel to the layers shows a very steep slope near $T_c$ with up to 12.5 T/K, which suggests Pauli-paramagnetism as dominant pair breaking effect for temperatures below 70 mK. The Chandrasekhar-Clogston paramagnetic limit is exceeded by a factor of 1.5. We can, therefore, suggest that the superconducting energy gap in our compound is enhanced by strong electron-phonon and electron-electron coupling as compared to the BCS value. The coherence length perpendicular to the layers was estimated to $\xi_{\perp,0} \approx 1.4$ nm. Therefore, we have an anisotropy parameter of $\gamma = \xi_{\parallel,0}/\xi_{\perp,0} \approx 200$. This is by far the largest value for $\gamma$ so far measured from critical field experiments in any known layered superconductor.

The dependence of the critical field on the polar angle $\theta$ was examined at different temperatures. At temperatures near $T_c$ the critical field is dominated by the orbital effect even for fields parallel to the layers. The critical field shows a very sharp peak for this field direction. An anisotropy of the critical field between parallel and perpendicular orientations of 280 was obtained. For lower temperatures we receive a plateau in the $\theta$ dependence of the critical field for a $\theta$ range of $\sim \pm 0.5^\circ$ around the parallel orio-
6 Summary

The temperature dependence of this behavior provides a prominent evidence for a paramagnetic pair breaking.

We have also investigated the dependence of the inplane critical field of $\alpha$-(BEDT-TTF)$_2$ KHg(SCN)$_4$ on the azimuthal orientation $\varphi$. It also shows a considerable anisotropy being the highest near $T_c$, where we observe almost a factor of 2 difference between the minimal and the maximal slopes $dH_{c2}/dT$ near $T_c$.

In comparison to the earlier experiments at 2.8 kbar, the anisotropy of superconductivity has decreased. This could be expected, since our compound like many organic compounds shows enhanced interlayer transport under hydrostatic pressure resulting in a more 3D behavior. Concerning the parallel critical fields we found that the slope near $T_c$ is considerably reduced by increasing the pressure, but the low temperature value did not change in coordinates normalised to the critical field. The general behavior of the azimuthal anisotropy obtained in our work is found to be in good agreement with the experiment at $p = 2.8$ kbar.

Because of the appearance of the paramagnetic effect, $\alpha$-(BEDT-TTF)$_2$ KHg(SCN)$_4$ is also seen as a candidate for showing a FFLO superconducting state. However, no hints for it have been found yet. Further measurements under even lower temperatures and with other methods would be required to clarify this issue.
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